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The stable positions of localized structures depend on spatial gradients in the system parameters and
on the local defects of the hosting medium. We propose a general method to disclose and visualize
the local defects of the medium structure, otherwise not detected. The method is based on the
observation of the spatiotemporal behavior of localized structures in the presence of controlled
gradients in the experimental parameters. We experimentally show an application of this method in
a broad-area semiconductor vertical cavity surface emitting laser with optical injection. The
comparison of the experimental results with numerical simulations shows a very good agreement.
© 2008 American Institute of Physics. #DOI: 10.1063/1.2977603$

Localized structures !LSs" in optics1–4 appear as self-
sustained, bistable, and independent local peaks of intensity
over a homogeneous background that can be switched on or
off individually by a proper local optical perturbation. They
are promising candidates for data processing due to their
mutual independence and plasticity. In particular, when ob-
served in semiconductor microcavities,5 their control6,7 is of-
ten aimed at providing all optical functionalities for informa-
tion technology. In contrast, in this letter, we demonstrate
that LSs can be used to reveal even extremely shallow inho-
mogeneities in the bulk of the nonlinear host medium, with-
out any assumption about their exact nature. Indeed, experi-
mental and numerical results,5,8 as well as analytical
calculations,9 emphasize the pinning role of local inhomoge-
neities in the stable positions of LSs. In order to detect inho-
mogeneities, we build on the neutral mode of LSs. If a sys-
tem is invariant by translation, each solution !and, in
particular, a localized one" has a zero eigenvalue, which is
connected to the translational degrees of freedom. Since LSs
are stable, all their other eigenvalues have negative real part,
and therefore any perturbation will mostly couple to the neu-
tral mode, inducing translation.3,10 Here, we propose to
monitor the motion of LSs under the effects of externally
applied gradients. Any deviation of a LS’s trajectory from
the one imposed by the controlled gradients uncovers an un-
derlying inhomogeneity. Therefore, a complete map of the
device’s inhomogeneities is given by the preferred areas vis-
ited by LSs when motion is imposed across the entire section
of the device. The arguments presented in this paper involve
cavity solitons !CSs", but we refer to them with the more
general LS term since our method does not specifically re-
quire the presence of a closed cavity.11,12

In semiconductor systems !used in the experiment pre-
sented below" many inhomogeneities can arise during the
growth or postprocessing stages. For example, dislocations
due to lattice parameter mismatch can be easily observed. On
the contrary, layer thickness variations in Bragg mirrors
!structural waviness and interface roughness13" are detectable
via Reflection High Energy Electron Diffraction during the

growth process, but they become much more difficult to re-
veal in the bulk of a fully grown structure. Even more so,
spatial variations in the concentration of the semiconductor
constituents or doping are particularly difficult to
diagnose.14,15 Even if several microscopy techniques can be
applied to each separate component of a semiconductor sys-
tem leading to very precise topography of surfaces !with
atomic force microscopy. for example" or to deep knowledge
of the crystalline structure of thin samples !with transmission
electron microscopy", very few methods actually allow to
probe the bulk of a fully grown structure besides basic spa-
tially resolved photoluminescence intensity, which as we
shall see is not very efficient at revealing certain inhomoge-
neitites.

We realize the measurement in a broad-area !250 !m
diameter" vertical cavity surface emitting laser !VCSEL".
The device is electrically driven above transparency and be-
low laser threshold !amplifying regime" and is optically in-
jected by an infrared !980 nm" tunable master laser !holding
beam". In this configuration, CSs can be observed in suitable
regions of the parameter space !i.e., bias current, detuning
between cavity resonance and injection frequency, and hold-
ing beam intensity8". The near field of the injected VCSEL
output facet is then imaged onto a charge coupled device
camera. Details about the experimental setup can be found in
Ref. 8.

Motion of the CS along the VCSEL plane can be in-
duced by creating gradients in the transverse dimension of
the system,6,10,16–18 for example, by spatially modulating the
phase or intensity profile of the holding beam. In order to
control the gradients in these parameters, we insert in the
path of the holding beam a Mach–Zender interferometer. The
phase profile of each beam in the interferometer is kept as
flat as possible at the VCSEL plane. If the interferometer is
set such that its two arms have slightly different alignment
conditions with respect to the VCSEL, the resulting intensity
profile of the holding beam is a fringe pattern. Along the
direction perpendicular to the fringe, this pattern is able to
confine the CSs due to the intensity gradient; i.e., the CS is
trapped in the center of the fringe, where the intensity has a
maximum. On the contrary, along each interference fringe
the intensity is homogeneous, its gradient can be neglected,
and the phase gradient in the total holding beam is always
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kept to zero. In these conditions, the only mechanisms that
can induce a drift of the CS are the !controlled" intensity
gradient !in the direction perpendicular to the fringes" and
the !unknown" intrinsic gradients of the system !in any di-
rection".

The fringes are then adiabatically shifted horizontally by
varying the voltage applied to a piezoelectric mount support-
ing one of the mirrors in the interferometer. Thus, the CS is
expected to follow a straight horizontal trajectory. In con-
trast, we observe !see Fig. 1" that the CS follows a path
going first upwards and then downwards. This deviation has
to be attributed to the effect of intrinsic gradients along the
vertical direction in the system. We stress that in the absence
of any externally imposed confinement along this direction
an arbitrarily small gradient intrinsic to the system suffices
to deviate the motion.

In order to draw a map of the system’s intrinsic local
gradients, we implement the same procedure on the whole
surface of the device. The system is initially prepared such
that several CSs are present and distributed in the device.
The fringes are then adiabatically shifted, scanning the com-
plete surface in several seconds, infinitely slowly with re-
spect to the semiconductor time scales. This procedure is
repeated along the horizontal, vertical, +45°, and −45° direc-
tions in the two senses of motion. During the motion of the
fringes, CSs will either be repelled or attracted by the inho-
mogeneities in the device. Therefore, some areas of the de-
vice will be visited more, while others will be avoided, pro-
viding a map of spatial gradients intrinsic to the system.

A video frame is acquired for each position and orienta-
tion of the fringes. Finally, all the frames are added and the
resulting image is a gray-scale map of the areas of the plane
visited and avoided by CSs. The spatially extended structures
present in some regions of the device have been removed by
intensity thresholding in each frame in order to eliminate
their contribution to the resulting image. The result is shown
in Fig. 2 right panel, where black !white" corresponds to high
!zero" possibility to host a CS, i.e., to attractive !repulsive"
local inhomogeneities. For an ideal defect-free medium, such
analysis would result in a homogeneously gray map since the
CS stability is identical all across the system. In real systems
like the one analyzed here, inhomogeneities appear. Among

the major defects appearing in Fig. 2, the large white regions
at the top left and bottom of the device indicate strong im-
perfections where CSs cannot be observed or created for
these parameter values and the central black spot records, on
the contrary, a region of the cavity where a CS is easily
switched on. We underline that the spontaneous emission
profile of the device !Fig. 2, left" is highly uniform, which
suggests rather uniform optoelectronic properties. In con-
trast, the procedure previously described very clearly puts in
evidence the inhomogeneity of the system.

In order to validate our method, we considered a simple
rate-equation model already used to predict CSs in semicon-
ductor microcavities19 and to describe their dynamics.5,17

For the aim of accounting for the spatial inhomogene-
ities related to spatial thickness variations in the layers of the
Bragg reflectors, we impose a spatial variation in the cavity
detuning parameter, setting "!x ,y"="0+#"!x ,y", where
#"!x ,y" is a normally distributed stochastic process with zero
average and finite spatial correlation length, as in Refs. 5 and
8. The amplitude of the fluctuations depends on the reflec-
tivity and on the distribution of layer jumps associated with
the epitaxial deposition, while the correlation length is re-
lated to the typical transverse dimensions of the layer de-
fects. Following Refs. 20 and 21 we assumed typical defect
sizes on the order of 10–15 !m !diameter". The amplitude
of the distribution corresponds to a cavity frequency varia-
tion of 60 GHz, i.e., a detuning region larger than the entire
CS branch. In this way, we are accounting for strongly “at-
tracting” defects where CSs are easily switched on, as well
as for “repulsive” defects where CSs cannot exist.

We prepared the input beam in form of fringes as in the
experiment and start the numerical simulation from an initial
condition where many CSs are present, preferably at the
strong defect locations, that is, where the injected frequency
is more blue-detuned with respect to the cavity frequency.22

Then, we slowly shifted the fringes in a direction perpen-
dicular to their orientation, at a velocity of about
100 !m /!s. This velocity is much larger than in the experi-
ment, but it is small enough to let the system relax to its
stationary state !typically, tens of nanosecond".

In Fig. 3, left, we show the CSs trajectories obtained by
summing all the frames of the numerical simulation for the
case of vertical fringes that are shifted toward the left. The
deviation from straight lines is well visible, as it is in the
experiment !Fig. 2, central panel".

We repeated the same procedure for different orienta-
tions of the fringes !vertical, horizontal, +45°, and −45°" in
the two senses of motion. Adding all the frames we obtain a
gray-scale map showing the most visited regions of the
sample !in black", which correspond to attracting defects, as

FIG. 1. The CS, adiabatically dragged horizontally, is deviated from the
straight trajectory by the inhomogeneity of the medium.

FIG. 2. Left: spontaneous emission profile of the VCSEL. Center: CSs
trajectories when dragged toward the left. Right: map of the defects in the
VCSEL structure as the result of the complete analysis of the CSs
trajectories.

FIG. 3. Left: CSs trajectories in the case of vertical fringes adiabatically
shifted toward the left. Center: map of the defects in the VCSEL structure as
the result of the analysis of the CSs trajectories. Right: superposition of the
map and the surface defined by "!x ,y"=−2.0.
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well as the avoided zones !in white" !see Fig. 3, center". This
map is very similar to the experimental one, but now it can
be directly compared with the spatial distribution of defects
assumed. The good match between the two !shown on the
right panel of Fig. 3" indicates that the sample inhomogene-
ities modeled as defects in the cavity detuning parameter "
are effectively revealed by our method.

The validity of LSs as a diagnostic tool must be assessed
with respect to two criteria, resolution and sensitivity. We
note that the local inhomogeneities of the medium cannot be
visualized by simply analyzing the emission of the free-
running laser !see Fig. 2, left panel" nor by considering spa-
tially extended patterns, since small scale inhomogeneities
couple to the whole pattern.23 LSs, in contrast, are influenced
only by the local characteristics of the medium, where “lo-
cal” roughly corresponds to the spatial extension of a LS.
Thus, the spatial resolution of a LS based probe is in this
case of the order of 10 !m. The resolution can be improved
by working in different parameter regions or systems with
smaller LS size. While this is far from state of the art mi-
croscopy, the unrivalled strength of this method lies in its
sensitivity, and thanks to the existence of the neutral mode of
LSs, any gradient, no matter how small, will influence their
trajectory, and will therefore be detected. In the simulations
we changed the amplitude of the defect distribution and were
able to reveal detuning variations of about 2 GHz. The prac-
tical limitation comes mostly from the care taken in the
preparation of a gradient free holding beam to perform the
measurement, with the quality of the optics as the ultimate
limiting factor in the homogeneity of said holding beam.
Moreover, since LSs are not living on the device surface but
are extended in the whole device along the longitudinal di-
mension, inhomogeneities will be revealed even if they are
located in the bulk of the device, independently of their na-
ture, and not only at the accessible surface. No other nonde-
structive method allows this kind of probing of the bulk of a
material. Moreover, we applied the method in a semiconduc-
tor microcavity and revealed its inhomogeneities, but it is, in
principle, possible to use the same method for revealing the
inhomogeneities of any transparent object placed in a com-
pound system able to support LSs such as a liquid crystal
light valve with optical feedback. Furthermore, it is in prin-
ciple possible to precisely determine the parameter gradient
that is necessary to overcome the pinning effect of an inho-
mogeneity. This experiment, which allows an absolute and
quantitative measurement of the inhomogeneity, will be pub-
lished in a future work.

In this letter, we have shown that intrinsic device inho-
mogeneities can alter the trajectory of LSs when these are
subject to controlled parameter gradients. Building on this

effect, we have devised and implemented a method based on
LSs for probing the homogeneity of the medium, where the
sensitivity of LSs to arbitrarily small gradients is turned into
their most powerful asset for the detection of imperfect trans-
lational invariance.
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