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Abstract
In the statistical literature, several discrete distributions have been developed so far for mod-
eling non-negative integer-valued phenomena, yet there is still room for new countingmodels
that adequately capture the diversity of real data sets. Here, we first discuss a count distri-
bution derived as a discrete analogue of the continuous half-logistic distribution, which is
obtained by preserving the expression of its survival function at each non-negative integer
support point. The proposed discrete distribution has a mode at zero and allows for over-
dispersion; these two features make it suitable for modeling purposes in many fields (e.g.,
insurance and ecology), when these conditions are satisfied by the data. In order to widen
its spectrum of applications, a discrete analogue is also presented of the type I generalized
half-logistic distribution (obtained by adding a shape parameter to the simple one-parameter
half-logistic), which allows us to model count data whose mode is not necessarily zero. For
these new count distributions, the main statistical properties are outlined, and parameter esti-
mation along with related issues is discussed. Their feasibility is proved on two real data
sets taken from the literature, which have already been fitted by other well-established count
distributions. Finally, a possible application is illustrated in the insurance field, related to the
exact/approximate determination of the distribution of the total claims amount through the
well-known Panjer’s recursive formula, within the framework of collective risk models.

Keywords Count distribution · Discretization · Panjer’s formula · Survival function

1 Introduction

When modeling lifetimes, such as the survival time of cancer patients or the lifetime of a
mechanical component, continuous random distributions are usually employed. However,
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one often comes across situations where lifetimes are actually measured on a discrete scale;
for example, the survival time is recorded in months, weeks, etc. Here, using a discrete
random variable (rv) rather than a continuous one would be much more appropriate.

Moreover, in many practical problems related to engineering and other applied sciences,
an intrinsic count phenomenon is often of interest, such as the number of occurrences of
earthquakes in a calendar year, the number of accidents at a certain location, the number of
times an individual visits a doctor, the number of claims an insurance company has to face,
and so on.

Therefore, we can easily infer that although several consolidated discrete models are
available, there is still a need for more flexible discrete distributions that can adequately
capture the diverse features of real data sets, such as their degree of asymmetry, their under-
or over-dispersion, the different shapes of their failure rate function, etc.

Developing a discrete version of continuous distributions, in particular, has drawn the
attention of researchers in recent decades; different methods can be followed to pursue this
objective (Chakraborty, 2015). The method that has encountered by far the greatest appreci-
ation by researchers is the one based on matching the survival function (sf) of the continuous
distribution at integer values. Relying on it, the discrete Weibull distribution was proposed as
a discrete counterpart of the two-parameter continuous Weibull distribution (Nakagawa and
Osaki, 1975), a discrete normal distribution was proposed by Roy (2003), a discrete Laplace
by Inusah and Kozubowski (2006), a discrete Pareto and Burr by Krishna and Pundir (2009),
and a discrete Lindley by Gómez-Déniz and Calderín-Ojeda (2011), just to name a few.
Moreover, from a broader perspective, discretization and discrete approximation schemes
are often applied in operations research for scenario modeling to solve one-stage and multi-
stage distributionally robust optimization problems (Liu et al., 2019). In thiswork,we provide
our original contribution to the existing literature by discussing discrete counterparts of the
half-logistic distribution and a generalization thereof, which can serve as alternative random
distributions to the existing discrete models for describing count or discrete data in various
fields, including engineering, insurance, economics, etc.

The layout of the paper is as follows. In the next section, we briefly review the continuous
half-logistic distribution. In Sect. 3, we discuss a possible discrete analogue of the continu-
ous half-logistic distribution, which preserves the expression of the original sf at the integer
values of its support. We illustrate its main properties, also related to reliability concepts, and
present different methods for parameter estimation. Section4 introduces a two-parameter
generalization of the proposed discrete distribution and updates the estimation methods pre-
viously presented. Section5 describes a Monte Carlo study comparing different statistical
estimators of the parameter(s) of the discrete half-logistic distributions. In Sect. 6, two real
data sets are fitted by the two proposed discrete distributions. Section7 suggests two other
possible discrete analogues for the continuous half-logistic rv based onminimization of a dis-
crepancy measure between cumulative distribution functions. Section8 applies the discrete
half-logistic distribution to the solution of a well-known problem in the insurance field, i.e.,
the determination of the distribution of the total claims amount in a collective risk model by
means of Panjer’s recursive formula. Final remarks and research perspectives are provided
in the last section.
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2 The univariate half-logistic distribution

The half-logistic distribution is a random distribution over the positive real line obtained
by folding the logistic distribution, which is defined over the whole real line, about the
origin (Balakrishnan, 1985). Thus, if Y is an rv that follows the logistic distribution with
parameter θ > 0, with the cumulative distribution function (cdf)

FY (y) = P(Y ≤ y) = 1

1 + e−θ y

and the probability density function (pdf)

fY (y) = θe−θ y

(1 + e−θ y)2
,

the rv X = |Y | follows the half-logistic distribution with the same parameter θ ; its pdf is

fX (x) = 2θe−θx

(1 + e−θx )2
, x ∈ R

+, θ ∈ R
+ (1)

(note that this expression is wrongly reported in Ebrahimi et al. (2015), where the multiplica-
tive factor 2 is missing); its cdf is

FX (x) = 2

1 + e−θx
− 1 = 2eθx

1 + eθx
− 1 = eθx − 1

eθx + 1
, x ∈ R

+, (2)

and its sf is

S(x) = P(X ≥ x) = 2

1 + eθx
, x ∈ R

+. (3)

The expressions of the expected value and variance are{
E(X) = log 4/θ

σ 2
X = (π2/3 − (log 4)2)/θ2.

The half logistic distribution is overdispersed if θ < θ0 = π2/3−(log 4)2

log 4 ≈ 0.9868439; it
is underdispersed if θ > θ0. It is positively skewed and leptokurtic; Pearson’s kurtosis is
approximately equal to 6.584 for any value of θ (see Olapade, 2014).

The naïve hazard rate function, which is defined as r(x) = f (x)/S(x), has the following
expression:

r(x) = θ

1 + e−θx
= θeθx

1 + eθx
,

which is a strictly increasing function in x with minimum value θ/2, attained at zero, and
supremum value θ , attained asymptotically for x → +∞. This means that the half-logistic
distribution belongs to the increasing failure rate (IFR) class (Barlow and Proschan, 1981),
a property shared by relatively few distributions that have support on the positive real half-
line, and represents one of the main attractions of this distribution in the context of reliability
theory.

A “standard” version of the half-logistic distribution, obtained by setting θ equal to 1 in
(1), was investigated by Balakrishnan (1985), who established some recurrence relations for
the moments and product moments of order statistics, as well as modes and quantiles.

123



Annals of Operations Research

The maximum likelihood estimate of the parameter θ of the half-logistic distribution,
based on an iid sample xxx = (x1, x2, . . . , xn), is obtained as the value θ̂ML maximizing the
log-likelihood function

�(θ; xxx) =
n∑

i=1

log
2θe−θxi

(1 + e−θxi )2
= n log(2θ) − θ

n∑
i=1

xi − 2
n∑

i=1

log(1 + e−θxi ),

or alternatively as the value satisfying the first-order condition �′(θ; xxx) = 0:

n/θ −
n∑

i=1

xi + 2
n∑

i=1

xi e−θxi

1 + e−θxi
= 0,

which does not in general provide an explicit expression for θ̂ML (see, e.g., Balakrishnan and
Wong, 1991), but can be solved only numerically.

As occurs with the exponential distribution, an alternative parametrization of the half-
logistic distribution, instead of considering the rate parameter θ , uses the scale parameter σ :
the pdf, in this case, becomes

f (x) = 2e−x/σ

σ (1 + e−x/σ )2
, x ∈ R

+, σ ∈ R
+. (4)

The half-logistic distribution with this latter parametrization is implemented in the R pack-
age bayesmeta (Röver, 2020), where the functions implementing the pmf, cdf, quantile
function, and pseudo-random generation are provided.

3 A discrete half-logistic distribution based on the preservation of the
expression of the survival function

A discrete analogue of a continuous random distribution defined on the positive half-line can
be obtained by setting its pmf equal to the difference S(x) − S(x + 1), for x = 0, 1, 2, . . .,
where S(x) is the sf of the parent continuous model (Chakraborty, 2015). Applying this
discretization to the half-logistic distribution in (3), we obtain the following expression for
the pmf:

p(x) = 2
[
1 + eθx ]−1 − 2

[
1 + eθ(x+1)

]−1
(5)

= 2e−θx/[1 + e−θx ] − 2e−θ(x+1)/[1 + e−θ(x+1)], x = 0, 1, 2, . . . .

For this discrete half-logistic distribution, the expression of the sf at each non-negative integer
value is thus displayed in (3).

This discrete counterpart was first introduced in Nadarajah (2015), using the alternative
parametrization for the parent model (4), with a pmf equal to

p(x) = 2/(1 + e−(x+1)/σ ) − 2/(1 + e−x/σ ), x = 0, 1, 2, . . . ,

and was then presented in Barbiero and Hitaj (2020), where some basic properties were

outlined. By setting ω = e−θ , the pmf (5) can be rewritten as p(x) = 2ωx

1+ωx − 2ωx+1

1+ωx+1 .
By construction, since the probability p(x) of a non-negative integer value x corresponds

to the integral of the pdf f (x) of the continuous distribution between x and x + 1, and since
f (x) is a strictly decreasing function for x > 0, it descends that p(x) is strictly decreasing
too and has a unique mode at 0. Figure1 displays the pmf (5) for four different values of θ .

123



Annals of Operations Research

Fig. 1 Pmf for the discrete half-logistic distribution for four different values of the parameter θ , computed
according to Eq. (5)

The cdf, for any non-negative integer value x , is given by

F(x) = 1 − P(X > x) = 1 − S(x + 1) = 1 − 2

1 + eθ(x+1)
= eθ(x+1) − 1

eθ(x+1) + 1
. (6)

From (6), one can easily derive the expression of the quantile of order 0 < u < 1, which is

xu =
⌈1

θ
log

1 + u

1 − u
− 1

⌉
, (7)

where 	·
 denotes the ceiling function. A random number can be sampled from the proposed
model through the usual inverse transformationmethod. Letting u be a randomnumber drawn
from a uniform distribution on the unit interval, a random number following the discrete half-
logistic distribution with parameter θ can be obtained by computing the right-hand side of
Eq. (7).

The expectation of the discrete half-logistic distribution is given by

E(X) =
∞∑
x=1

S(x) =
∞∑
x=1

2

1 + eθx
,

which can be expressed in terms of the q digamma (special case of the q-polygamma)
function. The following relationship also holds:

∞∑
x=1

2

1 + eθx
<

∫ ∞

0

2

1 + eθx
dx <

∞∑
x=0

2

1 + eθx
.

In other terms, the mean μd of the discrete half-logistic rv is such that

μd < μc < μd + 1,

where μc = log(4)/θ is the mean of the continuous logistic distribution, or

μc − 1 < μd < μc.

For small values of θ (θ � 1), the expected value of this discrete distribution can then be
roughly approximated by μc.
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Fig. 2 Expected value and dispersion index as functions of the parameter θ for the discrete half-logistic
distribution

Note that given

d

dθ

1

(1 + eθx )2
= − xeθx

1 + eθx
< 0 x = 1, 2, . . . ,∀θ > 0,

we have that E(X) is a strictly decreasing function of θ , as happens to the continuous half-
logistic distribution. The graph of the expected value as a function of θ is displayed in Fig. 2.

The variance of the distribution can be written as an infinite sum and can then be evaluated
only numerically (see Chakraborti et al. 2019 for the first equality):

σ 2
X =

∞∑
x=1

(2x − 1)S(x) = 2
∞∑
x=1

(2x − 1)

1 + eθx
= 4

∞∑
x=1

x

1 + eθx
− E(X).

By numerical inspection, we can state that the discrete half-logistic distribution is over-
dispersed for any value of θ ; in particular, the coefficient of overdispersion, given by the
ratio σ 2

X/E(X), is a decreasing function of θ , tending asymptotically to 1 (see again Fig. 2).
This is in contrast with what we observed with the continuous parent distribution, which is
underdispersed or overdispersed according to whether the θ parameter is greater or smaller
than a certain threshold (the coefficient of overdispersion is a decreasing function of θ , but
tends asymptotically to 0 as θ goes to +∞).

3.1 Relationships with other distributions

Proposition 1 If X is a half-logistic distribution with parameter θ , then Y = βX� is a
discrete half-logistic with parameter θ/β.

Proof For any y = 0, 1, 2, . . .

P(Y ≥ y) = P(βX� ≥ y) = P(βX ≥ y) = P(X ≥ y/β) = 2

1 + eθ y/β
. (8)

Then, Y follows the discrete half-logistic distribution with parameter θ/β. ��
Proposition 2 If X is an exponential distributionwith parameterλ = 1, then Y = | log(eX−
1)|� is a discrete half-logistic distribution with parameter θ = 1.
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Proof For y = 0, 1, 2, . . ..

P(Y ≥ y) = P(| log(eX − 1)|� ≥ y) = P(| log(eX − 1)| ≥ y)

= P(log(eX − 1) ≥ y) + P(log(eX − 1) ≤ −y)

= P(eX − 1 ≥ ey) + P(eX − 1 ≤ e−y)

= P(X ≥ log(ey + 1)) + P(X ≤ log(1 + e−y))

= e− log(ey+1) + 1 − e− log(1+e−y)

= 1/(1 + ey) + 1 − 1/(1 + e−y) = 2/(1 + ey).

Thus Y is a discrete half-logistic rv with parameter θ = 1. ��
Proposition 3 If X is a discrete half-logistic distribution with parameter θ and if B is a
dichotomous rv independent from X taking the values −1 and +1 with equal probabili-
ties, then the transformation Y = BX + B/2 − 1/2 is the discrete logistic distribution in
Chakraborty and Chakravarty (2016) with parameters μ = 0 and p = e−θ .

Proof By construction, Y is equal to either X with probability 1/2 (when B = 1) or −X − 1
with probability 1/2 (when B = −1). Then, the support of X being equal to {0, 1, 2, . . .},
the support of Y is the whole set Z. The probability of Y taking an integer value y is thus
given by 0.5P(X = y) if y ≥ 0 and by 0.5P(X = −y − 1) if y < 0. Thus, recalling the
expression (5) for the pmf of a discrete half-logistic distribution, the pmf of Y is P(Y =
y) = e−θ y(1−e−θ )

(1+e−θ y)(1+e−θ(y+1))
if y ≥ 0 and P(Y = y) = eθ(y+1)(1−e−θ )

(1+eθ(y+1))(1+eθ y)
= e−θ y(1−e−θ )

(1+e−θ y)(1+e−θ(y+1))

if y < 0. Since these last two expressions coincide, we can write that

P(Y = y) = e−θ y(1 − e−θ )

(1 + e−θ y)(1 + e−θ(y+1))
,

for any y ∈ Z, which corresponds to the pmf of the discrete logistic distribution introduced
by Chakraborty and Chakravarty (2016), Equation (2), with parameters p = e−θ and μ = 0.
��

3.2 Reliability properties

Some properties of the discrete half-logistic distribution related to reliability concepts are
now reviewed, in a similar manner to what has been done in Chakraborty and Chakravarty
(2016).

3.2.1 Recurrence relation for probabilities and long-tailedness

The ratio of successive probabilities p(x + 1)/p(x), for x = 0, 1, 2, . . ., is given by

p(x + 1)/p(x) = eθ(x+2) − eθ(x+1)

eθ(x+1) − eθx
· 1 + eθx

1 + eθ(x+2)
= eθ · 1 + eθx

1 + eθ(x+2)
,

which is a decreasing function in x and tends to e−θ as x tends to +∞. Since we know that
for a discrete distribution, the value of the limit L = limx→∞ p(x + 1)/p(x) in comparison
with the Poisson distribution, which has L = 0, gives the relative long-tailedness of the
distribution, we easily conclude that the discrete half-logistic distribution has longer tails
than the Poisson.
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3.2.2 Log-concavity

The discrete half-logistic distribution is log-concave. In fact, since the ratio between succes-
sive probabilities is a strictly decreasing function of x ≥ 0, we have that

p(x; θ)2 > p(x − 1; θ) · p(x + 1; θ)

for any x = 1, 2, . . ., and this is a sufficient condition for the log-concavity of a pmf. We
recall that a log-concave distribution satisfies the following properties: i. it has an increasing
failure (hazard) rate distribution; ii. it is strongly unimodal; iii. it has all its moments; iv. it
remains log-concave if truncated; v. its convolution with any other discrete distribution is
also unimodal and log-concave (Chakraborty and Chakravarty, 2016).

3.2.3 Some relavant reliability quantities

The naïve failure rate or hazard rate for a count distribution can be defined as (Gupta, 2015)

r(x) = p(x)/P(X ≥ x);
it can be interpreted as the conditional probability of a subject failure at time x given that it
did not fail by x − 1; thus, by construction, it is bounded between 0 and 1. For the model
under study,

r(x) = [2(1 + eθx )−1 − 2(1 + eθ(x+1))−1]/[2/(1 + eθx )] = 1 − 1 + eθx

1 + eθ(x+1)
.

We note that the naïve rate function is strictly increasing in x for any value of θ , it takes value
r(0) = (eθ − 1)/(eθ + 1) at zero, and it tends to 1 − e−θ for x tending to ∞.

The second hazard rate function r∗(x), defined as log S(x)− log S(x+1) (Roy and Gupta,
1992), becomes

r∗(x) = log(1 + eθ(x+1)) − log(1 + eθx ).

By computing its first derivative with respect to x ,

∂r∗(x)
∂x

= θeθ(x+1)

1 + eθ(x+1)
− θeθx

1 + eθx
= θ [eθ(x+1) − eθx ]

[1 + eθx ][1 + eθ(x+1)] ,

which is always strictly greater than zero for any x = 0, 1, 2, . . ., we can conclude that r∗(x)
is a strictly increasing function taking the value log(1+ eθ ) − log 2 when x = 0 and tending
asymptotically to θ , which thus assumes the meaning of the asymptotic bound of the second
hazard rate function.

The mean residual life function (MRLF) μF (k), defined as

μF (k) = E(X − k|X ≥ k) =
∑∞

x=k(1 − F(x))

1 − F(k − 1)
,

is equal to

μF (k) =
∑∞

x=k 1/(1 + eθ(x+1))

1/(1 + eθk)
= (1 + eθk)

∞∑
x=k

1

1 + eθ(x+1)
.

From Theorem 2.1 in Gupta (2015), we deduce that μF (k) is a decreasing function in k.
The reversed hazard rate function, which is defined as r
 = p(x)/F(x) and can be

interpreted as the conditional probability of a subject failure at time x given that it failed
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by x , is clearly decreasing with x (the numerator is decreasing with x ; the denominator is
increasing with x) and is equal to

r
(x) = p(x)/F(x) = 2e−θx/(1 + e−θx ) − 2e−θ(x+1)/(1 + e−θ(x+1))

(1 − e−θ(x+1))/(1 + e−θ(x+1))

= 2e−θx (1 − e−θ )

(1 + e−θx )(1 − e−θ(x+1))
.

3.2.4 Stress-strength model

Let us consider two independent discrete half-logistic rvs X and Y with parameters θ1 and θ2,
respectively. Then, one can be interested in determining the value of the reliability parameter
R = P(X < Y ) or R∗ = P(X < Y ) + 0.5P(X = Y ).

The former can be computed as

R =
∞∑
x=0

∞∑
y=x+1

p(x; θ1)p(y; θ2) =
∞∑
x=0

p(x; θ1)S(x + 1; θ2)

=
∞∑
x=0

2eθ1x (eθ1 − 1)

(1 + eθ1x )(1 + eθ1(x+1))
· 2

(1 + eθ2(x+1))

= 4(eθ1 − 1)
∞∑
x=0

eθ1x

(1 + eθ1x )(1 + eθ1(x+1))(1 + eθ2(x+1))
;

the second as

R∗ = R + 1

2

∞∑
x=0

p(x; θ1)p(x; θ2)

= R + 2(eθ1 − 1)(eθ2 − 1)
∞∑
x=0

e(θ1+θ2)x

(1 + eθ1x )(1 + eθ1(x+1))(1 + eθ2x )(1 + eθ2(x+1))
.

3.3 Estimation

Parameter estimationof the proposeddistribution, basedonan iid samplexxx = (x1, x2, . . . , xn),
can be carried out resorting to different methods, which we will discuss in the following.

3.3.1 The method of proportions

Since from (5), the probability of X being 0 is

p(0) = 1 − 2/(1 + eθ ) = eθ − 1

eθ + 1
,

after defining p̂0 as the relative frequency of zeros in the sample, then we can find an estimate
for θ by equating p(0) to p̂0 (assumed to be non-null) and solvingwith respect to the unknown
parameter θ :

θ̂P = log

(
1 + p̂0
1 − p̂0

)
. (9)
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This method, particularly suited for discrete rvs, though very intuitive and simple to apply,
is yet intrinsically less efficient than other methods, such as the method of moments or the
maximum likelihood method, since it does not exploit the whole information contained in
the sample. An approximate standard error for θ̂P can be computed by applying the delta
method:

SE(θ̂P ) = SE( p̂0) ·
∣∣∣∣dθ̂Pd p̂0

∣∣∣∣ =
√
p̂0(1 − p̂0)/n · 2

(1 + p̂0)(1 − p̂0)
,

given

d

dx
log[(1 + x)/(1 − x)] = 2

(1 − x)(1 + x)
.

Obviously, one can consider other integer value than 0 and the corresponding probability,
and equate it to its sample relative frequency; however, the resulting equation fails to provide
θ in a closed form. For example, by considering x = 1, Eq. (5) yields

p(1) = 2/(1 + eθ ) − 2/(1 + e2θ ) = 2eθ (eθ − 1)

(1 + eθ )(1 + e2θ )
;

then, by equating the expression above for p(1) to the relative frequency of ones, p̂1 (assumed
to be non-null), we obtain a third-degree equation in the unknown t = eθ :

(1 + t)(1 + t2) p̂1 − 2t(t − 1) = 0,

which can be solved numerically; however, depending on the value of p̂1, the solution may
not exist, exist and be unique, or exist and not be unique. Using the value of 0 also has the
advantage that since it represents the most probable value of the distribution, on average, 0 is
also the most frequent value in the sample, and thus a larger part of the information contained
in the sample is retained.

3.3.2 Least-square estimation

From the expression of S(x) in (3), one can derive

log

(
2 − S(x)

S(x)

)
= θx

or

z = θx, (10)

with z = log
(
2−S(x)
S(x)

)
. The linear equation in (10) serves as an important tool for checking

model adequacy. By computing the empirical sf as Ŝ(x) = ∑n
i=1 1xi≥x/n from the data and

plotting z against x , one can prescribe the discrete half-logistic distribution as an adequate
model for the given data, provided that the plot is nearly a straight line passing through the
origin. The unknown parameter θ in (10) can be recovered by least-squares regression as
θ̂LS = ∑n

i=1 xi zi/
∑n

i=1 x
2
i . This estimation method has the clear advantage of providing a

closed-form solution; it is hopefully more efficient than the method of proportions, since it
exploits the whole sample information.
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Table 1 Maximum likelihood
and method of moment’s
estimates of θ for the discrete
half-logistic distribution for
different sample values x

x θ̂ML θ̂M

1 1.061 0.949

2 0.624 0.560

3 0.443 0.398

4 0.344 0.309

5 0.281 0.252

6 0.238 0.213

7 0.206 0.185

8 0.182 0.165

9 0.163 0.146

10 0.147 0.132

3.3.3 Maximum likelihood estimation

Recalling (5), the log-likelihood function for the discrete half-logistic distribution can be
written as

�(θ; xxx) = n log 2 +
n∑

i=1

log[eθ(xi+1) − eθxi ] −
n∑

i=1

log[1 + eθxi ] −
n∑

i=1

log[1 + eθ(xi+1)].

Maximizing it with respect to θ over the natural parameter space � = (0,∞), one obtains
the MLE θ̂ML = argmaxθ∈� �(θ; xxx). The first-order derivative of �(θ; xxx) is equal to

�′(θ; xxx) =
∑ (xi + 1)eθ(xi+1) − xi eθxi

eθ(xi+1) − eθxi
−

∑ xi eθxi

1 + eθxi
−

∑ (xi + 1)eθ(xi+1)

1 + eθ(xi+1)
,

and setting it equal to zero and solving the resulting equation numerically for the unknown
θ would provide the value of the MLE. The second derivative of �(θ; xxx) is given by

�′′(θ; xxx) = −
∑ eθ(2xi+1)

[eθ(xi+1) − eθxi ]2 −
∑ x2i e

θxi

(1 + eθxi )2
−

∑ (xi + 1)2eθ(xi+1)

[1 + eθ(xi+1)]2 ;

�′′(θ) is equal to −n times the observed Fisher information. The expected value of �′′(θ),
with the minus sign, is equal to n times the Fisher information. An approximate estimate of
the variance of the MLE is thus given by −1/�′′(θ̂ML), so an approximate and symmetric
(1 − α)100% confidence interval for θ can be built as

θ̂ML ± z1−α/2

√
− 1

�′′(θ̂ML ; xxx) .

Table 1 reports the MLEs of θ for a single observation x (x = 1, 2, . . . , 10). Note that for
this discrete analogue of the half-logistic distribution, the MLE does not exist if n = 1 and
x1 = 0 (actually, the log-likelihood would tend to its supremum as θ → ∞).

3.3.4 Method of moments

In order to estimate θ , one can alternatively resort to the method of moments; although there
is no closed-form expression for the first moment of the distribution, thanks to the one-to-one
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monotonic decreasing relationship linking it to the unique parameter θ (see Fig. 2), and given
the value of the sample mean x̄ = ∑n

i=1 xi/n, finding a moment estimate of θ reduces to
find the unique root θ̂M of the equation

x̄ = E(X; θ) =
∞∑
i=1

2

1 + eθx
,

where the infinite sum can be conveniently truncated to some appropriate upper bound; the
latter can be set equal to some high-order quantile, which can be obtained by (7). As an initial
trial value for θ̂M , one can consider the one that is obtained by setting the sample mean equal
to the expectation of the “parent” continuous half-logistic distribution, i.e., θ0 = log 4/x̄ .
Table 1, in its last column, reports the estimates of θ derived according to the method of
moments for a single observation x (x = 1, 2, . . . , 10).

4 A discrete type I generalization of the half-logistic

4.1 Definition

As we have seen in the previous section, the proposed discrete half-logistic distribution has
mode 0 for any eligible value of its parameter θ and, secondarily, it allows for overdispersion
only. These features can limit the applicability of the model and hints that one should look
for a generalization that can introduce more flexibility. We will present such a generalization
as the discrete analogue of a generalized (continuous) half-logistic distribution. The cdf of
the so-called type I generalized half-logistic distribution can be defined by taking the cdf
of the half-logistic distribution (2) and exponentiating it through the additional parameter
α > 0 (Kantam et al., 2013):

F(x; θ, α) =
(
eθx − 1

eθx + 1

)α

.

Exponentiating the cdf of a given one-parameter distribution probably represents the easiest
way to generate a two-parameter generalization (see, for example, El-Morshedy et al., 2020).
The corresponding sf is

S(x; θ, α) = 1 −
(
eθx − 1

eθx + 1

)α

,

and the pmf of the discrete analogue of the generalized half-logistic distribution, which we
will call “type I generalized discrete half-logistic,” can be defined as

p(x; θ, α) = S(x) − S(x + 1) =
(
eθ(x+1) − 1

eθ(x+1) + 1

)α

−
(
eθx − 1

eθx + 1

)α

. (11)

For this discrete model, the cdf results in

F(x; θ, α) =
(
eθ(x+1) − 1

eθ(x+1) + 1

)α

; (12)

the quantile of level u, 0 < u < 1, is

xu =
⌈1

θ
log

1 + u1/α

1 − u1/α
− 1

⌉
.
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Fig. 3 Pmf of the generalized discrete half-logistic distribution for some values of its two parameters

For a given θ , increasing the value of α results in moving the probability mass toward higher
values, as can be seen in the panels of Fig. 3. In this way, the mode can be different from
zero, and there can even be two modes. For example, if one sets the parameters θ = 1 and
α = log(2)/(2 log(e+ 1)− log(e2 + 1)) = 1.3874, the resulting distribution has two modes
at 0 and 1, with common probability p0 = p1 ≈ 0.3427, as can be easily verified by recalling
Eq. (11).

As for the moments, expressions for the expectation and the variance are not available in a
closed form, but can be numerically evaluated using analogous formulas to those used for the
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Table 2 Moments of the discrete
type I generalized half-logistic
distribution

θ, α 0.5 0.75 1 1.5 2

(a) Expected value

0.1 8.323 11.109 13.367 16.861 19.500

0.25 3.084 4.166 5.056 6.445 7.500

0.5 1.359 1.866 2.293 2.975 3.500

1 0.525 0.739 0.928 1.245 1.500

2 0.148 0.216 0.280 0.397 0.502

(b) Variance

0.1 105.807 125.271 136.773 148.843 154.601

0.25 16.625 19.908 21.857 23.870 24.806

0.5 3.994 4.889 5.439 6.010 6.263

1 0.905 1.159 1.333 1.533 1.624

2 0.175 0.242 0.298 0.383 0.441

(c) Skewness

0.1 2.048 1.717 1.541 1.366 1.284

0.25 2.092 1.735 1.546 1.362 1.279

0.5 2.187 1.783 1.565 1.352 1.261

1 2.432 1.934 1.648 1.345 1.206

2 3.226 2.532 2.107 1.593 1.284

(d) Kurtosis

0.1 8.905 7.297 6.586 5.984 5.743

0.25 9.115 7.361 6.598 5.970 5.727

0.5 9.593 7.535 6.640 5.927 5.672

1 10.898 8.098 6.834 5.801 5.459

2 15.597 10.620 8.202 5.931 4.948

one-parameter discrete model in Sect. 3. In Table 2, for several parameters’ combinations,
the values of expectation, variance, skewness, and kurtosis (all obtained numerically under
the R statistical environment) are reported. It is easy to notice that the suggested model,
as expected, being a discrete analogue of a generalized half-logistic distribution, is always
positively skewed and leptokurtic; both skewness and kurtosis decrease by increasing α for a
given θ . The expectation and variance increase by increasingα for a given θ and by decreasing
θ for a given α. It can be easily noted that this statistical distribution, differently from the
one-parameter case, is able to model even under-dispersed data, although the parameter
combinations leading to this conditionmay be not someaningful from amodeling perspective
(e.g., θ = 2, α = 1.5 or 2; the corresponding values of expectation and variance are both
typically smaller than 1).

The log-concavity property, which was proved for the one-parameter discrete half-logistic
distribution in Sect. 3.2, no longer holds for the discrete type I generalized half-logistic
distribution. As a counterexample, one can consider the combination θ = 1, α = 1/2, for
which, according to (11), p(1)2 = 0.03721104 < p(0)p(2) = 0.05349907.
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We note that starting from the expression of the cdf (12), it can be easily derived that

log
1 + F(x; θ, α)1/α

1 − F(x; θ, α)1/α
= log

2eθ(x+1)

eθ(x+1)+1
2

eθ(x+1)+1

= θ(x + 1),

a relationship that can be used for model diagnosis: after having estimated α and θ (according
to one of the methods that will be illustrated in the next section), for each x = 0, 1, 2, . . ., one

can compute log 1+F̂(x)1/α̂

1−F̂(x)1/α̂
,where F̂(x) stands for the empirical cdf F̂(x) = 1

n+1

∑n
i=1 1xi≤x ,

and compare it with the corresponding θ̂ (x + 1): close values of the two quantities for each
x indicate a good fit of the discrete type I generalized half-logistic distribution.

We just want to mention that other generalizations of the continuous half-logistic
distribution have been proposed in the literature: for example, a three-parameter gen-
eralized half-logistic distribution (Olapade, 2014), a two-parameter Poisson half-logistic
distribution (Muhammad, 2017), and a three-parameter Poisson generalized half-logistic
distribution (Muhammad and Liu 2019), which is itself an extension of the generalized half-
logistic proposed by Kantam et al. (2013). Obviously, discrete counterparts can be obtained
from these distributions following the usual criterion of matching the survival function at
integer values.

4.2 Estimation

Estimation of the two parameters of the type I generalized half-logistic distribution has been
studied in Seo and Kang (2015) and Gui (2017); the latter work provided a necessary and
sufficient condition for the existence and uniqueness of the MLE and suggested inverse
moment estimation, a modification thereof, and two different confidence regions for the joint
estimation of (θ, α).

Estimation of the two parameters θ and α based on an iid sample of size n, xxx =
(x1, . . . , xn), drawn from the type I generalized discrete half-logistic distribution, can be
performed by resorting to different methods. We can consider the methods already discussed
in Sect. 3.3, although some of them need to be appropriately adapted and others may become
infeasible. We will assume, if not stated otherwise, that both parameters are unknown and
need to be estimated.

4.2.1 Method of maximum likelihood

The expression of the log-likelihood function for the discrete type I generalized half-logistic
distribution is:

�(θ, α; xxx) =
n∑

i=1

ln

[(
eθ(xi+1) − 1

eθ(xi+1) + 1

)α

−
(
eθxi − 1

eθxi + 1

)α
]

.

In order to find the MLEs of θ and α, the function above has to be maximized numerically,
since the two equations obtained by setting the partial first-order derivatives (with respect to θ

and α) equal to zero are not manageable algebraically. Such a task, under the R programming
environment, can be carried out by using, for example, the mle2 function within the bbmle
package.
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4.2.2 Method of proportions

Since from the expression of the pmf (11), we have that

p0 = p(0) =
(
eθ − 1

eθ + 1

)α

,

one derives

log p0 = α log
eθ − 1

eθ + 1

and then

α = log p0

log eθ−1
eθ+1

, (13)

which provides an interpretation of the additional parameter α, which is the ratio between
the logarithmic probability of zero of the discrete type I generalized half-logistic distribution
with parameters θ and α and the logarithmic probability of zero of the one-parameter discrete
half-logistic distribution with parameter θ . Evaluating the cdf (12) at x = 1 and substituting
the expression for α in (13), one derives

F(1) =
(
e2θ − 1

e2θ + 1

)log p0/ log
eθ −1
eθ +1

or

log(p1 + p0)

log p0
= log

1 − ω2

1 + ω2

/
log

1 − ω

1 + ω
, (14)

with ω = e−θ . The above equation can be rewritten, by letting c = log(p0 + p1)/ log p0, as

1 − ω2

1 + ω2 =
(
1 − ω

1 + ω

)c

and then

(1 + ω)c(1 − ω2) = (1 + ω2)(1 − ω)c

or

(1 + ω)c+1 = (1 + ω2)(1 − ω)c−1.

Now, replacing p0 and p1 with the corresponding sample frequencies, say p̂0 and p̂1, in the
expression of c, we obtain a non-linear equation in the only unknown ω, which can be solved
numerically, providing the root ω̂P and then θ̂P = − log ω̂P . An estimate for α can then be
obtained as

α̂P = log p̂0

log
eθ̂P − 1

eθ̂P + 1

.

If we assume that p̂0 and p̂1 are both non-zero, and that p̂0 + p̂1 < 1, i.e., the sample does
not consist of only zeros and ones, log( p̂1 + p̂0)/ log p̂0 is a value between 0 and 1, and

the function w(ω) = log 1−ω2

1+ω2 / log
1−ω
1+ω

on the right side of Eq. (14) ranges continuously
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between 0 and 1, so the method of proportions can always find a feasible estimate for θ and
then for α.
θ known, α unknown: If the value of the parameter θ is known, in order to find an estimate
for α, one can equate the probability of 0 to the sample fraction of zeros and then solve for

the unknown α. From p0 =
(
eθ−1
eθ+1

)α

, one obtains α = log p0/ log eθ−1
eθ+1

and then α̂P =
log p̂0/ log eθ−1

eθ+1
. Alternatively, one can use any other probability p(x), x = 1, 2, . . ., and

equate it to the corresponding relative frequency of x in the sample; in this case, however,
it is no longer possible to derive a closed-form expression for the estimate of α, but only to
recover it numerically.

α known, θ unknown: If the value of the parameterα is known, by equating the probability

of 0 to the sample fraction of zeros, one obtains an estimate for θ as θ̂P = log
1+ p̂α

0
1− p̂α

0
.

4.2.3 Minimum chi-square estimation

Another technique that can be used for estimating θ and α is based on the minimization of
the chi-square statistic (for a review of minimum chi-square and related methods together
with some historical background, see Harris and Kanji, 1983). Letting ni be the absolute
frequency of the value i (i = 0, 1, . . . , x(n), where x(n) = max{x j , j = 1, . . . , n} is the
largest observed value in the sample), the customary chi-square statistic is defined as

χ2 =
∞∑
i=0

(ni − npi )2

npi
=

x(n)∑
i=0

(ni − npi )2

npi
+ n(1 − Fx(n)

), (15)

where pi = p(i) and Fx(n)
= F(x(n)) depend on the (unknown) parameters θ and α, which

can be estimated by minimizing χ2. The minimum chi-square estimates of θ and α for the
model at hand cannot be derived explicitly but can be obtained numerically quite easily using
some optimization routine (see, e.g., Barbiero, 2017, where themethod is applied to the type I
discrete Weibull distribution and implemented in the R environment).

When the sample contains only one or two distinct values, then the minimum chi-square
method fails to find a valid pair of estimates; in fact, the lower bound of the chi-square
distance (15) is obtained by letting both parameters go to+∞while satisfying one constraint
only. As an example, let us assume that the sample consists of only zeros and ones, with
proportions p̂0 and 1 − p̂0, respectively. Then, it is easy to see that the chi-square distance
tends to its infimum value (zero) by letting both θ and α go to ∞ under the constraint

α = log p̂0/ log eθ−1
eθ+1

. In this case, the first term of the sum in (15) is exactly zero, whereas
the second term of the sum and the term outside the sum both tend to zero (see again Barbiero,
2017).

4.2.4 Method of moments

Themethod ofmoments can be theoretically applied by considering the first two rawmoments
of the discrete type I generalized distribution, E(X) and E(X2), to be both regarded as
functions of the unknown θ and α, and equating them to the corresponding sample quantities
x̄ and μ̂2. A direct numerical solution of this system of two non-linear equations in two
unknowns can be hard to find; as an alternative (Khan et al., 1989), one can consider the
quadratic loss function,

Q(θ, α; xxx) = (E(X; θ, α) − x̄)2 + (E(X2; θ, α) − μ̂2)
2,
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which is zero if and only if the two theoretical moments are equal to the corresponding
sample moments; if minimized numerically with respect to θ and α, the resulting minimizer
(θ̂M , α̂M ) represents the method of moments’ estimate.

5 Monte Carlo simulation study

The long-run performances of the estimation methods presented in Sect. 4.2 have been com-
pared through an extensive simulation study.

We have calculated, by Monte Carlo simulation, the average value (AV), the bias (B), the
standard deviation (SD), and the root mean squared error (RMSE) of the four couples of esti-
mators of θ and α of the discrete (type I generalized) half-logistic distribution derived by the
maximum likelihood (ML) method, the method of moments (M), the method of proportions
(P), and the minimum chi-square (MCS) method. Additionally, for the ML estimators, we
have computed the average lengths (AL) of the asymptotic confidence intervals (CIs) and
their coverage probabilities (CP). The quantities of interest were estimated by the following
expressions (here below, we refer to θ and to the generic estimator θ̂ , but the same quantities
have been calculated for α and α̂ as well):

– AV(θ̂) = (1/N )
∑N

i=1 θ̂i = ˆ̄θ , which approximates E(θ̂).

– B(θ̂) = ˆ̄θ − θ , which approximates E(θ̂) − θ .

– SD(θ̂ ) =
√

(1/N )
∑N

i=1(θ̂i − ˆ̄θ)2, which approximates σ
θ̂

=
√
E(θ̂ − E(θ̂))2.

– RMSE(θ̂) =
√

(1/N )
∑N

i=1(θ̂i − θ)2, which approximates
√
E(θ̂ − θ)2.

– AL(θ̂) = (1/N )
∑N

i=1UBi − LBi , whereUBi and LBi are the upper and lower bounds
of the 95% log-likelihood-based CI constructed on the i-th sample, by default, based on
inverting a spline fit to the profile log-likelihood (Bolker, 2022).

– CP(θ̂) = (1/N )
∑N

i=1 1{LBi≤θ≤UBi }, which is simply the proportion of the 95% log-
likelihood-based CIs containing the true value of θ .

We have considered θ ∈ {1/8, 1/4, 1/2, 1, 2} and α ∈ {1, 2, 3}, with sample sizes n = 25,
50, and 100. N = 50, 000 samples of the discrete type I generalized half-logistic distribution
were drawn for each artificial scenario using the R statistical environment (R Core Team,
2023).

Table 3 reports the values of AV, B, SD, and RMSE for the pair of estimators derived
according to the four different methods, for all the examined combinations of parameters,
when n = 100. For better comparability among methods, for each artificial scenario, we
highlight in boldface the smallest value of RMSE for both θ and α estimators. As expected,
the numerical simulation experiments suggest that the ML method overall outperforms the
other methods, even if for some combination values of the distribution parameters and sample
size, the MCS method and, occasionally, the M method can be preferable (implicitly, we
consider a pair of estimators to be preferable to another if it provides smaller values of both
RMSEs, although other more elaborated criteria can be considered). MLE performs better
for the combinations of parameters (θ, α) which are more meaningful (smaller values of θ ,
higher values of α) in the sense that they make the random distribution range over a wider set
of integers with non-negligible probability. The method of proportion, despite being the only
method that can provide an analytic expression for the estimate of at least one parameter,
pays the price for not exploiting all the information contained in the sample, which translates
into larger values of RMSE for both estimators of θ and α. If compared to the estimators of θ ,
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Fig. 4 Boxplots of the Monte Carlo distributions of the estimators of θ (left panel) and α (right panel) for the
discrete type I generalized half-logistic distribution with θ = 0.5 and α = 2, for n = 100. Dashed lines are
drawn at ordinate values of θ = 0.5 (left panel) and α = 2 (right panel). Be aware of the different scales at
the ordinate axis

the estimators of α, even taking into account the different magnitudes of the two parameter
values, turn out to be much more variable, in terms of either SD or RMSE. Also for the
omitted scenarios, related to n = 50 and n = 25, the MLEs overall perform better than the
competitors, with some exceptions, where the M and MCS methods are slightly better.

Table 4 displays the 95% CI values of AL and CP for the same parameter combinations
considered in Table 3, with n ∈ {25, 50, 100}. One can easily note that when n = 100, the
CP is always very close to the nominal level (95%); a discrepancy is observed when θ = 2
(in this case, the actual CP is larger than the nominal level). By decreasing the sample size n,
we notice that the CP falls below the nominal value, even if keeping quite close to it (values
in any case larger than 93.79%), except for the scenarios with θ = 2, where the CP increases
to values around 97%. As for the average length of the CIs, as one could guess, it increases
by decreasing the sample size, for each fixed parameter combination; it increases with θ , for
an assigned value of α; it decreases with α, for an assigned value of θ . If compared to the CIs
for θ , the CIs for α, even taking into account the different magnitudes of the two parameter
values, turn out to be much less precise.

Figure 4 displays theMonte Carlo distributions of the estimators of θ and α for the discrete
type I generalized half-logistic distribution with θ = 0.5 and α = 2, based on samples of
size n = 100. The larger variability of the pair of estimators derived according to the method
of proportion, if compared to the other methods, is apparent. Moreover, one can notice that
the distributions of all the estimators of α are characterized by a larger variability and a more
relevant presence of outliers than the corresponding estimators of θ .

We also note that especially when reducing the sample size, the method of proportion,
under some scenarios, typically involving small values of θ , can become unusable: it may
happen, in fact, that the sample does not contain 0 s or 1 s and therefore cannot provide
feasible estimates for either θ or α. This also results in a negative and large—in absolute
value—bias for the estimator of α. Similarly, some other scenarios (typically, for large θ and
small α) may produce samples that make the MP, ML, and MCS methods infeasible: in fact,
if a sample contains only 0 s and 1s, it can be easily shown that for all these methods, the
estimate of θ diverges to infinity.
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Table 5 Distribution of the
number of claims of automobile
liability policies (Gómez-Déniz
et al., 2008; Klugman et al.,
1998), fitted by the one-parameter
discrete half-logistic distribution

Count Observed Fitted

0 99 91.26

1 65 75.61

2 57 53.47

3 35 33.73

4 20 19.76

5 10 11.08

6 4 6.06

7 0 3.27

8 3 1.75

9 4 0.93

10 0 0.50

11 1 0.26

12 0 0.14

Total 298 298

6 Application to real data

In this section, we provide some empirical evidence of the usefulness of the proposed discrete
distributions by fitting them to two real data sets and comparing them to some traditional
models.

The first data set, shown in Table 5, deals with the number of claims of automobile liability
policies (Gómez-Déniz et al., 2008; Klugman et al., 1998). Observations are displayed in the
first and second columns. These data have a mode at 0 and are overdispersed (s2x = 3.669 >

x̄ = 1.708) and right-skewed (the standardized third central moment is 1.716).
By maximizing the log-likelihood function, we estimate the unique parameter of the

discrete half-logistic distribution proposed in this paper, θ̂ML = 0.6327834. The corre-
sponding maximum value of the log-likelihood function is −528.7358; the AIC is 1059.472.
By using the least-squares method, one obtains θ̂LS = 0.6096149; by using the method of
moments, the estimate is θ̂M = 0.6354825; given p̂0 = 99/298 = 0.3322, one can compute
θ̂P = 0.6931472 by using (9). In order to evaluate the goodness-of-fit, the χ2 statistic was
calculated according to the formula χ2 = ∑h

i=1(Oi − Ei )
2/Ei , where Oi and Ei denote the

observed and expected frequencies under the model fitted through the MLE, respectively, of
the i-th value, and h is the number of classes into which the sample data were classified. After
pooling the last seven categories into a unique category (in order to have all the Ei greater
than 5), we compute χ2 = 2.624072, with a corresponding p-value 0.7577 (the number of
degrees of freedom is 7 − 1 − 1 = 5).

By comparing these results with the fits obtained inGómez-Déniz et al. (2011), we observe
that the discrete half-logistic distribution provides significant improvement over the negative
binomial (NB), the Poisson-inverse Gaussian distributions (PIG), and the new discrete dis-
tribution introduced in Gómez-Déniz et al. (2011) (ND), as judged by its higher p-value; the
value of the AIC is smaller than the corresponding value of ND only (1060.790), but larger
than NB, 1056.992, and PIG, 1054.674.
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Fig. 5 Diagnostic plot: scatter plot of z = log[(2− Ŝ(x))/Ŝ(x)] vs. x for the insurance policies data set fitted
by the discrete half-logistic distribution

The diagnostic plot of Fig. 5 (see Sect. 3.3.2), graphing a transformation of the sf versus
the observed values x , confirms a more than satisfactory goodness-of-fit of the discrete half-
logistic distribution for the data.

Moving to the two-parameter generalization, introduced and discussed in Sect. 4, we
consider the maximum likelihood method and obtain for the two parameters the estimates
θ̂ML = 0.6018332 and α̂ML = 0.9064219; the maximized log-likelihood function is �max =
−528.27, but the AIC value (1060.54) is greater than that of the one-parameter discrete
half-logistic (and those of the competing models in Gómez-Déniz et al. (2011), except for
the ND model). Therefore, adding the α parameter hasn’t produced a significant relative
increase in the fit of the model. The method of proportions provides θ̂P = 0.5146831 and
α̂P = 0.7990579, which are a bit different from the corresponding MLEs.

Now, we consider a second data set, see Table 6, which is taken from Ridout and Besbeas
(2004) and is about the number of outbreaks of strikes in UK coal mining industries in
four successive weeks in the years 1948–59; it has been considered and fitted by different
discrete distributions in Chakraborty and Chakravarty (2012). This data set is interesting
since the empirical distribution has a unique mode at 1, and not at 0, like the previous one, so
the discrete generalized half-logistic should be much more suitable than the one-parameter
discrete half-logistic, which has a unique mode at 0.

If we fit the one-parameter discrete half-logistic distribution, the maximum likelihood
method provides θ̂ML = 0.9907381, and the maximized log-likelihood function is �max =
−202.9996, with an AIC value of 407.9992. If we compare the observed frequencies with
the theoretical ones under this model, we notice how the latter is unsuitable, as expected.

The discrete type I generalized half-logistic model provides θ̂ML = 1.557542 and α̂ML =
2.847660.One can easily note that the value ofα ismuch larger than 1, and this allows the data
to be fitted with a mode different from 0. The maximum value of the log-likelihood function
is �max = −187.54, and the AIC value is 379.08. The value of the chi-square goodness-of-fit
statistic (computed over all five categories, although the last theoretical frequency is smaller
than 5) is 1.722681, with a corresponding p-value of 0.4226. Such values are very close
to those of the two-parameter discrete gamma distribution, which has been introduced and
considered in Chakraborty and Chakravarty (2012).
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Table 6 Distribution of the
number of outbreaks of
strikes (Ridout and Besbeas,
2004), fitted by the discrete type I
generalized half-logistic
distribution

# outbreaks Observed frequency Fitted frequency

0 46 46.15

1 76 74.99

2 24 26.77

3 9 6.35

4 1 1.74

Total 156 156

Table 7 Model checking for the second data set

x 0 1 2 3 4

θ̂ML (x + 1) 1.557542 3.115083 4.672625 6.230167 7.787708

log 1+F̂(x)1/α̂ML

1−F̂(x)1/α̂ML
1.549901 3.117733 4.361950 6.096342 6.792698

As a tool for model checking, we can consider the values of θ̂ML · x , x = 0, 1, 2, 3, 4

and those of log 1+F̂(x)1/α̂ML

1−F̂(x)1/α̂ML
, with F̂(x) being the empirical cdf computed at x with n+ 1 as

the denominator (see Table 7). The values of the two quantities are quite close to each other
for all values of x , except for the last one, and this confirms that the proposed distribution
provides a good fit.

7 Other possible discrete analogues

It is possible to generate discrete analogues of a continuous random distribution by using
other techniques than imposing the preservation of the sf at integer support values, as done
in this work. One can, for example, define the (optimal) discrete analogue of a continuous
distribution as the discrete rv supported over all the (non-negative) integer values minimiz-
ing an assigned statistical distance or discrepancy measure between the two cdfs (Barbiero
and Hitaj, 2021). Letting Qi be the optimal value of the cdf of the discrete analogue at i ,
i = 0, 1, . . . ,∞, we have the following results for the half-logistic distribution (we limit
the discussion to this distribution, although one can easily extend the results to the type I
generalized half-logistic). By minimizing the Cramér–von Mises distance, one obtains for
i = 0, 1, . . .

Qi = 1

2
[FX (i) + FX (i + 1)] = 1 − 1

2

[
2

1 + eθ i
+ 2

1 + eθ(i+1)

]

= 1 − 2 + eθ i + eθ(i+1)

(1 + eθ i )(1 + eθ(i+1))
,

with FX (x) from (2); therefore, one can easily construct the probabilities as follows:

p(0) = Q0 = 1 − 3 + eθ

2(1 + eθ )
= eθ − 1

2(1 + eθ )
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Table 8 Probabilities of three discrete analogues of the half-logistic distribution for θ = 1

i Preservation of sf Minimization of CvM distance Minimization of Cramér distance

0 0.4621 0.2311 0.2402

1 0.2995 0.3808 0.3871

2 0.1436 0.2215 0.2160

3 0.0589 0.1012 0.0958

4 0.0226 0.0407 0.0380

5 0.0084 0.0155 0.0144

6 0.0031 0.0058 0.0054

7 0.0012 0.0021 0.0020

8 0.0004 0.0008 0.0007

9 0.0002 0.0003 0.0003

10 0.0001 0.0001 0.0001

and

p(i) = Qi − Qi−1 = − 2 + eθ i + eθ(i+1)

(1 + eθ i )(1 + eθ(i+1))
+ 2 + eθ(i−1) + eθ i

(1 + eθ(i−1))(1 + eθ i )

= eθ(i−1)(e2θ − 1)

(1 + eθ(i−1))(1 + eθ(i+1))
, i = 1, 2, . . .

By minimizing the Cramér distance, the optimal discrete analogue of the half-logistic
distribution has cumulative probabilities given by

Qi =
∫ i+1

i
FX (x)dx =

∫ i+1

i
1 − 2

1 + eθx
dx = 1 − 2

∫ i+1

i

1 + eθx − eθx

1 + eθx

= 1 − 2
∫ i+1

i
1 − eθx

1 + eθx
dx = 1 − 2 + 2

[
log(1 + eθx )

θ

]i+1

i

= −1 +
[
2 log(1 + eθx )

θ

]i+1

i
= 2

θ
log

1 + eθ(i+1)

1 + eθ i
− 1, i = 1, 2, . . . ,

and therefore

p(0) = Q0 = 2

θ
log

1 + eθ

2
− 1

and

p(i) = Qi − Qi−1 = 2

θ
log

(1 + eθ(i+1))(1 + eθ(i−1))

(1 + eθ i )2
, i = 1, 2, . . .

In order to preliminarily compare the three different discrete analogues suggested here,
when the parameter θ of the parent continuous distribution takes the value of 1, Table 8
displays the probabilities of the values {0, 1, . . . , 10}.

Note how the homologous probabilities for the two discrete analogues obtained by the
minimization of a statistical distance between cdfs are very close to each other, but are rather
different from those of the discrete analogue proposed in this work and obtained through the
preservation of the sf. For the former two, in fact, we have that FX (i) < Qi < FX (i + 1)
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for any integer i , whereas for the first one, Qi = FX (i + 1) > F(i) (remember that being
p(i) = FX (i + 1) − FX (i), then Qi = ∑i

j=0 p( j) = FX (i + 1)). Moreover, one can notice
that the two alternative discrete analogues, for the chosen value of θ , have a unique mode at
1, whereas for the distribution proposed in Sect. 3, the mode is 0.

Studying the properties and potential applications of these two further discrete analogues
of the half-logistic distribution can be the object of future study.

8 Application to an actuarial problem

Let S = ∑N
i=1 Xi be the sum of N iid rvs Xi ∼ F , with N being a discrete rv, independent

from Xi , supported over the set of non-negative integers (if N = 0, S = 0). S can represent
the aggregate loss of an insurance company related to the number N of claims occurring over
a specified time period, with claim size Xi , typically modeled by a continuous positive rv. S
is therefore a compound random distribution, whose cdf is in general not easy to determine,
at least analytically, since it requires the computation of convolutions. Alternatively, one can
find an approximation of the cdf of S by resorting to the application of Panjer’s recursion
formula, which can be used as long as the random distribution of X is discrete, with pmf
p, and the random distribution of N belongs to a specific class of discrete distributions, the
(a, b, 0) class, which comprises the binomial, the negative binomial, and the Poisson (see,
for example, Dickson, 2016, p. 64). These three discrete distributions are characterized by
the following recursive relationship for the pmf f :

f (n) =
(
a + b

n

)
f (n − 1);

for the Poisson distribution, in particular, a = 0 and b = λ. Panjer’s formula allows us
to determine the distribution of S, g(x) = P(S ≤ x), recursively, by using the following
formula:

g(x) = 1

1 − ap(0)

x∑
i=1

(
a + bi

x

)
p(i)g(x − i), x = 1, 2, . . . , (16)

starting from the value g(0). Since X is typically continuous and not discrete, as required for
applying Panjer’s formula exactly, in order to use it, we will first need to proceed to a proper
discretization of X .

Let us illustrate the following example, where N follows a Poisson distribution with
parameter λ = 5 and Xi are iid half-logistic rvs with parameter θ = 1/10. The use of the half-
logistic distribution is motivated by the fact that it is a right-skewed, leptokurtic distribution
supported on R

+, and therefore it can be effective in modeling claim sizes. If we need to
find the distribution of S = ∑N

i=1 Xi , first we have to construct a discrete version of Xi ,
with pmf p(i), for example using the discrete half-logistic distribution proposed in this work.
Then we can recursively determine an approximate distribution g(x) of S by employing (16),

starting from g(0) = e−λ +∑∞
j=1

λ j e−λ

j ! p(0) j . Table 9 displays the values of g(x) for several
integers x .Alongwith these approximated values based on the discretization of the continuous
distribution of X , we report also the values derived from the normal approximation, i.e., by
approximating the random sum S through a normal distribution with parameters μ = E(S)

and σ 2 = Var(S), and as a proxy for the exact value of the cdf of S at x , we report the values
obtained fromMonte Carlo simulation, based on NSim = 1, 000, 000 pseudo values s j of S,
i.e., 1

NSim

∑NSim
j=1 1s j≤x . We note that the approximation-by-discretization is able to supply
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Table 9 Approximate values of
the cdf of the random sum S of N
iid half-logistic rvs with
parameter θ = 1/10 (N
following a Poisson distribution
with parameter λ = 5): Monte
Carlo simulation vs.
approximation via discretization
and normal approximation;
values of x from 5 to 200 in steps
of 5

Value x MC Approx. discr Normal approx

5 0.0221 0.0219 0.0593

10 0.0418 0.0418 0.0752

15 0.0682 0.0684 0.0943

20 0.1013 0.1013 0.1168

25 0.1399 0.1400 0.1428

30 0.1835 0.1836 0.1724

35 0.2308 0.2313 0.2057

40 0.2811 0.2818 0.2425

45 0.3333 0.3341 0.2827

50 0.3868 0.3872 0.3258

55 0.4400 0.4402 0.3713

60 0.4918 0.4921 0.4188

65 0.5421 0.5423 0.4674

70 0.5904 0.5903 0.5166

75 0.6356 0.6355 0.5655

80 0.6776 0.6776 0.6134

85 0.7165 0.7165 0.6596

90 0.7519 0.7521 0.7036

95 0.7842 0.7844 0.7447

100 0.8131 0.8135 0.7827

105 0.8389 0.8394 0.8171

110 0.8620 0.8624 0.8480

115 0.8822 0.8826 0.8752

120 0.8998 0.9003 0.8987

125 0.9155 0.9157 0.9189

130 0.9288 0.9290 0.9359

135 0.9402 0.9404 0.9499

140 0.9499 0.9502 0.9614

145 0.9584 0.9585 0.9707

150 0.9655 0.9656 0.9780

155 0.9713 0.9716 0.9837

160 0.9765 0.9766 0.9881

165 0.9807 0.9808 0.9914

170 0.9843 0.9842 0.9939

175 0.9872 0.9871 0.9957

180 0.9896 0.9895 0.9971

185 0.9915 0.9915 0.9980

190 0.9931 0.9931 0.9987

195 0.9944 0.9944 0.9991

200 0.9955 0.9955 0.9994
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estimates of the cdf that are very close to the ones provided by Monte Carlo simulation (they
are almost always identical up to the third decimal digit); the normal approximation is not
as satisfactory, since it provides absolute errors even as large as 0.07 near the center of the
distribution of S. We note that for the exact distribution of S (which is a compound Poisson
distribution), one can calculate the first moment as E(S) = E(N )E(X) = λ log 4

θ
≈ 69.31

and the exact variance as Var(S) = λE(X2) = λπ2

3θ2
≈ 1644.93.

Looking at the last rows of Table 9, we note that the values of the normal approximation
tend to 1more quickly than those obtained by the approximation-by-discretization procedure;
in other terms, the distribution of the normal approximation has, as expected, a thinner right
tail than that of the cdf obtained by applying Panjer’s recursion formula to the discretized
half-logistic distribution. The latter approximation is thus more capable of capturing the
leptokurtosis of S, which is theoretically established by a known result about compound
Poisson distributions (see, for example, Dickson, 2016, p. 58).

Ad-hoc code has been developed in the R environment to implement the two discrete
distributions of Sects. 3 and 4, to carry out the Monte Carlo simulation study of Sect. 5, to fit
them to the data sets analysed in Sect. 6, and to accomplish the application to a real problem
in Sect. 8. Researchers and practitioners interested in using the code for their research or
replicating the computations can find it available here: https://tinyurl.com/ANOR-D-23-
00161.

9 Conclusion

Wediscussed a discrete analogue to the one-parameter half-logistic distribution and a discrete
analogue to a two-parameter generalization of the half-logistic distribution, obtained by the
exponentiation of its continuous cdf. Both discrete analogues are based on the matching of
the sf of the corresponding parent distribution at every integer support value.

Supported by their theoretical properties and fitting results on real data, we believe that
the proposed models can profitably join the class of discrete random distributions and can
serve a wide spectrum of applications, including reliability and survival analysis, especially
in modeling long-tailed count data. However, we observe that other generalizations of the
continuous half-logistic distribution would yield different discrete analogues, which might
be worth studying. Moreover, although the two-parameter model discussed here shows a
reasonable level of flexibility, we remark that adding a location parameter to the half-logistic
distribution would ensure additional versatility.

Future research will investigate the possible application of the proposed distributions in
a count regression model, as opposed to Poisson and negative binomial regression, and the
construction of a bivariate discrete family that can be used for modeling correlated counts.
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