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1.1 Motivations 

Since the inspiring concepts of R. P. Feynman, back in 1959 [1], 

Nanoscience (the study of materials on the nanometer scale) and 

Nanotechnology (the manipulation of matter on the atomic, molecular and 

supramolecular scale, with the specific goal of fabricating innovative 

products) have undergone tremendous advances. In the last two decades, 

the scientific and technological interest of fields as diverse as Chemistry, 

Physics, Biology, Medicine, Materials and Environmental Science, has 

enormously increased the knowledge on the ‘nano’ world and made the 

range of applications extremely vast [2-5]. On the application side, 

despite important concerns about the (still rather unknown) toxicological 

and environmental implications of nanomaterials, the potential impact of 

new materials and innovative devices on the society is presently seen as a 

concrete opportunity (on a global scale), fostering new economical and 

societal development. Such a vision has elected Nanoscience and 

Nanotechnolgy as a Key Enabling Technology (KET) by the European 

Commission.  

Various synthetic approaches have been successfully addressed 

over the years to control the properties of metals, oxides, semiconductors, 

nanodrugs or nano-biomaterials, as a function of the atomic structure and 

of the NPs size and shape distribution [6-9]. Nowadays, the forefront 

scientific investigations and many advanced industrial or biomedical 

applications are addressed towards complex, multi-functional nano-

objects able to synergistically combining different properties (hybrid 

NCs, core-shell NPs and 2D or 3D superlattices of self-assembled 

nanoparticles) [10-15]. Control over formation mechanisms and 

functionalities is required at the molecular and supramolecular levels on 
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large volumes. This control calls for the deep understanding and the 

quantitative determination of many structural and microstructural 

properties, such as crystal structure, stoichiometry and defects, size and 

shape distributions and surface relaxation effects, phase composition and 

supramolecular organization, on which material functionality strongly 

depend. 

Despite this exciting scenario, characterizing these complex systems 

is still a challenging task, usually achieved through the application of 

different techniques, which typically combine microscopic, spectroscopic, 

scattering and diffraction methods. Among these, Transmission Electron 

Microscopy (TEM), particularly in High Resolution mode, has been 

playing, by far, the leading role. Worth of note, HRTEM describes local 

features, with limited statistical significance, which makes the technique 

rather unsuitable in scale-up processes. At the same time, materials 

production at large scale and the control of properties over large volumes 

is necessary for industrial applications. Within this context, there is 

presently a urgent need of new, robust physico-chemical characterization 

tools.  

Most of the advanced engineered nanomaterials have an ordered or 

a partially ordered structure. In the abovementioned conditions, it is 

important determining the distribution of structural and microstructural 

features, as typically achieved by X-ray or Neutron Powder Diffraction 

(XRPD or NPD) techniques. These techniques have reached a high degree 

of maturity for the characterization of polycrystalline materials at the 

micrometer length scale. At this length scale of the coherent domains, 

popular approaches as the pristine Rietveld method [16,17] or the 

Fundamental Parameters Approach (FPA) [18], have been developed 
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under the hypothesis of a long-range order of the atomic arrangement, 

which is the peculiar feature of the crystalline state, and rely uniquely on 

the Bragg-based modeling of the diffracted peaks intensity, as determined 

from the unit cell content for an ideal crystal of infinite extension.  

 

Figure 1.1 a) X-ray total scattering simulations of TiO2 anatase nanocrystals of 
spherical shape and growing size. The diffuse scattering below and between the 
Bragg peaks clearly raises up upon decreasing the particle diameter (patterns are 
normalized to the same maximum intensity). b) Effects on Bragg and diffuse 
scattering from elongated nanocrystals are compared to the case of isotropic 
spheres of similar equivalent volume. 

In this view, reducing the extension of the coherent domain down to 

few (or few tens of) nanometers can be seen, within a first approximation, 
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as a ‘defective’ reproduction of the corresponding bulk material, 

preserving the short-range order of its atomic arrangement. However, this 

kind of ‘defect’ (the nanometer size of the crystal) causes, in reciprocal 

space, very broad Bragg peaks and the appearance of a diffuse scattering 

between and below them. This point is of utmost importance and can be 

easily caught through Figure 1.1, showing the effects on the (simulated) 

total scattering patterns of small anatase TiO2 nanoparticles, upon varying 

their size and shape. Simulations in the Figure, as well as in the other 

ones present in this chapter, are all obtained using the Debye Scattering 

Equation (vide infra). TiO2 nanoparticles have been extensively studied 

because of their excellent photocatalytic properties, which have important 

applications in energy-related and environmental fields [19, 20]; NPs size 

and morphology seem to have a large influence on these properties [21]. 

The example shows how (Figure 1.1a) a larger amount of diffuse 

scattering occurs upon decreasing the size of isotropic, spherically shaped 

NCs. In the case of anisotropically shaped NCs (Figure 1.1b), with the 

longest size parallel to the crystallographic c-axis of the tetragonal anatase 

structure, the crystal morphology induces anisotropic peak broadening (as 

expected according to the diffraction theory), but also affects the 

distribution of intensity between Bragg and diffuse scattering. Therefore, 

the information on the size and on the shape of the nanocrystals is 

encoded in the total scattering pattern, which includes both Bragg and 

diffuse scattering. However, Rietveld-based methods completely 

disregard the information from the diffuse scattering, which may 

jeopardize the correct characterization of nanomaterials by XRPD. 

On a similar side, real samples are typically made of populations of 

NCs of different sizes and assessing their distribution of sizes within the 
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sample may be of high relevance, both for addressing the synthesis 

process and for improving the material performances. An additional limit 

of conventional XRPD methods is that they can estimate only the average 

size of coherent domains (from the peak width, through the Scherrer 

equation [22,23], or using more complex phenomenological models 

[24,25]), not being able to rescue any information about the size 

distribution within the sample. For these reasons, when applicable, this 

kind of characterization is often performed using Small Angle (X-ray or 

Neutron) Scattering (SAXS/SANS) techniques, providing both average 

size and size distributions.  

However, SAXS/SANS do not reach atomic scale resolution, which 

remains, within the Scattering techniques, the peculiar feature of the 

“Wide Angle” approach. Therefore, despite the known limitations, size 

characterization by conventional WAXS (XRPD) methods are sometimes 

reported, as they allow simultaneous check of the crystal structure. How 

much these size estimations are reliable is difficult to say. There are no 

reports in which a comparison of size values from different techniques is 

systematically investigated.  To have an idea, an example is depicted in 

Figure 1.2. Here, two pattern simulations have been fitted using the 

highly performing FPA program TOPAS [26]. The simulations were 

obtained using populations of spherical TiO2 NPs having similar average 

size but rather different size distributions, as shown in the two insets. 

TOPAS provides average sizes that are slightly overestimated (~19% in 

the top case and ~14% in the bottom case), the wider size dispersion 

turning into a major error on the estimated size. 



Figure 1.2 Best fit and average size estimation 
program on pattern simulations obtained 
TiO2 nanocrystals. 

 

To complete this overview on the main limitations of conventional 

XRPD when used to characterize nanosized materials, it is important to 

highlight that size and shape effects are not the only ones in determining 

such a limitation. Many others, of structura

Nanoparticles feature a high surface/volume ratio and the number of 

atoms in the surface layers may account for

number. As a consequence of the minimization of the surface energy, 

atoms can undergo lattice reconstruction processes that can significantly 

affect the overall structure. Therefore,

surface relaxations or other kinds of defectiveness

consequence is that considering a nano
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size estimation as provided by the TOPAS 
on pattern simulations obtained from size dispersed populations of 

To complete this overview on the main limitations of conventional 

XRPD when used to characterize nanosized materials, it is important to 

highlight that size and shape effects are not the only ones in determining 

any others, of structural nature, may occur. 

Nanoparticles feature a high surface/volume ratio and the number of 

account for more than 80% of the total 

. As a consequence of the minimization of the surface energy, 

can undergo lattice reconstruction processes that can significantly 

affect the overall structure. Therefore, important structural modifications, 

surface relaxations or other kinds of defectiveness may be induced. The 

consequence is that considering a nanocrystal as a small portion of the 
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corresponding bulk material may be a rather simplified approach. The 

accurate determination of the atomic arrangement and the existence of 

local distortion are a fundamental issue in NCs, often accounting for 

properties not fully explained by finite-size effects. However, all these 

phenomena further complicate the characterization process, as they cause 

additional diffuse scattering effects to the diffraction patterns and 

unpredictable peak shifts, no longer interpretable by standard 

crystallographic laws. A striking example is provided by noble metal 

NPs, which show an fcc structure in the bulk material and non 

crystallographic structure types (icosahedra and decahedra), resulting 

from a very complex twinning, in NPs below 10 nm [27-29]. For fcc and 

hcp closed packed structures, which differ only in the stacking sequence 

of the atomic planes, faulting of the regular sequence can occur due to the 

low activation energy of the fault formation, as often found in metals and 

in many semiconductors (CdS, CdSe, ZnO) [30,31]. 

Surface relaxation effects are shown in Figure 1.3 for very small 

and narrowly distributed PbSe QDs (average diameter of 3 nm and size 

dipersion of ~10%). Due to their opto-electronic properties, lead 

chalcolgenides are another highly appealing class of nanomaterials 

extensively investigated for applications in energy-related fields [32- 34]. 

In Figure 1.3 the blue trace describes the scattering pattern corresponding 

to the case of an “undistorted” crystal lattice (i.e. the unit cell parameter 

of the corresponding bulk structure, a0 = 4.34164 Å, is assumed). To 

simulate the surface relaxation effects, a core-shell model was used, 

having a core diameter of 2.5 nm and a shell thickness of 0.5 nm. The 

interatomic distances in the external shell have been expanded by 5% 

with respect to those inside the core. The effects in terms of peak shift and 
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peak broadening can be observed in the green pattern, and further 

compared to the case of a simple uniform lattice expansion of ~2% 

corresponding to the “weighted” contributions of core and shell and to a 

lattice parameter a1=4.42847 Å. The red trace is the only one that can be 

correctly modeled by standard crystallographic methods. 

 

Figure 1.3 Surface relaxation effects simulated on a core-shell NPs of PbSe, in 
which the interatomic distance of the external shell underwent an expansion of 
5% compared to the core distances (green trace); the red and the blue traces 
correspond to NPs with a uniform (2%) expansion of distances and to NPs 
without any relaxation, respectively. 

 

Despite the limits of conventional XRPD modeling, in the last years 

new Wide Angle X-ray Total Scattering Techniques (WAXTS) have 

emerged as suitable characterization tools for nanomaterials, thanks to 

their ability to simultaneously modeling both Bragg and diffuse scattering 
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and therefore accounting for the entire information encoded in the powder 

diffraction pattern. Contrary to standard crystallographic methods, total 

scattering approaches can be applied regardless of any periodicity and 

order. Such a feature, which has traditionally limited their use for 

studying amorphous and liquids, makes them the ideal techniques for 

dealing with crystalline, partially ordered and even disordered 

nanomaterials. 

Two different and complementary total scattering approaches can 

be used: the Pair (or Radial) Distribution Function (PDF) [35] and the 

Debye Function Analysis (DFA) [36]. The basics of the total scattering 

approach are extensively presented in the next chapters. Here is important 

to anticipate the main difference between the two: PDF is a real-space 

technique working on the sine-Fourier transformed scattering pattern; 

DFA uses the opposite approach, as it constructs an atomistic model of 

the material in real space and then, through the Debye Scattering 

Equation (DSE), provides a model of the experimental pattern in 

reciprocal space. In this Thesis, the focus will be mainly on the DFA 

method. The intrinsic advantage, compared to PDF, of avoiding 

numerical transformation of the measured data and of not requiring high-

energy beams, has recently gained new consideration to DFA. However, 

despite its potential, few cases of applications are found in the literature 

(mainly to treat defects in small NPs) and the method is still rather 

unknown to the nanotechnology community [27,37-39]. Reasonably, this 

is likely due to the fact that the experimental requirements make 

laboratory equipment not the best choice, and that presently available 

computational tools need further improvement and specialization to the 

different classes of nanomaterials.  
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1.2 Objectives 

The objectives of this Thesis can be summarized in three main goals: 

1) Developing and applying reciprocal space Total Scattering 

Techniques, through the Debye Function Analysis (DFA) method, on 

different classes of advanced nanomaterials; 

2) Assessing the DFA versatility in dealing with the different nature 

of the structural and microstructural problems occurring in nanosized 

systems, and the DFA ability in extracting reliable quantitative 

information about NPs structure and defectiveness, size and shape 

distribution, stoichiometry and phase composition, all within a unique 

coherent framework; 

3) Using the analytical, structural and microstructural 

characterization assessed by DFA to interpret the material functional 

properties. 

To accomplish these goals, four different classes of nanomaterials 

have been investigated: iron oxide super-paramagnetic nanoparticles, 

biomimetic apatite NPs, and two highly defective materials: the 1D 

Ru(CO)4 polymer (a potential metal nanowire precursor), showing a 

structural disorder of paracrystalline nature, and the Ag/Cu 

nitropyrazolates, possessing a very complex defectiveness in which 

faulting and paracrystalline phenomena are simultaneously present.  

Each one of the investigated systems presents its own peculiar 

structural and microstructural issues, which have required specific 

modelling approaches. All the models developed and applied during this 
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Thesis have been implemented in the (recently developed) Suite of 

programs DebUsSy [40], by contributing to preparing a new release, 

expected to be ready in 2015. 

In all cases, the characterization aimed at extracting quantitative 

structural properties, to be correlated, when applicable, to the different 

functional properties, as in the case of iron oxide NPs (magnetic 

properties) and Ag/Cu nitropyrazolates (dielectric properties); or to 

interpret formation and growth mechanisms (as in the case of biomimetic 

NPs); or to be addressed to the comprehension of a complex defectiveness 

and its possible causes, which is still a conundrum for many appealing 

materials (as in the cases of the polymeric metal carbonyl and of metal 

nitropyrazolates). 

Finally, the work of this Thesis was also a great opportunity to 

enhance the knowledge and the skill on the experimental side. In fact, all 

the materials here investigated have been characterized through 

synchrotron X-rays diffraction data, which were collected during several 

and exciting beamtime shifts at the Material Science X04SA beamline of 

the Swiss Light Source. The data collected within this Thesis contributed 

to developing and optimizing the data reduction procedure applied to the 

materials under study, providing a stable and robust protocol for data 

treatment, now available to the scientific community.  

The work presented in this Thesis is organized in eight chapters. 

Chapter 1 describes the general motivations that have inspired this work 

and its main objectives. Chapter 2 and 3 are dedicated to the fundamentals 

of total scattering techniques and Debye Functional Analysis, and present 

the most relevant theoretical, experimental and computational aspects. In 
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chapters 4, 5, 6, and 7, the four cases of study previously mentioned are 

extensively discussed, each chapter being dedicated to the specific 

material. Genral vonclusions are given in chapter 8. The Annexes contain 

further details (mostly – but not uniquely - of the experimental type) and 

the lists of the papers published during this Thesis. 
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Chapter 2  
Fundamentals of the Debye Function Analysis 
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2.1 Introduction to Total Scattering Techniques 

Chapter 1 focused on the most relevant limitations that make 

conventional crystallographic techniques unsuitable for characterizing 

crystals in the size regime of few (or few tens of) nanometers, for which 

defects become a peculiar feature. In particular, it is reported on the large 

amount of diffuse scattering mostly caused by the lack of a long-range 

order and by a number of structural defects, which Bragg-based methods 

[1] are not able to properly model. At variance, methods relying on the 

Debye equation [2] and on the Pair Distribution Function [3] treat Bragg 

peak intensity and diffuse scattering (not easily separable in small 

nanocrystals) on an equal footing, enabling the representation of the 

whole scattering from the sample. For this reason they are known as Total 

Scattering Techniques, for which periodicity and order are not a strict 

requirement. In this chapter, the derivation of the Debye equation, as 

presented in [4], is reported according to the basics of radiation-matter 

interaction (in the kinematic approximation) [5, 6] and under some initial 

simplifying assumptions. The equation will be then specialized to the real 

case and compared to the Pair Distribution Function. Absorption 

phenomena will be neglected and treated in the next chapter. The 

equations will mainly refer to the use of X-rays impinging on the sample, 

as this kind of radiation has been used in all cases of study here 

investigated. However, they have a general validity, and may also be 

applied to other kind of radiations, such as neutrons and electrons. Worth 

of note, only the elastic and coherent sample scattering is modeled by the 

Debye equation. For the elastic scattering, the exchanged energy is zero; 

this means that the scattered photons have the same energy than the 
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incoming photons. The coherency of the scattering process implies that 

there is no phase delay between incoming and outgoing beams.   

 

Figure 2.1 Schematics of the scattering process by a single point-like atom 

 

Initially, the ideal condition of a single point-like atom is 

considered, with a plane wave propagating along the direction of the 

wave vector k and impinging on the atom, as schematized in Figure 2.1. 

The parallel and uniform incoming beam (of wavelength λ) has an 

intensity I0 defined by the number of incident particles (photons) per unit 

time and unit area. By definition, I0 also describes the square amplitude of 

the wave plane that can then be represented by the following equation:  

A0rrrr=I0	e2πikkkk∙rrrr																																							1 

where r spans the real space, k is the propagation vector of the beam, of 

k=1/λ length, and the exponential term describes the phase factor of the 

wave plane. The beam is elastically scattered in all directions by the 
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point-like atom. The elastic scattering by a single atom is quantified by its 

elastic cross section σ, having the dimension of an area. Therefore, the 

total number of photons scattered in all directions is defined by the 

quantity σI0. It is important, at this point, considering that the information 

gained from diffraction experiments is all contained in the angular 

distribution of the scattered particles. This information is represented by 

the differential cross section ∂σ/∂Ω, a function of the direction out of the 

target according to which the number of scattered particles per unit time 

within a small solid angle dΩ around a given direction is I0[∂σ/∂Ω]dΩ, as 

further schematized in Figure 2.2. In the following, it will be clear that the 

differential cross section is closely related to the atomic structure of the 

sample.  

 Figure 2.2 Schematics of the solid angle dΩ around a given direction of the 
scattering beam (k’) within which the number of measured particles are 
confined.  The figure also shows the geometrical construction of the scattering 
vector q. 

 

Coming back to the case of the single point-like atom, located at the 

position r
1
 in Figure 2.1, with the detector positioned at the (much longer) 

distance R along the direction k’, the scattered radiation is represented by 

the spherical wave: 
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 = −	∙ 	


| − |
	

	∙||													2 

the first two terms are amplitude (√I0) and phase (e2πik·r1) of the incident 

beam at the position r
1
; b is the atomic scattering length (related to its 

elastic cross section, σ =4π b2); |R- r
1
| is the detector–to–sample distance 

and the last exponential is the phase factor of the scattered beam.1 Since 

in a real diffraction experiment |R- r
1
| is very large compared to the 

wavelength, then the scattered beam at the detector can be considered as a 

plane wave propagating toward of the detector, that is along the vector k′ 

of Figure 2.1. Its length is k’ = k = 1/λ, as the process is elastic, and its 

deflection angle is conventionally reported as 2θ (see also Figure 2.2). In 

order to evaluate the differential cross section, it is necessary obtaining 

the total scattered intensity by squaring eq. (2):  

|| = 	  	


| − |
																																								3 

and focussing on what happens at the detector. The scattered photons hit 

the detector area with an angle  ψ with respect to its normal and only on 

the element dS (see Figure 2.1); its projected area on the wavefront is 

dScosψ and the solid angle of detection is dΩ = dScosψ/|R- r1|
2. 

Therefore, the number of particles measured in the unit time by the 

detector element is given by: 

|| cos = 	  	


| − |
	 cos = 	 Ω																	4 

                                                             
1 The phase term is conserved – as a factor – after the scattering, as the process 
is supposed to be coherent. The minus sign, implying a 180 deg phase shift, 
appears in the case of X-ray-electrons interactions. It does not change the 
general validity of this derivation. 
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From this relationship, and considering the previous definition 

(I0[∂σ/∂Ω]dΩ), the differential cross section ∂σ/∂Ω = b2 is obtained, 

which tells us that, in the ideal case of a point-like atom, the number of 

scattered photons measured at the detector is independent of the scattering 

angle. 

The case of a multiple (point-like) atoms sample is now considered. 

Since absorption effects are neglected (and the σ values are very small), 

the beam intensity can be considered to be the same on each atom. 

Equation (2) slightly changes to account for the spherical wave produced 

by each atom, the amplitudes of which are summed up to obtain the total 

plane wave incident on the detector: 

	 = −			


 − 





⋅ 	 ⋅ 	
	∙ 

≃ −	 	


∙

||
	






⋅														5 

In eq. (5) all spherical waves are considered to have approximately 

the same origin and, therefore, the same distance |R- r
j
| from the detector; 

moreover, due to the position of the detector far away from the sample, all 

|R- r
j
| can be approximated by |R|.  Worth of note, the dependence of eq. 

(5) on r
j
 (in the phase factors) has dramatic effects when squaring the 

equation to obtain the intensity on the detector element dS cosψ:  

|| cos = 	
 cos
||

		






⋅
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= 	Ω 	






⋅



																							6	 

in fact, a differential cross section containing a contribution from the 

inter-atomic distances is eventually obtained: 

 


Ω

=
|| cos

	Ω
=																																																			 

	= 






+ 2  





 cos 2 ∙  − 																	7 

In eq. (7) we also introduced the transferred momentum, or 

scattering vector q = k′ – k (see Figure 2.2), the length of which, q = 

2sinθ/λ (as derived by simple geometrical considerations), shows the 

dependency of the scattered intensity on both half the scattering angle (θ) 

and the beam wavelength (λ). Worth of note, eq. (7) spans both the real 

and the reciprocal space and tells us that ∂σ/∂Ω depends on the inter-

atomic vectors rather than on the absolute atomic positions within the 

sample. 

On this side, let us consider an ensemble of N point-like atoms 

positioned at rj and having scattering lengths bj, The scattering length 

density ρ(r) describes the distribution of the ensemble 

 = − 





																																		8 

δ(r) is the delta function, i.e. a function which is zero everywhere except 

in the origin and with integral equal to 1. The function ρ(r)d3r measures 
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the density in the small volume d3r around r (as schematized in Figure 

2.3a).  

 

Figure 2.3 a) Schematics of the ρ(r)d3r function  measuring the density in the 
small volume d3r at the distance r from the central atom. b) pictorial view of the 
spherical average of the ρ(r) giving the probability of finding an atom at a 
distance r from a given atom, i.e. a one-dimensional function known as PDF. 

 

By performing its Fourier Transform 

 = 	 ∙ =





∙																		9 

and by squaring it 

|()| = 	





⋅



=	

= 






+ 2  





  2 ∙  − 														(10) 

the differential cross section derived in eq. (7) is obtained. The Fourier 

relationship between ρ(r) and |F(q)| tells us that back Fourier transforming 
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|F(q)|2 (or ∂σ/∂Ω)) allows the density function ρ(r) convolved with its 

inverse ρ(-r) to be obtained: 

|()|2 	−2⋅ = 	() ∗ (−)																	(11) 

Taking the convolution theorem into account, the Fourier transform 

of the differential cross section turns to be the pair correlation function 

G(r) (also known as Patterson or autocorrelation function), by definition.  

 

2.2 The Debye Scattering Equation 

The case of a sample containing many equal particles is now 

considered. The particles are assumed to have different and fully random 

orientations in space and to be isotropic (in average). This is the classical 

representation of a polycrystalline material (ideal powder) or of a 

colloidal suspension of nanoparticles. The total scattering pattern of these 

systems is obtained by summing up the intensity of the different particles, 

as derived in the previous paragraph, and by averaging the single particle 

differential cross section over all orientations in space (i.e. over the  β, φ 

angles of a polar coordinate system). The interference of waves scattered 

by different particles can be neglected, as it produces effects only at very 

small angles (the typical SAXS region), which are not considered here. 

The spherical average of ∂σ/∂Ω is derived by taking the single-

particle version from eq. (7) and substituting each term cos(2πq⋅⋅⋅⋅dij) with 

the term sin(2πqdij)/(2πqdij): 
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																																																								12 

 

Eq. (12) is the Debye scattering equation, where dij = |dij| = |rj − ri| 

is the inter-atomic distance between atoms i and j.  

Eq. (12) has been derived under a number of approximations and 

simplifying assumptions; some of them do not apply to the case of real 

scattering particles and are now revised to extend the equation validity to 

non point-like atoms, also affected by thermal motions and site vacancies. 

Simple corrections can be introduced in order to take these effects into 

account.  

In fact, when X-rays (and electron beams as well) are used, photons 

are actually scattered by the atomic electron cloud that extend over a 

region of a few Å (comparable to the typical radiation wavelength of 

diffraction studies), which makes the use of constant scattering lengths bj 

totally unsuitable. This effect is corrected by substituting bj with the (q-

dependent) X-ray atomic form factors fj(q), that are known with great 

precision, also for ions [7,8]. For electrons, form factors can be calculated 
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from those available for X-ray and modified by the Mott-Bethe formula 

[9]. For neutrons, atoms can be really considered as point-like scatterers, 

since atomic nuclei interact with this kind of particles and they are small 

enough to make the assumption of a constant scattering length valid [10]. 

The effect of atomic thermal motions is now considered. It is well 

known that atomic positions in a crystal are equilibrium positions and that 

atoms oscillate about them with a given frequency and amplitude. The 

time scale of these oscillations is so short (fs scale) that usual diffraction 

experiments will capture an averaging over the full arc of atom motions. 

If the atomic thermal displacement is assumed to be harmonic and 

uncorrelated, the effect is corrected by introducing the atomic Debye-

Waller factor, Tj(q) =[exp(-2π2<u2>q2)], <u2> being the isotropic mean-

square displacement. The Tj(q) Gaussian factor, of decreasing intensity 

with q, multiplies the atomic form factor in eq. (12). It is worth 

mentioning that correlated atomic motions, usually referred to as Thermal 

Diffuse Scattering  (TDS) [11] can also be at work, although this is a 

weak effect for X-rays, which can be neglected. However, correcting the 

TDS is very difficult; anharmonic motions also require other special 

corrections [12]. The last two affects are not present in the cases of study 

of this Thesis and will not be considered anymore. 

The last simple correction easily treatable in eq. (12) refers to the 

occurrence of site occupancy disorders, which include the cases of either 

vacancies or atomic species substitutions at the same site. Similarly to the 

Bragg case, the effect of randomly distributed disorders is accounted for 

by introducing the occupancy factors, oj, to define the probability that one 

atom is actually in its site. It is worth noting that, such a way of correcting 

site occupancy disorders describes the phenomenon from a statistical 
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point of view of its effect on the scattered intensity rather than from the 

point of view of a true physico-chemical model. In fact, in real samples 

the atomic site is sometimes vacant and sometimes not, while the 

corrections treat the atomic site in the same way throughout the entire 

nanoparticle.  

All the abovementioned corrections change eq. (12) in the following 

final Debye formula: 

〈

〉. = 	

 	





+	 	2  
sin2
2

						13





 

The first summation of eq. (13) refers to the zero distances between 

an atom and itself (called ”self” term), the second summation refers to the 

nonzero interatomic distances of pairs of atoms (called ”interference” 

term, providing the structural information). Worth of note, the Debye-

Waller factors do not apply to the first term, as the atoms self-distance 

does not change whatever the atomic motion is. Therefore, provided that 

the set of the interatomic distances of a nanocrystal, or any (even non 

periodic or disordered) nanoparticle, can be calculated from a (sufficiently 

approximate) set of structural coordinates, the Debye formula enables the 

corresponding powder-like total scattering simulation to be reproduced. 

The added value, compared to standard powder diffraction methods, is 

that now diffuse scattering enter into the simulation alongside the Bragg 

intensity, as the entire coherent and elastic scattering over all the q-space 

is modeled. 
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However, the elastic and coherent sample scattering is not exactly 

what is measured by a powder diffraction experiment. Additional 

components, such as inelastic Compton scattering and contributions from 

the sample holder and from the surrounding, are present and cannot be 

separated during the data collection process. How they can experimentally 

be managed within the Total Scattering Techniques and, in particular, 

within the Debye Function Analysis (DFA), is the subject of the next 

chapter, where other experimental corrections are also treated. 

 

2.3 Debye Equation vs Pair Distribution Function 

This paragraph has the aim of highlighting the fundamental 

relationship between the Debye Equation and the Pair (or Radial) 

Distribution Function (PDF), which gives the probability of finding an 

atom at a distance r from a given atom. The PDF is, therefore, 

conceptually similar to the pair correlation (or Patterson) function. 

Typically, the latter is obtained by Fourier transforming just the Bragg 

peak intensities of a crystalline material [the square modulus of F(q) 

sampled at the crystal nodes H, H=(h,k,l) being the Miller indices of 

Bragg reflections] and provide a discrete map of the interatomic vectors. 

The PDF is instead a continuous (3D or, for isotropic samples, 1D) 

function obtained via Fourier transform of the total scattering pattern, or, 

more precisely, of a continuous normalized function of the scattering 

vector Q=2πq, the total scattering structure function S(Q): 

 = 	

〈〉

−
	〈〉 − 〈〉

〈〉
																															14 
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where I(Q) is related to the second summation in eq. (7), the angle 

brackets denote the average scattering length <b2>= (∑bj
2)/N (an average 

over the atomic species) and the second term has the effect of removing 

the “self” scattering contributions (first summation in eq. 7, which is 

independent of the atomic arrangement). Eq. (14) follows the notation 

reported in ref. [13]. With reference to eq. (12), that is the case of 

isotropic powders, the spherical average S(Q) is obtained as follows: 

 = 	
1

〈〉
〈

Ω
〉 = 1 +	

1
〈〉

																						15 

where I(Q) accounts for the “interference” term and, therefore, is 

related to the pair distribution function.  

Several functions are available in the literature, containing almost 

the same structural information but, according to the definition, different 

details. Adopting here the definition of G(r) = 4πr[ρ(r) - ρ
0
], with ρ

0
 the 

atomic density, G(r) can be obtained from the measured pattern, after 

suitably “cleaning” it of the incoherent components (Compton and extra-

sample scattering, described in the next chapter), normalizing it to S(Q) 

and using the reduced scattering function F(Q)=Q[S(Q) -1] to Fourier 

transform the data to real-space. The PDF [in the form of G(r)] is 

calculated as follows: 

 = 	
2

	  − 1





sin																							16 

It has peaks at positions r where pairs of atoms are separated (in the 

materials) with high probability; positive and negative parts in G(r) 

correspond to interatomic distance densities, respectively, higher and 

lower than the average density. 
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Figure 2.4. Scheme illustrating the complementarity of Debye equation and 
PDF approach. The benzene molecule is used as a simple example (hydrogen 
atoms are neglected, as they are rather “invisible” to the X-rays). The histogram 
in panel A shows the C-C distances: the (shortest) 1,2 at 1.39 Å (blue bar), the 
1,3 at 2.4 Å  (green) and the 1,4 at 2.8 Å (magenta). In the inset, the same color 
code marks the distances in the molecules. If used in the Debye equation, each 
with its own multipliticity (12, 12 and 6, respectively), the pattern simulation 
shown in panel B is obtained. By sine-Fourier transforming this signal back to 
the real space, the Radial Distribution Function in panel C is obtained, where 
peaks corresponding to the C-C distances occur are at the same position than in 
panel A and same relative intensity.   

 

PDF modeling is typically performed in real space, which is 

perhaps the most relevant difference compared to DFA (see the scheme in 

Figure 2.4), with important consequences on both the experimental and 

modeling side. In fact, to get a good resolution in real space, the 

scattering pattern for PDF analysis has to be measured over a wide Q-
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range, as large as 25 Å-1, considering that above 30-50 Å-1 (depending on 

the material) the features in the S(Q) gradually disappear due to atomic 

thermal motion and/or static disorder. These high Q values are 

experimentally attained when very high-energy beams (typically > 30 

keV) are used. Interestingly for applications to nanomaterials, in high-Q 

resolution conditions a direct measure of the structural coherence of the 

sample (i.e. of the diameter of a nanoparticle) is obtained from the 

amplitude of the oscillations. However, the normalization with respect to 

the sample cross section that, in case of X-rays  (<f(Q)>2) is a decreasing 

function of Q and becomes very small at high Q, amplifies the weak 

intensity at this angular region, which need to be collected with very good 

statistics. Both requirements make synchrotron data highly preferred for 

PDF analysis. In the next chapter it will be shown that this is presently 

recommended also for DFA. 
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Chapter 3  
Experimental and Computational Aspects 

of the Debye Function Analysis 
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3.1 Introduction 

As stated in the previous chapter, the Debye equation can model 

only the elastic and coherent sample scattering, from an isotropic 

collection of (nano)particles. However, independently of the radiation 

type used in the experiment, several incoherent and inelastic effects are at 

work, either from the sample (such as incoherent Compton scattering 

and/or fluorescence effects) or from the environment (such as sample 

holder and air scattering). These additional contributions to the coherently 

and elastically intensity scattered by the sample cannot be separated one 

from each other during the measure. Since they can severely affect the 

analysis, a strict control is necessary to avoid (when feasible) or to 

minimize, as much as possible, their effects. Moreover, depending on the 

X-ray radiation type (synchrotron or laboratory source) and on the 

instrumental set-up, other corrections may also be needed in order to 

account for beam polarization and absorption phenomena. These 

corrections can be applied to the pattern model calculated by the Debye 

scattering equation or, conversely, to the experimental pattern.  

The first part of this chapter is dedicated to briefly describing the 

most important of these effects and how they have been managed within 

the Debye function approach here proposed to characterize different 

classes of nanomaterials. In particular, data collection for DFA makes use 

of powder diffraction set-ups. The Debye-Scherrer transmission geometry 

with capillary sample holders (schematically drawn in Figure 3.1) seems 

to be the most suitable one for extra sample scattering contributions to be 

taken under control. However, this set-up, unique for colloidal solutions 

of NPs, typically means a small amount of powder also for dry samples 
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(smaller than the amount used with the flat-plate sample holder in Bragg- 

Brentano reflection geometry). 

 

Figure 3.1. Schematics of the Debye-Scherrer transmission geometry with 
capillary sample holder.  

 

Moreover, high counting statistics and quite high q values (up to 

2÷3 Å-1 in q or, equivalently, 14÷20 Å-1 in Q,) are highly desirable and, 

considering also the weak scattering power of small nanocrystals, this 

turns into the need of using a high brilliant source and (depending on the 

wavelength) of collecting the data over a wide angular range (possibly up 

to 140 degrees). Standard laboratory equipment is not the best choice, at 

least presently. At variance, most of the above mentioned requirements 

are nowadays fulfilled at the powder diffraction beamlines operating at 

many 3rd generation synchrotron facilities, where the advantage of tunable 

beam energy has also to be considered. For all the materials investigated 
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within this Thesis, the data have been measured at the X04SA-MS 

(Material Science) beamline of the Swiss Light Source (SLS), where a 

specific protocol for data collection has been set-up, in collaboration with 

the beamline staff, and a suitable Data Reduction (DR) procedure applied 

before the DFA. A brief description of the instrumental set-up available at 

X04SA-MS beamline, of the data collection protocol and the DR process 

are also included in this section. 

The second part of this chapter is devoted to presenting some 

computational and modeling aspects. The very long calculation times 

required by the Debye scattering equation, inherent to the fact that the 

number of distances in the summation increases enormously upon 

increasing the size of the nanoparticle, has made the use of the equation 

very limited, even over the last decade, when powerful computational 

resources have become available. Some tricks to speed up the calculation 

have been recently proposed in the literature and are here shortly recalled. 

Finally, all the material characterizations have been performed using the 

Debussy Suite of programs [1], implementing the DFA according to a 

suitable modeling strategy, a synthesis of which is also presented. 

 

3.2 Experimental Aspects 

This section is organized as follows: the most important 

experimental effects and corrections to be taken into account during the 

DFA are briefly described along with the simplest or the most usual way 

to manage them. They include: Compton scattering, X-ray Fluorescence, 

Polarization and Lorentz corrections, Absorption corrections. Then, the 

instrumental set-up available at X04SA-MS beamline, the data collection 



protocol developed for DFA, and 

performing the DFA, are illustrated

3.2.1 Experimental effects and correction

Compton scattering. When an

perfectly free electron, it undergoes a

alternatively, an increase of its wave

laws of energy and linear momentum

Δ  	 	   ⁄ 

where λc = 0.02426 Å is called the Compton wavelength [

seen in the previous chapter, when scattered by electrons bound to an 

atom, photons undergo mainly 

(Compton) scattering. With reference to the Total Scattering 

the Compton component (originating

generally a weak effect, except when

 

Figure 3.2 Compton scattering (green traces) for some of the samples 
investigated in this Thesis. 
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and the reduction procedure applied before 

illustrated. 

Experimental effects and corrections in DSE 

When an X-ray photon is scattered by a 

, it undergoes a reduction of energy or, 

alternatively, an increase of its wavelength, to fulfill the conservation 

laws of energy and linear momentum, as follows: 

1  cos 2  	1  cos2										1 

called the Compton wavelength [2]. As 

hen scattered by electrons bound to an 

 elastic (Thomson) but also inelastic 

With reference to the Total Scattering approaches, 

originating from the weakly bound electrons) is 

when high photon energies are used. 

 

scattering (green traces) for some of the samples 
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It consists of a (angle-dependent) smooth background term that can 

be easily calculated from the sample composition and taken into account 

through analytical formulae [3,4]. Examples are shown in Figure 3.2 for 

some of the materials studied in this Thesis (data collected with a 

synchrotron energy beam of 15 keV). Within the PDF approach, this 

component is typically subtracted from the experimental pattern, while it 

is treated as an additional modeling term within the DFA approach here 

adopted. 

X-ray Fluorescence. As known, X-ray fluorescence is the 

phenomenon according to which a radiation is emitted from the sample 

after that core electrons, removed by the ionizing effect of high-energy 

photons leaving empty states, relax to the original state. Therefore, 

depending on the materials composition and on the photon energy, such 

emission may generate an additional background component strongly 

disturbing any kind of total scattering analysis. A classical example is the 

fluorescence of iron oxide nanoparticles when a laboratory source 

equipped with a Cu target is used. Fluorescence effects are usually 

managed by resorting specifically devised experimental solutions. For 

example, laboratory equipment typically work with fixed-wavelength 

sources and one of the options to avoid measuring these effects is using a 

crystal analyzer on the diffracted beam, which is feasible only when point 

detectors are employed. Experiments performed at synchrotron beamlines 

have the advantage that the photon energy can be suitably tuned taking 

the sample composition into account, in order to avoid fluorescence 

emissions. However, the wavelength choice depends also on other 

experimental requirements, making fluorescence effects sometimes 

unavoidable. Nevertheless, modern detectors can directly suppress 
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fluorescent radiation by allowing an appropriate cut-off energy threshold 

to be set-up, provided that a large enough difference in energy with the 

incident beam is given. This is also the case of the Mythen 2.0 [5], the 

detector available at the X04SA-MS beamline.  

Polarization Correction. Depending on the polarization state of the 

incident beam (π or σ polarization, with the electric field perpendicular to, 

or within, the scattering plane, respectively), the scattering intensity is 

modulated by a factor P(2θ) = 1 + A cos2(2θ)/(1 + A), where 1 is the 

intensity correction required for a beam with π polarization and A is the 

intensity term related to σ polarization [6, 3]. For fully unpolarized beams 

from a laboratory source (X-ray sealed-tube or rotating anode), in the case 

of a non-monochromatic beam, A=1; when a single crystal 

monochromator with Bragg angle θM is used on the incident beam, 

A=cos2(2θM). Synchrotron beams are fully polarized and instruments are 

built so that the scattering plane is normal to the beam polarization. In 

these cases, A=0 and, therefore, P=1, when 1D detectors are used. 

Lorentz Correction. The Lorentz correction is a factor used for 

normalizing the integrated intensity to the specimen volume that is 

actually sampled in reciprocal space, multiplying it by the spherical 

volume element  4πq2dq ∝ sin2θ cosθ dθ ∝ sin (2θ) sin(θ) and, 

eventually, allowing the correct values of the integrated intensity of Bragg 

peaks to be recovered. The correcting factor is needed only in 

conventional crystallographic modeling, either in single crystal or powder 

diffraction methods. Alternatively, for the powder diffraction case, the 

same correction can be thought as for normalizing the intensity to the 

fraction of crystallites in diffraction condition and to the sampled portion 

of the Debye-Scherrer cone. In other words, it is used for obtaining the 
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sample differential cross section [7]. Therefore, the correction is not 

necessary when the pattern modeling is obtained according to the Debye 

scattering equation, as it directly reproduces the differential cross section. 

Absorption Corrections. When passing through a sample of 

thickness t, the incoming beam of X-rays or neutrons undergoes an 

attenuation according to an exponential law (Beer-Lambert): 

  	 

where µ is the sample attenuation coefficient, which depends on its 

chemical composition and density, and on the photon energy E. For X-

rays, the attenuation is due to the interaction of the electromagnetic fields 

with the electronic clouds, through the basic mechanisms of the 

photoelectron absorption (i.e. the photon is absorbed by the atom and its 

energy is used to excite or ionize the atom) and of the scattering. For a 

wavelength λ ≈ 1 Å (the typical wavelength for diffraction and structural 

investigations), the X-ray attenuation is dominated by the photoelectron 

absorption mechanism. For most of solid materials, the depth at which the 

X-rays intensity is reduced by a factor 1/e (~ 37%) is of the order of few 

tens of µm (10-40) [8]. 

As mentioned in the Introduction of this chapter, most of the data 

used for DFA (either those analyzed in this Thesis or in other cases 

reported in the literature) are collected at synchrotron beamlines, where 

the parallel nature of the beam makes the Debye-Scherrer geometry the 

most appropriate for powder diffraction instrumental set-ups (details can 

be found in the next paragraph, which focuses on the experimental set-up 

at the X04SA-MS beamline). Therefore, data collection is carried out in 

transmission mode and, with reference to the beam energy used for the 
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cases of study here presented, typically falling in the 15-20 keV range, the 

absorption phenomena may become very important. However, corrections 

are not trivial at all, at least for beams within this energy range or even 

below. It is worth noting that, for DFA and, in general for Total 

Scattering methods, it is highly desirable working with an experimental 

pattern related to only the scattering from the sample and free from 

absorption effects. Therefore, absorption corrections are strictly related to 

the more general process of data reduction. The procedure adopted for the 

cases of study considered in this Thesis is illustrated in the next 

paragraph; here some general aspects are presented. Things become 

complex mainly because of two factors:  

i) The experimental total scattering cross section contains extra 

sample contributions, such as those from the sample holder (a glass 

capillary, in all cases here considered) and the environment, which 

typically have attenuation properties different from that of the sample. 

These extra sample contributions have to be taken into account, both on 

the scattering and the absorption side, and must be properly subtracted in 

order to obtain a reliable determination of the sample-related scattering. 

In particular, as the sample fills in the capillary (with non negligible wall 

thickness), the path length effectively travelled by the beam throughout 

the container, and before and after entering the sample, has to be 

accounted for, alongside its attenuation coefficient. The same 

consideration holds for the beam path in the environment.  

ii) Though the attenuation coefficient µ(E) for the various elements 

for X-ray are tabulated and available, for example, at the US National 

Institute of Standards and Technology (NIST) website [9], the actual 

sample attenuation is difficult to be calculated, because the exact 



 52 

knowledge of the sample composition is often not available and because 

the attenuation is also affected by the (unknown or only approximately 

known) powder packing. Therefore, measuring the µ(E)d quantity for the 

sample inside the capillary (d being the diameter of the capillary), via 

transmission (or ‘radiographic’) measurements, turns to be more accurate. 

The same quantity for the empty capillary needs to be evaluated, though it 

is more conveniently calculated from the tabulated values (provided that 

the glass composition is known).  

Once the linear attenuation coefficients are estimated for the sample 

(µ
S
) and for the empty capillary (µ

C
), the transmission (or attenuation) 

corrections t
S
 < 1 and t

C
 < 1 can be achieved by tracing the paths through 

the sample and the container and by deriving the attenuation of an X-ray 

following this path (an approach similar to those proposed in refs. 

[10,11]). The attenuation corrections can be numerically calculated by a 

ray-tracing approach: t
S
(2θ)=e-µSLS(P,2θ)-µCLC(P,2θ), t

C
(2θ)=e-

µCLC(P,2θ) (LS and LC being the total beam paths through the powder and 

the capillary walls], and t
CS

(2θ) [obtained as t
S
(2θ) after properly 

considering the path lengths within the sample and the capillary walls]. 

Then, absorption correction curves (with their angular dependence) can be 

calculated for the sample [a
S
 ≈ N

S
/t

S
 > 1, N

S 
 being the points falling in the 

sample region], the capillary in empty conditions [a
C
≈ N

C
/t

C
 > 1, N

C
 being 

the points falling in the capillary walls] and the capillary in filled 

conditions [a
CS
≈ N

C
/t

CS
 > 1].  
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3.2.2 Data collection strategy at the Material Science beamline 

X04SA@SLS and data reduction procedure. 

The most important features of the Powder Diffraction endstation 

(http://www.psi.ch/sls/ms/powder-diffraction) of the Material Science 

beamline X04SA-MS of the Swiss Light Source are here summarized, 

focussing particularly on the aspects that are relevant for DFA. SLS at the 

Paul Scherrer Institut is a 3rd-generation synchrotron light source with 

energy of 2.4 GeV. The MS beamline is one of the first four to be built in 

2001 and was served, until 2010, by a wiggler source with access to 

photon energies as high as 40 keV [12]. A comprehensive upgrade has 

become operational since 2011, which included the wiggler replacement 

by a permanent-magnet undulator and completely new optical systems, 

enabling access to a much higher brilliance of the beam, an energy range 

of 3-38 keV and a beam flux (at 10 keV) ~ 1013 photons/s [13]. 

Figure 3.3 shows the instrumental set-up of the powder 

diffractometer, in Debye-Scherrer geometry, with a vertical diffraction 

plane and three co-axial independent angular degrees of freedom. The 

inner stage allows the movement of the sample (pictorially represented, in 

Figure 3.3, by a yellow cylindrical sample holder, typically mounted on a 

spinner). The other two rotation stages carry independent detector 

systems, of which, the 1D silicon single-photon counting "microstrip” 

detector, called MYTHEN 2.0 detector [5], is of high relevance for total 

scattering techniques and for DFA. It has a modular structure and consists 

of 24 modules of 1280 Si-sensor elements each, for a total of 30720 

channels working in parallel. It subtends a total angle of 120°, which 

enables data collection over a large angular range within few minutes of 

few tens of min. 
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Figure 3.3 Instrumental set-up at the X04SA-MS beamline at SLS. The blue 
arrow pictorially describes the incoming beam, the yellow arrow the capillary 
spinning, the red arrow the detector movement. 

Each module has a dynamic range of 16 Mcounts, with effectively 

zero dark noise. The efficiency is more than 85% for X-rays in the range 

5–10 keV, but decreases to about 25% at 20 keV (because of the limited 

thickness of the silicon wafer). Narrow angular gaps of 0.17° between 

modules (each one subtending an angular range of 4.83°) are covered 

through multiple acquisitions by moving the detector in different 

positions (pictorially indicated by the red arrow in Figure 3.3). Additional 

important features are: i) the intrinsic high angular resolution, of 0.0036°  

(also depending on the long sample-to-detector distance of 760 mm), 

which allows the instrumental broadening contribution to the 

experimental pattern to be neglected. This approximation is particularly 
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acceptable when very broad peaks are measured from nanosized materials 

and thin capillaries (with diameter well below 1.0 mm) are used; ii) 

thanks to the approximately 1 keV energy resolution, some rejection of 

unwanted inelastic scattering is possible by properly setting a cut-off 

energy threshold. This is particularly useful for controlling sample 

fluorescence contribution. 

Data collection and Data Reduction. For all the materials 

investigated in this work, the data have been collected (at the X04SA-MS 

beamline) using glass capillary sample holders of known composition 

(Hilgenberg GmbH 0140) with diameters ranging between 0.3 and 0.5 

mm and nominal wall thickness of 0.01 mm. The beam energy was 

chosen in the range 15-20 keV, depending on the sample. In order to 

obtain a highly precise determination of the wavelength, diffraction data 

from an external standard reference material, typically silicon NIST 640c 

with certified lattice parameters, are collected for each instrumental set-

up. For each sample, one transmission and three scattering measurements 

are carried out (vide infra). Before performing the “real” data reduction 

process, a correction is required to account for the efficiency of the 

detector elements (this is obtained by exposing all elements to an identical 

incident intensity and registering the detector response) and a merging of 

the several patterns acquired at different detector positions is necessary 

(both operations are achieved by applying a number of programs 

developed on purpose by the beamline staff).  

Data reduction for DFA basically consists of three main steps: 
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1) Angular corrections due to both capillary displacement (∆x, ∆y), 

in the scattering plane (inducing non-linear shift of the 2θ position), and 

detector zero-offset (2θ0); 

2) Absorption corrections; 

3) Capillary and environment scattering subtraction. 

A scheme of the whole procedure, as applied to the materials here 

investigated, is proposed in Figure 3.4. 

 
Figure 3.4 Scheme of the Data Reduction procedure. 

As far as the angular corrections are concerned, capillary 

displacements (±∆x, ±∆y) from the ideal position is to be intended as for 

beam displacement from the goniometer center (the capillary is positioned 

accordingly), which is likely to occur as schematically drawn in Figure 

3.5, with reference to a laboratory system in which the x-axis runs parallel 

to the incident X-ray beam, the xy-plane coincides with scattering plane 



 57

and the z-axis runs parallel to the capillary (spinning) axis. The inset also 

shows possible deviations of the zero-position of the detector (2θ0). 

 
Figure 3.5 Schematics of The inset shows the capillary displacement (∆x, ∆y), 
in the scattering plane and the detector zero-offset (2θ0).. 

 

 

These values are usually recovered, simultaneously to the beam 

wavelength, by least-squares refinement of the pertinent parameters 

aiming at matching the peak positions of the certified materials. Absolute 

(∆x, ∆y) values are typically estimated in the range from few hundredths 

to few tenths of mm; while values 2-10 times larger than the angular 

acquisition step (0.0036°) are typically estimated for the 2θ0 offsets. The 

inset of Figure 3.6b shows the effects of the angular correction on the 111 

and 220 peaks of the standard reference NIST silicon 640c. This 

correction is subsequently used for upgrading all the 2θ positions of the 

data collected on the investigated sample in the same experimental 

conditions. 

With reference to the absorption corrections and the subtraction of 

capillary and environment scattering, from a practical point of view, 

besides the transmission measurement for estimating the true sample 
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attenuation coefficient for the specific energy, three additional 

measurements are necessary in order to acquire the scattering pattern of:  

a) the sample within the capillary in the sample environment (Sexp); 

b) the empty capillary in the sample environment (Cexp);  

c) the empty environment (Eexp) (or surrounding background).  

An example is shown in Figure 3.6a, for one of the samples of iron 

oxide nanoparticles investigated within this Thesis: the red, green and 

blue traces are the experimental patterns collected according to points a), 

b) and c), respectively. The inset shows the absorption correction curves 

(and their angular dependence) as calculated for the sample inside the 

capillary (as) and for the capillary in filled (acs) and in empty conditions 

(ac) (red, green and blue curves, respectively). 

The experimental sample pattern collected at point a) can be 

described as the sum of three different contributions (Sexp = SP + SC + SE):  

1) the attenuated scattering pattern from the powder inside the 

capillary (SP) (SP·as provides the absorption-corrected pattern required for 

DFA); 

2) the scattering pattern from the container attenuated by the 

powder inside (SC). The corresponding absorption-corrected term to be 

subtracted is obtained from the experimental patterns collected at point b) 

and c) as follows: 

  	  		



 

where tC is the attenuation correction calculated for the empty 

capillary. 



3) the scattering pattern from the environment attenuated by both 

the capillary and the powder (

subtracted is obtained from the experimental pattern collected at point 

as follows: 

 

where tS is the attenuation correction measured for the sample inside 

the capillary. 

Figure 3.6 a) Scattering patterns, independently measured, of sample (red), 
empty capillary (green) and environment (blue). Inset: ab
sample (red) and capillary in filled (green) and empty (blue) conditions. b) 
sample pattern (red) as collected and after data
corrections on the 111 and 200 peaks of reference material Silicon NIST 640c.

 59

3) the scattering pattern from the environment attenuated by both 

the capillary and the powder (SE). The corresponding term to be 

subtracted is obtained from the experimental pattern collected at point c) 

	 

attenuation correction measured for the sample inside 

 
patterns, independently measured, of sample (red), 

ty capillary (green) and environment (blue). Inset: absorption curves for 
and capillary in filled (green) and empty (blue) conditions. b) 

red) as collected and after data reduction. Inset: angular 
corrections on the 111 and 200 peaks of reference material Silicon NIST 640c. 
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The final “corrected and subtracted” sample scattering pattern (S) is 

obtained according to the following formula:  

    	  	  

  	    	



 	 

The effects of this data reduction precedure can be seen in Figure 

3.6b, where the “angle- and absorption-corrected and subtracted” pattern 

(red trace) of the same iron oxide NPs sample shown in Figure 3.6a, is 

compared to the raw data (blue trace). 

 

3.3 Computational Aspects 

The DFA relies on an a bottom-up approach, according to which the 

atomic coordinates of a single nanoparticle (for ideally monodisperse 

samples) or of a population of NPs (for real samples) must be known 

(even in an approximate way). Under this condition, DFA is typically 

carried out through a two-steps strategy: the set of inter-atomic distances 

is calculated for each NP (in real space) and, then, used in DSE to obtain 

the model diffraction pattern in reciprocal space. Despite the tremendous 

potential in the field of Nanoscience and Nanotechnology as a powerful 

physico-chemical characterization tool, DFA has rarely been used until 

recently, the most serious limitation being the problem of the DSE 

computational time. If D is the diameter of the nanoparticle, the number 

of terms to be summed up in the equation very quickly increases with the 

size and the structural disorder, showing a dependence on D2 (ordered 

crystals) up to D6 (amorphous materials). Advances in modern computers 

and fast CPUs (excluding the case of parallel computing and Graphical 
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Processor Units [14]) do not change significantly the picture for practical 

applications, unless specific tricks are adopted. Some of these are 

implemented in the Debussy Suite of programs that has been used in this 

Thesis for characterizing the different classes of nanosized materials. A 

brief introduction to the speeding up algorithms and the most relevant 

features of the Suite is presented. 

3.3.1 Turning DSE into an efficient computational tool 

Considering the two-steps strategy previously mentioned, there are 

two levels at which computational tricks can be applied, both involving 

only the “interference” term of DSE: 1) when calculating the set of 

interatomic distances and 2) when summing them up. Although 

periodicity and order are not a DSE prerequisite, nevertheless, the 

existence of any kind of symmetry and regularity within the NP can be 

used for shortening the list of interatomic distances. Since the distance 

between atoms i and j is equal to that between j and i (i.e. the equation is 

inherently invariant with respect to the symmetry inversion), half the 

number of terms is to be considered. Furthermore, the translational 

symmetry in nanocrystals always turns into additional equal scalar 

distances, further dropping the number to that of distinct non-zero values, 

each weighed by the appropriate multiplicity. As an effective example, 

two Au NPs of different size (5 and 50 nm) can be compared in terms of 

number of atoms (3852 vs 3851845) and of distinct non-zero distances 

(640 vs 64000). However, things change a lot, in terms of number of 

distances, if the two NPs have an amorphous structure (the number of 

atoms being unchanged): 7.4x106 vs 7.4x1012. Therefore, a number of 

interatomic distances 102 or 106 times larger is obtained, respectively for 
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the ordered and the disordered case, upon increasing the NP size by a 

factor 10.  

Taking into account the translational symmetry (just in the 

nanocrystalline case) is not sufficient to make the DSE computationally 

efficient, particularly for large NPs. In this view, the breakthrough relies 

on the possibility of using sampled distances instead of the original ones. 

In 1991 Hall and Monot [15] proposed the binning of the distances, an 

operation according to which all distances falling in the interval kδB ± 

δB/2, with k an integer, are treated as the same distance and approximated 

with kδB. Accordingly, the interference term turns into the sum of 

equispaced distances (kδB), each one weighed by its pseudo-multiplicity 

Wk, carried out over a number of terms MB equal to the number of bins: 

		2)



 

with sinc(x) = sin(x)/x. Such a strategy makes the summation really 

convenient, from the computational point of view, since MB grows with 

the linear size (D) of the NP or, equivalently, as N1/3. However, it is not 

free of errors. In fact, it is equivalent to convoluting each distance in real 

space with a box function of width δB. Therefore, the pattern calculated 

using the set of binned distances needs to be multiplied by the FT of this 

function [the term C(q)] and a quite small binning step δB is required to 

ensure a good accuracy of this simulation, ending up with a compromise 

solution between a longer computing time (by narrowing δB and, then, 

increasing MB) and a reduced accuracy. 

A step forward in this sense has been obtained by convoluting the 

distances with a normalized Gaussian function of width ∆ = ρδG (instead 
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of a box function) and, then, by sampling them using the step δG, as 

suggested by Cervellino et al. in 2006 [16]. It has been demonstrated that 

an optimal δG (producing relative accuracies within 10-8) can be chosen as 

a function of the wavelength (λ) and of the maximun transferred 

momentum (qmax = 2sinθmax/λ) of the experimental pattern, according to 

the criterium δG ≤ 0.4/qmax. As an example, for data collected up to 2θmax 

=160° with λ=0.4 Å, a sampling step δG ≤ 0.08 Å (giving 12000 sampling 

points) is enough to correctly reproduce (within the above mentioned 

approximation) the diffraction pattern of a NP 100 nm in diameter. 

Gaussian sampling provides δG >> δB (by 1-2 order of magnitudes), with 

further reduction of the computational time. An additional advantage of 

using Gaussian sampled or binned distances is the speeding up of the 

second level of intervention. Indeed, being now distances equi-spaced, a 

fast transform can be used to calculate the DSE. A fast evaluation relies 

on Chebyshev polynomials of the second kind and their backward 

recurrence relations, as proposed in [16] and as implemented in the 

Debussy Suite [1]. 

3.3.2 DFA implementation in the DebUsSy Suite 

The DebUsSy Suite of Programs is an open-source project 

(http://sourceforge.net/projects/debussy) specifically developed to 

perform the DFA of nanocrystalline materials and nanocomposites. The 

acronym stands for Debye User System, meaning that it has been 

conceived for enabling any user to deal with its own nanosized materials 

(within the limits of the available modeling). The main features of the 

Suite are summarized below. 
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Fast DSE calculation. Gaussian sampled interatomic distances and 

a modified DSE are implemented to speed up the calculations, along with 

many crystal symmetry-related tricks (as briefly presented in the previous 

paragraph); 

Population(s) of Nanocrystals. The occurrence of single-size NPs in 

a real sample is a rather ideal case, as real materials typically show a 

distribution of sizes and shapes. For many nanomaterials, monodispersity 

might play a key role for controlling their advanced properties. According 

to a commonly accepted definition, monodisperse samples must have a 

size dispersion σ(D) ≤ 0.1 <D>, not exactly matching the concept of a 

single size; moreover, many other materials do not match the definition, 

as they show wider size distributions. Therefore, dealing with populations 

of NCs is a fundamental aspect when modeling engineered or nature-

made nanomaterials. In the Debussy Suite, populations of NCs of 

increasing size can be modeled, either with isotropic or anisotropic 

shapes. The goal of such a modeling component is extracting the 

information on the NPs size and shape distributions from the 

experimental pattern of real systems. 

 
Figure 3.7 Schematics of mono- and bivariate populations of NCs that can be 
generated by the Debussy Suite. 
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The two-step strategy. The Debussy generalized strategy follows a 

two-steps approach: in the first step, a mono- (spheres, cubes) or bi-

variate (rods and platelets) population of NCs of increasing size and 

selectable shape, is generated, as schematically shown in Figure 3.7. In 

the case of anisotropic shapes, NCs are grown according to two 

independent growth directions, one typically along the crystallographic 

3,4,6-fold axis and the other one in the orthogonal plane, where the two 

growing directions are fixed to be equal by symmetry. The 

crystallographic unit cell is easily expanded from the asymmetric unit 

content and used as the NPs building block. For each NP, the set of 

sampled interatomic distances is, then, calculated and encoded in a 

suitable database. This step is performed through a suite of programs 

requiring a minimal input and (in the release 2.0) easily running through a 

Graphical User Interface [17].  

The second step is dedicated to performing the DFA of the 

experimental pattern, using the previously generated database and a 

number of additional model parameters, which are further optimized by 

minimizing (through an iterative algorithm) the differences of the pattern 

model against the experimental data. Global optimization algorithms, 

such as Simulated Annealing and Simplex [18, 19], are available. 

NPs size and shape distributions. The pattern simulation of each NP 

[In(q)] from a population of NT nanoparticles contributes to the total 

simulated pattern IT(q) according to a suitable size distribution law (Ln), 

as follows: 

) = 	 )



 



 66 

With reference to Ln, Debussy uses a lognormal with two 

(monovariate population of NCs) or five (bivariate population of NCs) 

adjustable parameters [20], in the form of a discrete size distribution 

function (according to the discrete generation of NPs): P(xn), in the 

monovariate case, where the parameter defining the size xn = n∆, n being 

an integer and ∆ a constant increment; P(xn, ym), in the bivariate case, 

with  = (n∆x, m∆y), n, m being integers and ∆x, ∆y the increments. P 

describes the fractions of NCs having size xn with Σn P(xn) = 1 [or size 

(xn,ym)] with Σn,m P(xn,ym) = 1]. The corresponding lognormal functions 

are: 

Monovariate population of NCs: 

) = 	 ∙ exp−log  − log <  >	) 2)⁄  ⁄  

where C is a normalizing factor (ensuring that Σn P(xn) = 1) and <x> and 

σ2 are the average size and its variance [<x> = µ1 ; σ2 = µ2 – µ1
2, µ1= Σn xn 

P(xn) and µ2 = Σn xn
2P(xn) being the first and second normalized moments 

of the distribution]. The refinable parameters are <x> and σ (standard 

deviation). The fractions P(xn) typically refer to the number fractions (i.e. 

the fraction of the total number of NCs having size xn). Useful and easily 

derived are also the mass/volume fractions P’(xn) = Mn P(xn) /Σn Mn P(xn)  

giving the fraction of the total mass of NCs having size xn; here Mn is the 

mass of the n-th NC and the ratio ensures that the sum of fractions is 1. 

A graphical example of number-based and mass-based size 

distributions of a population of TiO2 spherical NPs is shown in Figure 

3.8. It is worth noting that the two distributions (unless in the case of very 

narrow size dispersion) have different averages and standard deviations; 

in the example reported in Figure 3.8, the average diameter <D>N = 4.0 



nm and σN = 2.0 nm, while <D>M

is of particular relevance when functional properties have to be correlated 

to this structural feature and, depending on the investigated property, the 

most appropriate pair, <D> and σ,

 
Figure 3.8 Number- and Mass-based size distribution functions for spherical 
TiO2 nanoparticles with a size dispersion ~ 0.5 <D>.
 

Bivariate population of NCs:  

A bivariate lognormal is appropriate for anisotropic growth along two 

directions and is slightly more complex than

two size parameters. 

, ) = 		 exp

with  

 = log  − log <

 =	1 ⁄ 0
0 1 ⁄  ; 						

where C is a normalizing factor (ensuring that 

and <y>, σy
2 are the average sizes and the 
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M = 7.5 nm and σM = 3.3 nm. This aspect 

is of particular relevance when functional properties have to be correlated 

to this structural feature and, depending on the investigated property, the 

, should be considered.  

based size distribution functions for spherical 
with a size dispersion ~ 0.5 <D>. 

appropriate for anisotropic growth along two 

slightly more complex than a pair of lognormals for the 

exp′   

 , 	log   log   	 

												  	 
cos sin
sin cos 							 

is a normalizing factor (ensuring that Σn,m P(xn,ym) = 1), <x>, σx
2 

average sizes and the projected variances along the 
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two growth directions [<x> = µ1;x = Σ

ymP(xn,ym); σx
2 = µ2;xx– µ1;x

2, σy
2 = µ2;yy

µ2:yy = Σn,m ym
2P(xn,ym); µ2:xy = Σn,m x

second normalized moments of the distribution]

matrix V and correlation coefficient c: 

 = 	  
 

 ; 									

The correlation coefficient gives information on 

correlated are the two growth modes. 

are pairs of average size and standard deviation and the correlation angle.

Figure 3.9 2D maps graphically depicting
distributions of populations of NCs of TiO
independent directions. The three panels show
of the lognormal function.  

Graphical examples of bivariate 

shown in Figure 3.8 for three different 

average sizes along the two growth axes, 

mutual correlation. The functions are represented 

graphical Debussy output) with NPs diameter

Σn,m xnP(xn,ym); <y> = µ1;y = Σn,m 

2;yy– µ1;y
2, µ2:xx = Σn,m xn

2P(xn,ym); 

xnym
 P(xn,ym)  being the first and 

second normalized moments of the distribution]; and with covariance 

							 = ;			;;


 

The correlation coefficient gives information on how much 

 In Debussy, refinable parameters 

are pairs of average size and standard deviation and the correlation angle. 

 

depicting the bivariate lognormal size 
distributions of populations of NCs of TiO2 anisotropically grown along two 

show different parameter combinations 

of bivariate lognormal size distributions are 

shown in Figure 3.8 for three different (simulated) combinations of the 

along the two growth axes, the size dispersions and the 

are represented as 2D maps (the 

diameter, D, on the horizontal axis 
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and NPs length, L, on the vertical axis; the color scale bars map the 

number fraction of NPs having sizes (D, L). Panel a) depicts a population 

of NCs having an average diameter of 5.0 nm, an average length of 10.0 

nm, similar size dispersions (1.5 nm) along both directions and no 

correlation between them; panel b) shows a population pretty similar to 

the previous case, the only difference being the larger size dispersion in 

the elongation direction (3.0 nm); the third panel shows the effect of a 

correlation between the two growth directions, the angle being ~60°; the 

average sizes and the standard deviations along the two directions are 

slightly different. 

The size dependence of structural features. Modeling population of 

NCs is also of high relevance when taking into account that structural and 

microstructural properties are likely to change with the NP size. In 

Debussy such a dependence can be modeled for: i) deformation of 

interatomic distances (uniformly distributed within a single NP). Such a 

feature allows possible surface contraction or expansion phenomena to be 

treated; for monometric crystal systems (like in cubic materials), this 

turns into a modification of the lattice constant; ii) site occupancy factors 

(dealing with a size-variable sample stoichiometry); iii) atomic Debye-

Waller factors. Details about the modeling will be given in the chapter 

dedicated to the specific case of study.  

The case of multiple phases. In a very similar way to the case of a 

population of NCs, the total simulated pattern ITPH
(q) when multiple 

phases occur in the sample, is obtained as follows: 

) = 	 )
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with NPH the total number of phases, wk the weight fraction of the kth 

phase and ∑
k
wk = 1. wk are determined through the refined scale factors of 

each pattern. Very useful, from this point of view, is the Debussy 

possibility of including and scaling, as an additional phase component, 

the experimental pattern of a phase of unknown structure (the typical case 

of amorphous components), which can therefore be quantified along with 

the other nanocrystalline phases (provided that the chemical composition 

is known). 

Structural defects: Paracrystallinity and Stacking Faults. Both are 

very important phenomena which can be found in real materials but 

among the most difficult to be modeled. DSE seems to be the natural 

framework for dealing with structural defects and disorders, although in 

these cases the problem of the long computational time may still become 

relevant. Definition of the problem and details about the models 

implemented in Debussy are directly presented and discussed in chapters 

6 and 7 treating the pertinent cases of study.  

In conclusion, Debussy is a powerful computational tool to 

characterize nanomaterials via DFA and to extract quantitative 

information on crystal structure, size and shape of NCs, structural defects 

and their size-dependence, phase abundance and sample stoichiometry. 

The materials characterized in this Thesis have largely contributed to 

improve the models implemented in the Debussy Suite to treat specific 

sample features. This work has been addressed to preparing a new release 

of the Suite, which is expected to be ready in 2015. 
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Chapter 4 

 

Iron Oxide Nanoparticles 
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4.1 Introduction 

Over the last two decades, iron oxide NPs (IONPs) have attracted a 

great deal of attention from both the fundamental knowledge and the 

application points of view, as they are of interest in many technological 

(high-density storage media, ferrofluids, electronic devices, catalysis) and 

biomedical applications [1,2]. In this field, in particular, Magnetite 

(Fe3O4) and Maghemite (γ-Fe2O3 or, equivalently, Fe2.67O4) NPs with 

sizes < 50 nm, show an intriguing super-paramagnetic behavior with 

appealing use in diagnosis (magnetic resonant imaging, MRI), therapy 

(hyperthermia, targeted drug-delivery) and theranostic technologies. In 

the diagnostic case, very small NPs (< 10 nm) with narrow size 

distribution and controlled composition are of interest. At this small size, 

super-paramagnetic properties originate from a rather complex interplay 

of structural, compositional and surface effects, depending on both NP 

size and oxidation state, which makes the physico-chemical 

characterization of this materials and the interpretation of their magnetic 

properties still a challenging task. 

From the structural point of view, Magnetite has an inverse spinel 

structure (Fd-3m) in which oxygen atoms (Wyckoff position 32e) form a 

closed-packed cubic lattice, Fe3+ ions (Wyckoff position 8a) are located 

in the tetrahedral sites and a 1:1 mix of Fe2+ and Fe3+ ions (Wyckoff 

position 16d) fill the octahedral sites. The easy oxidation of Fe2+ in air has 

multiple (well known but uncontrollable) effects, causing: i) the iron 

diffusion outwards (leaving vacant sites in the crystal lattice); ii) the 

lattice parameter contraction (aMagnetite = 8.3967(3) Å, [3] shrinks to 

aMaghemite = 8.3457(-) Å, [4]); and iii) the formation of non-stoichiometric 

magnetite-maghemite core-shell NPs (Fe3-δO4, δ < 1/3), or of pure 
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maghemite (δ = 1/3), as a consequence of partial and complete oxidation, 

respectively. Things are further complicated by the fact that iron 

vacancies can either be randomly distributed, without any change of the 

starting crystal space group, or partially/totally ordered; in these cases, the 

space group transforms into cubic P4132, [5] or tetragonal P41212, [6].  

As far as the NPs size is concerned, depending on the synthesis 

route, NPs size distributions can be differently kept under control. 

Thermal decomposition of organometallic precursors or metal complexes 

in the presence of surfactants [7-9] is known to enable highly precise 

control of both size and size distribution through accurate dealing of the 

reaction temperature and the surfactants concentration. Despite such an 

advantage, the hydrophobic nature of the NPs surface, the limited amount 

of the synthesized material and the cost of reactants presently make this 

synthetic method not particularly viable for biomedical applications. In 

this view, co-precipitation of Fe2+ and Fe3+ salts in aqueous media [10,11] 

at a basic pH remains the most adopted and efficient chemical pathway, 

though such a method hardly results in very narrow and controllable size 

distributions. 

Regardless of the synthetic method used, very small core-shell 

magnetite-maghemite NPs are difficult to be fully characterized in terms 

of size, composition and surface structure, all these features being 

relevant in addressing the actual magnetic properties. Indeed, a 

combination of complementary techniques, typically including XRPD (to 

assess structure and phase purity), TEM (to estimate NPs size 

distribution) and Mössbauer or other spectroscopies (to estimate sample 

oxidation state) is commonly used. However, these techniques operate at 

different sample scales and “see” different sample features. Both XRPD 
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and Mössbauer spectroscopy provide information that are averaged over 

the whole irradiated sample volume, though XRPD “sees” only the 

crystalline fraction. Closeness of peak positions and peak broadening 

make conventional XRPD rather ineffective in discriminating magnetite 

and maghemite. Analogously, Mössbauer spectroscopy suffers from 

serious limitations in accurately quantifying Fe2+ and Fe3+ when the NPs 

size is below 20 nm, as super-paramagnetic relaxation phenomena lead to 

broad and overlapped lines and make the hyperfine structure unresolved 

[11]. As far as the TEM NPs size estimation is concerned, a limited 

number of NPs is analyzed (typically 100−300) compared to the amount 

(>1012 NPs) investigated by the other two techniques; moreover, only 

number-based average sizes are provided, which are rather inappropriate 

for interpreting mass- or volume-dependent magnetic properties, unless 

highly monodisperse samples are characterized. This is not the case of the 

co-precipitated IONPs here investigated.  

The work presented in this chapter is the first case of application of DFA 

to IONPs. The extensive DFA characterization refers to the NPs 

composition, in terms of stoichiometry and core-shell magnetite-

maghemite ratio, their average sizes and their number- and mass-based 

size distribution, their size-dependent oxidation and their lattice relaxation 

phenomena. The magnetic properties here measured are discussed and 

interpreted using the NPs structural and microstructural features provided 

by DFA. Thanks to the characterization of a large ensemble of samples, a 

predicting law of size effects on the lattice parameters is derived, within 

reasonable approximations, and the potential applications to similar 

systems discussed. As a completing part of this work, a critical study of 

the current literature reporting on conventional XRPD investigations and 
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PDF analysis of IONPs is also included and the comparison of the results 

obtained using Laboratory X-ray data vs synchrotron data presented. 

Table 4.1. Synoptic collection of all investigated samples. (1) a = air, v = vacuum 

Sample Synthesis Conditions 
Post-

Synthesis 
(1) 

Post-
Synthesis  

(2) 

Time Lag from 
Synthesis to Measures  
Experim. Conditions 

  
[M] 

Fe(II) 
[M] 

Fe(III) 
Solvent and Base 

T (°C),  
Time (h), 

T (°C),  
Time (h),  

Days 
 

Instrumental 
 set-up 

A1 0.017 0.034 H2O NH3  50, 16, a1  16 Syn - 15 keV 
A2 0.050 0.100 H2O NH3  50, 16, a  30 Syn - 15 keV 
A3 0.050 0.100 H2O NH3  r.t., 16, a  3 Syn - 15 keV 
A4 0.050 0.100 H2O NH3  50, 16, v1  3 Syn - 15 keV 
A5 0.100 0.200 H2O NH3  50, 16, a  9 Syn - 15 keV 
A6 0.100 0.200 H2O NH3  50, 16, a r.t., 2, H2O2 2 Syn - 15 keV 
A7 0.100 0.200 H2O NH3  50, 16, a 200, 3, a 93 Syn - 15 keV 
A8 0.100 0.200 H2O NH3  50, 16, a 200, 16, a 2 Syn - 15 keV 
B1 0.005 0.010 H2O NH3  r.t., 2, v  68 Syn - 16 keV 
B2 0.050 0.100 H2O NH3  r.t., 2, v  84 Syn - 16 keV 
B3 0.100 0.200 H2O NH3  r.t., 2, v  55 Syn - 16 keV 
B4 0.250 0.500 H2O NH3  r.t., 2, v  53 Syn - 16 keV 
B5 0.250 0.500 H2O NH3  r.t., 2, v 50, 6, a 18 Syn - 16 keV 
B6 0.250 0.500 H2O NH3  r.t., 2, v 100, 6, a 17 Syn - 16 keV 
B7 0.250 0.500 H2O NH3  r.t., 2, v 150, 6, a 14 Syn - 16 keV 
B8 0.250 0.500 H2O NH3  r.t., 2, v 200, 6, a 13 Syn - 16 keV 
B9 0.250 0.500 H2O NH3  r.t., 2, v  10 Syn - 16 keV 
B10 0.250 0.500 H2O NH3  r.t., 2, v 100, 6, v 10 Syn - 16 keV 
B11 0.250 0.500 H2O NH3  r.t., 2, v 200, 6, v 7 Syn - 16 keV 

C1 0.365 0.333 H2O NH3  r.t., 16, a  7 Lab, Cu-Kα 
C2 0.050 0.000 H2O NH3  r.t., 16, a  1 Lab, Cu-Kα 
C3 0.050 0.000 H2O NH3  r.t., 16, a  24 Syn - 16 keV 
C4 0.100 0.000 H2O NH3  50, 3, a  13 Syn - 15 keV 
C5 0.050 0.000 H2O NH3  r.t., 16, a  7 Syn - 16 keV 
C6 0.050 0.000 H2O NH3  r.t., 16, a 100, 1, a 1 Syn - 16 keV 
C7 0.050 0.000 H2O NH3  r.t., 16, a 150, 2, a 1 Syn - 16 keV 
D1 0.050 0.100 H2O:EtOH 3:1 NH3  50, 16, a  143 Syn - 15 keV 
D2 0.050 0.100 H2O:EtOH 1:1 NH3  50, 16, a  143 Syn - 15 keV 
D3 0.050 0.100 H2O:EtOH 1:3 NH3  50, 16, a  143 Syn - 15 keV 

E1 0.050 0.100 
H2O/CTAB/ 
1-Butanol/ 
1-Octanol  

NH3  r.t., 16, a  11 Syn - 15 keV 

F1 0.400 0.800 HCl 0.5 M NaOH r.t., 2, v  83 Syn - 16 keV 

G1 -- 0.100 H2O NH3  50, 16, a  30 Syn - 15 keV 
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4.2 Experimentals 

A large set of samples was prepared according to suitable 

modifications of the co-precipitation protocol [10] and under a variety of 

synthetic conditions, in order to enlarge the ranges of IONPs sizes and 

oxidation states, which were obtained by tuning: 1) the iron salts molar 

ratio and concentration (in oxygen-rich or oxygen-free solvent); 2) the 

post-synthesis temperature treatment and 3) the post-synthesis 

environment (air or vacuum). Table 4.1 synoptically lists all samples 

grouped with A to G labels, depending on the synthesis details, which are 

provided in the Annex 1. 

4.2.1 Synchrotron and laboratory X-ray measurements 

Synchrotron X-ray scattering data were collected at the X04SA-MS 

beamline [12,13] of the Swiss Light Source in three distinct experimental 

sessions, using the experimental set-up described in chapter 3, and 0.3 

mm glass capillaries; a partial He beam path allowed the scattering by air 

to be decreased. The majority of the data sets were measured using the 

beam energy of 15 keV, the remaining ones using 16 keV, corresponding 

to 0.82712(4) and 0.77490(3) Å wavelengths, respectively. All the 30 

samples underwent the data reduction procedure described in chapter 3, 

which enabled a total scattering pattern modeling free of any 

phenomenological contribution. Some examples are shown in Figure 4.1. 

Laboratory diffraction data were collected overnight, in the 2θ 

range of 10-100°, with 0.02° steps, on two freshly prepared samples (C1 

and C2 of Table 4.1), deposited in the hollow of a quartz zero background 

sample-holder. A Bruker AXS D8 Advance diffractometer, equipped with 

Ni-filtered Cu−Kα1,2 radiation (λ1 = 1.5406 Å and λ2 = 1.5434 Å) and a 
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Lynxeye linear position-sensitive detector (optimized for avoiding, at 

least partially, Fe fluorescence) was used. The following optics was 

adopted: primary beam Soller slits (2.3°), fixed divergence slit (0.5°), 

receiving slit (8 mm). The generator was set at 40 kV and 40 mA.  

 
Figure 4.1 DFA best fit of A1 sample. The inset shows some synchrotron X-ray 
data collected on samples of increasing size (bottom to top). 

4.2.2 Magnetic measurements 

Magnetization measurements were carried out using a Physical 

Property Measurement System (PPMS, Quantum Design, San Diego CA, 

USA). Magnetization (M) versus applied field (H) hysteresis cycles were 

acquired at 2 and 300 K. Zero-field-cooled (ZFC) and field-cooled (FC) 

curves were taken in the 2−300 K range, with applied field H = 200 Oe. 

To acquire ZFC curves, the samples were first cooled, in zero applied 

field, from r.t. to the base temperature of 2 K, then the field was applied 

and the magnetization measured while increasing the temperature up to 

300 K. Afterward, magnetization was measured on cooling the sample to 

the base temperature keeping the same applied field (FC). 
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4.3 Modeling and DFA of magnetic IONPs 

The DFA modelling of IONPs was performed, for each sample, by 

applying the two-stage strategy of the Debussy Suite [14] described in 

chapter 3. The two main computational steps, in this case, can be 

summarized in:  

1. Generating a discrete population of pure Fe3O4 nanocrystals of 

spherical shape and increasing size, ∆r of subsequent spheres being 

equal to ≈ 0.33 nm; this step ended up with the sampled interatomic 

distances of each NP;  

2. Calculating the pattern simulation, and further adjusting it against the 

experimental trace, by optimizing:  

a) The NCs size distribution, assuming a lognormal function, the 

average size (<D>N) and width (σN) of which were the refined 

parameters. Adopting such a function is justified by experimental 

observations and many theoretical models developed for single-

process-driven NP syntheses [15,16];  

b) The size-dependent lattice parameter, using an inverse linear 

function with two refined parameters (ω, ξ): 

Xs(n) = ω + (ω – ξ)(n0 +1/2)[1 – (n0 +3/2)⁄(n +1/2)] 

where n and n0 indicate cluster shell numbers, Xs(n0)= ξ and 

Xs(n0+1) = ω. Using a single lattice parameter for a core-shell NP 

is, in this case, an acceptable approximation, thanks to the close 

similarity of either the end-member lattice values or their bulk 

moduli, as also confirmed by the lack of evident peak broadening 

attributable to strain. 
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c) The size-dependent site occupancy factor (sof) of Fe in the 

octahedral site [Fe(oct)], with three refined parameters (O0, O1 and 

OL), according to the following law: 

O(D) = O1 + (O0 – O1) exp (-D/OL) 

where O0  and O1 describe the sof at the smallest and largest size 

and OL the sof growth/decay factor. 

d) The size-dependent Debye-Waller factor of each atom, according 

to a three-coefficient law similar to the one used for sof. 

 

Parameters optimization was performed through the Simplex 

method [17]. The best fit for sample A1 is shown in Figure 4.1. The high 

quality of “clean” data and the total scattering approach enabled an 

additional amorphous-like component to be detected in most of the 

samples. Such a component showed a scattering trace very similar to that 

of the two-line ferrihydrite [18-20], a disordered iron oxy-hydroxide, the 

structure of which is highly debated. To properly take into account this 

component in the absence of a reliable structural model, a synthetic 

sample was prepared (G1), the experimental diffraction pattern of which 

was found to well behave as a blank curve and was scaled as part of the 

total pattern model by linear least-squares (the blue trace in Figure 4.1). 

The integral area under the scaled trace was further used to estimate the 

mass fraction of this component in each sample (typically in the 15−30 wt 

% range). Calculation of the G(r) function from the G1 experimental 

pattern (not shown here) provided a maximum correlation length of ∼2.2 

nm. Whether such an amorphous phase occurs as an additional external 

thin layer or as sub-nanometer iron oxo-clusters/disordered oxy-
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hydroxides entrapped within the co-precipitated IONPs, cannot be 

assessed by DFA.  

 

Figure 4.2 Number- and mass-based size distribution for the sample A1. Red 
and green curves describe the size-dependence of lattice parameter and sof of 
Fe(oct), respectively 

 

DFA results in terms of size and size distribution, lattice parameter 

and stoichiometry are firstly discussed through the case shown in Figure 

4.2 for sample A1. Here, the histograms describe number- and mass-

based size distributions, leading to the number-based average diameter 

<D>N = 5.30 nm and the mass-based one <D>M = 8.54 nm. Average sizes 

and widths (σN and σM) of all samples are collected in Table 4.2. In order 

to provide an simple comparison criterion with the commonly reported 

(number-based) TEM sizes, as a rule of the thumb, for the IONPs here 

investigated <D>M ≈ 1.7 <D>N. The red and green curves in Figure 4.2 

describe, respectively, the refined size-dependent lattice parameter and 
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Fe(oct) sof. Interestingly, a lattice expansion upon decreasing the crystal 

size is indicated by the red curve while, according to the green curve, NPs 

simultaneously undergo a progressive oxidation, according to which a 

lattice contraction is expected. This behavior, observed in the majority of 

the samples possessing average <D>M of ca. 10 nm (i.e. 80% of the 

samples), suggests that the reduced NPs size causes a surface relaxation 

(significant mainly below 5 nm), from which the observed inflation of the 

interatomic distances originates. This result, never observed before in 

IONPs, will be treated in detail later on.  

 

Figure 4.3 Relative variation of the core-shell composition in terms of weight 
fractions w% of Fe3O4 (core) and  γ-Fe2O3 (shell) (as pictorially shown in the 
inset) as a function of the NP size. 

Adopting the generalized formula Fe3−δO4 (δ = 0 for magnetite, δ = 

0.33 for maghemite), the refined sof of Fe(oct) of each NP can be used to 

derive its stoichiometry (3−δ) and, by suitably weighting the contribution 

of each NP according to the corresponding (number or mass) fraction, the 

average sample stoichiometry <3−δ>  can be calculated. These values, if 
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correctly estimated, can play a fundamental role in characterizing small 

IONPs in terms of core-shell composition, both at the NP and at the 

sample level. In fact, assuming an idealized core−shell model with a 

uniformly oxidized shell (therefore neglecting any compositional 

gradient), the relative weight fractions of magnetite (core) and maghemite 

(shell) were extracted, as it is depicted in Figure 4.3 for each NP of the 

sample A1. A first important result is that, differently to what reported 

elsewhere [11], particles as large as 10 nm may possess a Fe3O4 fraction 

close to 50%, though the average magnetite content in the whole sample 

is only 27%. The average magnetite fractions are reported for all samples 

in Table 4.2, alongside the radius of the Fe3O4 core (Rcore) and the 

thickness of the γ-Fe2O3 shell (Rshell), also shown in Figure 4.3. 

The question, therefore, arises about the accuracy of DFA-derived 

stoichiometry. The answer can be found in Figure 4.4, where the average 

cell parameter is plotted vs the average stoichiometry of all samples. The 

stoichiometry spans from pure maghemite [<3−δ> = 2.675(4)) to barely 

oxidized magnetite (<3−δ> = 2.988(6)].  

The very good alignment of the regression (red) line witnesses the 

reliability of the DFA method to simultaneously determine both highly 

precise lattice constants and stoichiometry in very small NPs. 

The lattice expansion does not influence too much the average 

lattice parameters, as witnessed by the dashed blue line of Figure 4.4, 

obtained after recalculating the average cell parameter of each sample for 

a subset of NPs representing the largest size fractions of each distribution 

(a threshold of 10 nm was applied). The new regression line slightly 

diverges from the red one at low and medium sample oxidation degrees. 



Combined with the size information shown in Figure 

finding confirms that surface relaxation phenomena are effective for NP 

populations having a significant (>40%) mass fraction below 10 nm and 

that, taking such an effect properly into account, a reliable estimation of 

the IONPs stoichiometry might be obtained from its ac

lattice constant. 

 

Figure 4.4 Average lattice parameter 
and corresponding error bars. Orthogonal r
straight red line; the dashed blue line is obtained when NPs <
neglected (left). Right: (top) NPs average size 
cluster-like distribution, most samples fall
remaining in the wider 18-29 nm; (bottom)
of the maghemite core. 

 

Worth of note, while other analytical techniques usually provide the 

total Fe content, the DFA-based stoichiometry is determined for the 

nanocrystalline fraction only. 
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Combined with the size information shown in Figure 4.2, this 

s that surface relaxation phenomena are effective for NP 

populations having a significant (>40%) mass fraction below 10 nm and 

that, taking such an effect properly into account, a reliable estimation of 

the IONPs stoichiometry might be obtained from its accurately derived 

 

Average lattice parameter vs average sample stoichiometry <3−δ> 
corresponding error bars. Orthogonal regression least-squares provided the 

straight red line; the dashed blue line is obtained when NPs < 10 nm are 
neglected (left). Right: (top) NPs average size and size dispersion show a 

most samples falling in the narrow 8-13 nm range, the 
; (bottom) radius of the oxidized shell vs radius 

Worth of note, while other analytical techniques usually provide the 

based stoichiometry is determined for the 
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Table 4.2 Synoptic collection of the most relevant DFA results.

Sample <D>N σN <D>M σM <Cell >M <3-δ>  <sof>  Fe3O4 Rcore Rshell 

 [nm] [nm] [nm] [nm] [Å]   w% nm nm 

A1 5.3 2.11 8.54 3.75 8.363(2) 2.76(1) 0.878(9) 27.27 2.79 1.48 

A2 5.08 2.51 10.06 4.93 8.363(1) 2.78(1) 0.892(6) 33.33 3.51 1.52 

A3 5.7 2.4 9.44 4.02 8.376(1) 2.86(1) 0.930(6) 57.58 3.94 0.78 

A4 5.95 2.41 9.52 3.91 8.373(1) 2.85(1) 0.924(7) 54.55 3.9 0.86 

A5 7.11 2.65 10.59 3.99 8.366(1) 2.79(2) 0.896(8) 36.36 3.8 1.49 

A6 7.05 2.63 10.52 3.98 8.365(1) 2.77(1) 0.893(7) 30.3 3.56 1.7 

A7 6.24 2.65 10.43 4.48 8.349(1) 2.694(4) 0.847(2) 7.27 2.27 2.95 

A8 7.03 2.69 10.7 4.14 8.347(1) 2.677(9) 0.838(4) 2.12 1.68 3.67 

B1 6.55 2.16 8.99 3.03 8.356(2) 2.725(4) 0.863(2) 16.67 2.51 1.98 

B2 6.9 2.44 9.92 3.57 8.357(2) 2.71(1) 0.857(6) 12.12 2.51 2.45 

B3 6.73 2.53 10.12 3.88 8.359(1) 2.75(1) 0.874(7) 24.24 3.19 1.87 

B4 6.39 2.4 9.61 3.68 8.361(2) 2.72(1) 0.860(6) 15.15 2.61 2.2 

B5 6.03 2.41 9.54 3.88 8.360(1) 2.72(1) 0.861(6) 15.15 2.59 2.18 

B6 6.18 2.43 9.63 3.85 8.354(2) 2.702(5) 0.851(3) 9.7 2.28 2.54 

B7 6.6 2.45 9.83 3.72 8.351(2) 2.68(1) 0.841(5) 3.03 1.68 3.23 

B8 5.85 2.45 9.66 4.1 8.349(1) 2.675(4) 0.837(2) 1.52 1.41 3.42 

B9 6.45 2.52 10 3.97 8.372(3) 2.826(8) 0.913(4) 47.27 3.91 1.09 

B10 6.20 2.42 9.61 3.81 8.358(2) 2.72(1) 0.913(4) 15.15 2.61 2.2 

B11 6.26 2.4 9.58 3.75 8.360(2) 2.70(1) 0.913(4) 9.09 2.22 2.57 

C1 6.49 3.14 12.76 6.32 8.383(1) 2.953(4) 0.976(2) 85.76 6.06 0.32 

C2 8.56 6.2 27.77 14.29 8.396(1) 2.988(6) 0.994(3) 96.36 13.72 0.17 

C3 10.13 5.07 20.2 9.85 8.386(1) 2.90(2) 0.95(1) 69.7 8.97 1.13 

C4 9.14 4.56 18.48 9.22 8.3758(8) 2.89(2) 0.945(6) 66.67 8.09 1.15 

C5 11.78 6.05 23.84 11.37 8.3870(9) 2.92(2) 0.96(3) 75.76 10.88 1.04 

C6 12.74 6.48 25.25 11.64 8.364(1) 2.83(1) 0.917(8) 48.48 9.95 2.67 

C7 9.58 6.69 28.55 14.14 8.3481(6) 2.70(4) 0.85(2) 9.09 6.63 7.65 

D1 6.32 2.54 10.05 4.1 8.358(1) 2.76(1) 0.882(7) 27.27 3.29 1.74 

D2 5.83 2.46 9.68 4.13 8.358(2) 2.72(2) 0.862(8) 15.15 2.63 2.21 

D3 4.89 2.35 9.37 4.51 8.357(1) 2.74(2) 0.871(8) 21.21 2.83 1.86 

E1 3.9 2.11 8.77 4.62 8.369(2) 2.81(2) 0.904(8) 42.42 3.31 1.08 

F1 4.9 2.08 8.25 3.6 8.361(2) 2.72(2) 0.87(1) 15.15 2.24 1.89 
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4.4 DFA vs magnetic properties  

The magnetic properties were investigated on a subset of IONPs; 

samples showing different oxidation levels [low (C3), medium (B9), and 

high (B1, B3, B10 and B11)] were selected. The four samples of the B 

subset also show a rather similar size (<D>M ≈10 nm). All IONPs exhibit 

super-paramagnetic behavior both at low and room temperatures. 

Magnetization (M) versus applied field (H) at 2 and 300 K are shown in 

Figure 4.5 for the B9 and the C3 samples, possessing an average diameter 

of 10 nm and 20 nm, respectively (average mass-based values). Both 

samples, at 2K, exhibit a saturation magnetization (Ms) very close to that 

of bulk magnetite MsB ~92 emu/g [21]. Samples coercivity (HC) are in 

line with the values found for this kind of NPs [22]. 

 

 

Figure 4.5 Magnetization (M) vs applied field (H) curves for two of the 
investigated samples: B9 (magenta solid and dotted curves) and C3 (grey solid 
and dotted curves). 
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Figure 4.6 shows the temperature dependence (2-300 K) of the 

magnetization in the ZFC-FC curves, at the applied field H=200 Oe, for 

samples with variable sizes and size distributions. The blocking 

temperature TB (witnessing the transition from the ferromagnetic to the 

super-paramagnetic behavior) and the broadening of the ZFC curves are 

strongly affected by the NPs size and their distribution, both increasing 

with <D>M and σM. This implies a broader distribution of energy barriers 

to magnetic moments reorientation, likely due to large dipole-dipole 

interactions between particles of larger size. 

 

Figure 4.6 Temperature-dependent Magnetization (M) in ZFC (red) and FC 
(blue) experiments for samples having different size and size distribution. 

 

The most relevant magnetic features are reported in Table 4.3 

alongside their DFA-derived average size, width and composition (radius 
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of the magnetite core and thickness of the maghemite shell). A very 

interesting test was comparing the DFA-estimated average sizes with the 

magnetic domain sizes derived, for the same samples, through the 

Chantrell’s equation [23], under the assumption of non-interacting NPs. 

Assuming a lognormal distribution in which the particles are weighed by 

considering the fraction of the total magnetic volume having diameters 

between D and D + dD, the center DV and the width σ of the lognormal 

function are obtained, through the low field and high field portions of the 

room temperature magnetization curves, as follows: 

 = 


	

	







;              = 


 











 

where kB is the Boltzmann constant, T the absolute temperature, MsB and 

Ms the saturation magnetization of the bulk magnetite and the IONPs, 

respectively; χi is the initial susceptibility calculated at low fields in the 

region where the dependence of M vs H is linear; 1/H0 is obtained by 

extrapolating H at M=0 in the plot of M vs 1/H at high fields, in the 

region where the dependence is linear.  

In order to have values directly comparable to the (mass-based) 

average sizes provided by the DFA approach, <D>Mag (average diameter) 

and σMag (standard deviation) are obtained as follows: 

<  >= 	
 ⁄ ;          =	<  > 

 − 1 

The values reported in Table 4.3 show a good agreement between 

Rcore and <D>Mag, with the noticeable exception of the largest NPs sample 

(C3), likely due to stronger inter-particle interactions.  
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Table 4.3 Magnetic properties and some relevant DFA structural parameters of 
selected samples: MS = Saturation Magnetization; TB = Blocking Temperature; 
Rcore= radius of the Fe3O4 core, Rshell= thickness of the γ-Fe2O3 shell; <D>Mag = 
magnetic domain size, σMag = width of the log-normal size distribution; KM and 
K’M = Magnetic anisotropy constants. 

 

Sample  
 

<D>M, 
σσσσM  
nm 

<D>N, 
σσσσN  
nm 

MS 
emu g-1 
2-300K 

TB  
K 

2xRcore  
nm 

Rshell  
nm 

<D>Mag,  

σσσσMag 
nm 

KM; K’
M  

(105 erg cm-3) 

B1 9.0,3.0 6.5, 2.2 
72.2 
72.9 67 5.0 2.0 6.5, 2.6 4.4; 9.5 

B3 10.1, 3.9 6.7, 2.5 
84.0 
83.8 100 6.4 1.9 5.9, 2.1 4.2; 8.7 

B9 10.0, 4.0 6.4, 2.5 
82.2 
72.3 93 7.8 1.1 6.5, 2.3 4.0; 8.7 

B10 10.0, 4.0 6.2, 2.4 
74.5 
66.0 131 5.6 2.2 5.6, 2.0 6.3; 8.8 

B11 10.0, 4.0 6.3, 2.4 
68.2 

- 130 4.4 2.6 - 6.4; 8.9 

C3 20.2, 9.8 10.1, 5.1 
81.0 
72.2 300 18.0 1.1 7.3, 2.4 1.3; 4.5 

 

This finding suggests a major role of the magnetite core in 

determining the sample magnetization, which is further confirmed by the 

dependence, shown in Figure 4.7, of the saturation magnetization Ms on 

increasing the thickness of the oxidized shell in samples having similar 

average size and different Rcore/Rshell ratio. Ms clearly decreases upon 

increasing the ratio and, very interesting, a linear law is found in B1, B9, 

and B11 samples exhibiting similar shell thickening at growing R’s 

(within each sample population), whereas small deviations towards larger 

magnetization are observed in samples B3 and B10, showing a steepest 

oxidation profile, as shown in the bottom left inset of Figure 4.7. 



Figure 4.7 Saturation Magnetization (M
samples, which possess a similar average size (<
Rcore/Rshell ratio (shown in the bottom left inset for all NPs of each samples)

 

Worth of note, the regression line at 

Fe3O4) matches the saturation magnetization of the bulk magnetite, 

whereas at Rcore = 0 (pure γ-Fe

maghemite (83.5 emu/g) [21] is obtained

by a completely oxidized “core” c

internal canting effects further lowering the average sample magnetization

cannot be excluded [24].  

The rather “silent” behavior (from the magnetic point of view) of 

the external shell may be also explained by some peculiar features of the 

oxidized maghemite component, related to the appearance of 
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Saturation Magnetization (Ms) vs Rshell/R values in the B subset of 
samples, which possess a similar average size (<D>M ≈ 10 nm) but different 

(shown in the bottom left inset for all NPs of each samples) 

the regression line at Rshell = 0 (indicating pure 

) matches the saturation magnetization of the bulk magnetite, 

Fe2O3), a value well below the Ms of 

is obtained. Such a result might be caused 

a completely oxidized “core” coupled to spin surface disorder, though 

internal canting effects further lowering the average sample magnetization 

The rather “silent” behavior (from the magnetic point of view) of 

explained by some peculiar features of the 

oxidized maghemite component, related to the appearance of very broad 
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“superstructure” peaks [5,25] revealing 

vacancies, even for samples B1 and B3 (Figure 48a) that underwent 

oxidizing conditions. 

Figure 4.8 (a) Low-angle region of synchrotron data for B1 and B3 samples: the 
arrows mark the position of very broad peaks (210), (110) and (211) due to Fe 
ions vacancy ordering at r.t. (b) Integral beadth (
Williamson-Hall plot for B3 sample: the red 
peaks; (c) DSE simulation of a core-shell model (red trace) 
data of B3 sample (the red pattern is shifted downward for sake of clarity).

 

Figure 4.8b shows the widths of these peaks

larger than the others and are not accounted for a core

core radius and shell thickness reported in Table 4.3, the DSE simulation 

of which provided narrower peaks (Figure 48c)

to suggest the occurrence of a fragmented shell, never reported before 

IONPs oxidized at r.t., with smaller coherent domains form

] revealing a partial ordering of the Fe ion 

even for samples B1 and B3 (Figure 48a) that underwent r.t. 

 

angle region of synchrotron data for B1 and B3 samples: the 
arrows mark the position of very broad peaks (210), (110) and (211) due to Fe 

(b) Integral beadth (β) vs angle (θ) in the 
the red points refer to the superstructure 

shell model (red trace) vs the experimental 
data of B3 sample (the red pattern is shifted downward for sake of clarity). 

shows the widths of these peaks, which are significantly 

and are not accounted for a core-shell model having 

thickness reported in Table 4.3, the DSE simulation 

(Figure 48c). All together, this seems 

rence of a fragmented shell, never reported before in 

smaller coherent domains forming a 
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polycrystalline layer at the NPs surface, which might explain its 

negligible contribution to the sample magnetization. This point needs 

further investigation, also considering the NPs surface contribution to the 

magnetic anisotropy energy [26] (i.e. the directional dependence of 

magnetic properties), depending on the contributions of several terms 

accounting for magnetocrystalline (KC), shape (KSH), and surface (KS) 

anisotropies and the dipole−dipole interactions between NPs (KIN). 

The magnetic anisotropy constant is typically taken as KM = 

25kBTB/V [21], a relation valid for a single particle of volume V, or for a 

collection of NPs within an ideally perfect monodisperse sample. If 

applied to the samples here investigated, which have relatively broad size 

distributions, the “unrealistic” values reported in Table 4.3 are obtained. 

However, an additional advantage of the DFA characterization is the 

possibility of estimating an “effective” magnetic anisotropy constant K′M, 

by modifying the previous relation in order to include the complete mass-

based size-distribution of a collection of spherical NPs, [ζ(D), provided 

by DFA], as follows:  

 = 25 6 ⁄ ()()/ 

under the hypothesis that the functional dependence of TB(D) is 

known. TB was experimentally found to increase nearly linearly with 

particle size and in a way very similar to that reported by Park et al. [27] 

for monodisperse magnetic IONPs. Using the same dependence law as in 

ref. [27], (∂TB/∂<D>M ≈ 24.1 K nm−1), the K′M values given in Table 4.3 

are obtained, in fair agreement with those reported in ref. [27] for 

narrowly distributed NPs of similar sizes. Interestingly, K′M values show a 

clear inverse trend with the average particle size, witnessing the major 



 94 

contributions of the KS term (KSH can be neglected according to the 

spherical NPs morphology), as can be expected when sizes decrease (and 

in the absence of surfactant effects [28]). 

As for the amorphous component quantified in the 15−30 wt % 

range, under the hypothesis that it may form an external dead layer, a 

thickness varying between 0.3 and 1.0 nm was estimated, forming a silent 

layer further covering the maghemite shell. 

4.5 Lattice parameters and iron vancancies: a critical study 

During the DFA characterization of IONPs, a relatively large, and 

unexplained, spread of the lattice parameters, emerged from a deeper 

survey of the pertinent literature, particularly for maghemite NPs. 

Therefore, the question arose on the possibility that relatively large 

fluctuations may derive exclusively from sample features rather than from 

inaccurate estimates of the lattice parameters, which might easily 

originate when peaks are broad and necessary angular corrections are not 

applied.  

This point is very important to be clarified when (diffraction-based) 

average lattice parameters are addressed to deriving reliable estimation of 

the average sample stoichiometry in non-stoichiometric magnetite-

maghemite core-shell NPs, as done in this work and as might be extended 

to similar compounds. Moreover, differently from the bulk case, where 

iron vacancies are mainly located at the octahedral site [29], vacancies 

occurring in both the octahedral and tetrahedral sites of cubic NPs are 

reported on the basis of Rietveld-based [25] and Pair Distribution 

Function analyses [30]. This paragraph wants to contribute to clarifying 

the two aspects, taking the DFA approach point of view into account. 
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About Lattice Parameters. As far as the accuracy of the IONPs 

lattice parameter is concerned, for γ-Fe2O3, values range from 8.334(2) Å 

[30] to 8.3457(-) Å [4], whereas the much narrower 8.394(4) - 8.400 (esd 

not available) Å range is attributed to Fe3O4 NPs [31,32]. Although very 

small (perhaps negligible at the microscale), at the nanoscale such 

variations become important as they are possible indicators of surface 

effects, as also disclosed by DFA on the IONPs here investigated. Diehm 

et al. [33] have recently reviewed this topic and found that small metal 

oxide NPs tend (in a nearly systematic manner) to slightly expand 

(typically, but not exhaustively, in the 0.1-0.4% range) because of 

negative surface stress (within the frame of the capillary pressure model). 

Accordingly, for compounds like those here investigated, absolute lattice 

inaccuracies as large as 0.01 Å might be a serious limitation to the 

possibility of deriving the sample stoichiometry from the lattice parameter 

in a reliable way. Worth of note, a cell parameter variation ∆a = 0.01 Å is 

smaller than the difference between Petkov’s and Shin’s reported 

parameters (and about one order of magnitude larger than the error 

presently achievable on small NPs from any standard modern powder 

diffractometer) and corresponds to an absolute ∆(<3-δ>) value of 0.07, 

which turns into a relative stoichiometry error larger than 20%. In this 

view, it is also important highlighting that the standard deviations of the 

IONPs stoichiometry reported in Table 4.2 are in the 0.004 - 0.02 range. 

Are these differences due to specific sample effects?  

To shed light on the question, the DFA results shown in Figure 4.4 

have been further compared to those retrieved in the recent paper by 

Gorski and Scherer [31], correlating the cell values (from laboratory 

powder diffraction data) to the sample stoichiometry (derived by 
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independent Mössbauer spectroscopy) 

NPs of D ≈ 20 nm, as shown in Figure 

regression line).  

Figure 4.9 (a) Average lattice parameter vs 
and corresponding estimated errors (vertical and horizontal bars, respectively): 
blue points refer to the samples here investigated, the other points are from 
Gorski and Scherer [31] and additional samples therein considered. The 
and dotted) blue orthogonal regression lines are the 
(full set of NPs and only NPs > 10 nm, respectively); solid and dotted red lines 
refer to NPs from Gorski and the full set of sample
respectively. (b) Regression (solid) and ±1σ
set of NPs of this work (Fit 1, blue lines) and the set of samples from Gorski and 
Scherer (Fit 2, red lines). 

 of partially oxidized magnetite 

, as shown in Figure 4.9a (red points and solid red 

 

 average sample stoichiometry <3−δ> 
estimated errors (vertical and horizontal bars, respectively): 

blue points refer to the samples here investigated, the other points are from 
samples therein considered. The (solid 

blue orthogonal regression lines are the same described in Figure 4.4 
(full set of NPs and only NPs > 10 nm, respectively); solid and dotted red lines 

ll set of samples therein considered, 
σ (dotted) lines computed for the full 

set of NPs of this work (Fit 1, blue lines) and the set of samples from Gorski and 
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Following the original paper, additional points from other works 

were also inserted [32,34-38]: the dotted red regression line was then 

obtained by considering the whole set of points, although most of the 

newly added points refer to significantly larger particles (micrometer-

sized samples or NPs 150-200 nm large). The blue and red lines clearly 

indicate meaningful cell deviations between the two sets of samples (this 

work and Gorski’s), particularly at low and medium sample oxidation 

degrees (a ∆a ≈ 0.01 Å is measured at <3-δ> = 2.75), while the tendency 

to convergence at the largest <3-δ> values is observed, likely thanks to 

the larger size of slightly (or not-at-all) oxidized samples (<D> larger 

than 15 nm for samples within this work), whose NPs fraction < 5 nm is 

small or totally absent. 

As mentioned before, accuracy and precision of lattice parameters 

(i.e. the estimated standard errors) play an important role, as further 

discussed taking Figure 4.9b as reference. Here the abscissa is defined as 

x = 3(<3-δ>)-8 (x = 0 for pure maghemite, and x = 1 for pure magnetite) 

or, in other words, in the y = mx + q formulation, q is the 100% 

maghemitic cell and (m+q) is the 100% magnetitic one.  Regression (±1σ) 

lines from this work and from Gorski’s and Scherer’s paper are reported 

as “Fit 1” and “Fit 2”, respectively, and the dashed (±1σ lines highlight 

the significance of the small q value changes.  

The extrapolated “maghemitic” cells for the samples here investigated 

range between 8.3479(6) (full set of NPs) and 8.3449(2) (NPs > 10 nm), 

respectively, well in agreement with the reference value from ref. [4] 

[8.3457(-) Å]; analogously, the extrapolated “magnetitic” cell of 8.394(1) 

Å closely matches that from ref. 3 [8.3967(3) Å]. Therefore, a clear linear 
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trend of the lattice parameter vs the sample oxidation degree, within the 

range defined by the two reference cell values, is indicated. As already 

motivated in the previous paragraph, surface relaxations phenomena can 

determine small deviations from the reference maghemitic cell, which 

should be properly accounted for only in the presence of relevant 

fractions of NPs < 10 nm. Similar effects on the magnetitic cell are likely 

unexpected since very small NPs having a pure magnetite composition 

are rather unstable and get easily oxidized.  

Much larger q value changes are obtained in Fit 2 (red lines), well 

beyond the parameter precision achievable with modern diffractometers. 

Moreover, differences larger than those originating from surface 

relaxation effects are found for magnetite-maghemite NPs with similar 

oxidation degrees and sizes. Such large deviations, if not resulting from 

uncorrected experimental effects, in the case of Gorski’s NPs might 

reflect (yet undisclosed) surface NPs contraction. Whether this finding 

originate from the diverse synthetic routes cannot be excluded, however, 

significant contributions to lattice variations on these causes are unlikely 

to be expected. 

About Fe Vacancies. Until a few years ago, reports on γ-Fe2O3 

particles (based on diffraction and spectroscopic techniques), 

systematically attributed the stoichiometric changes to formation of 

vacancies in the octahedral site. At variance, recent literature on 

maghemite NPs has pointed out the formation of cation vacancies at both 

the octahedral and the tetrahedral site. One example is provided by the in 

situ synchrotron X-ray study of Jørgensen et al. [25], in which γ-Fe2O3 

NPs grown from an amorphous precursor were analysed by the Rietveld 

method and by the cubic Fd-3m structure, indicating that the majority of 



 99

the vacancies occur at the tetrahedral site [sofFe(tet) = 0.865(1)] rather than 

at the octahedral one [sofFe(oct) = 0.901(1)]. Interestingly, an unexpected 

(hyper-magnetite-like) lattice parameter of 8.4053(1) Å is also reported 

for this structure. Another example can be found in Petkov et al. [30]. 

Here both spherical and tetrapod-shaped iron oxide NPs (prepared 

through thermal decomposition of organometallic precursors in the 

presence of surfactants) were characterized by PDF analysis. An even 

smaller sof’s of both cation sites (well below the δ =1/3 limit) is reported. 

Stimulated by these results, a new DFA of some samples here 

investigated was further performed, this time simultaneously refining both 

Fe sites sof’s along with the lattice parameter. In order to limit the total 

number of refined parameters, the isotropic Debye-Waller thermal factors 

were kept fixed to the values obtained by the previous refinement for all 

atoms. 

Table 4.4 Refined sof’s of Fe ions at the octahedral [Fe(oct)] and tetrahedral 
[Fe(tet)] sites (Wyckoff positions are 8a and 16d, respectively), average lattice 
parameter (<a>M) and stoichiometry (<3-δ>M) of samples A1 and A5 (case a) 
are compared to the values obtained by taking the [Fe(tet)] sites fully occupied 
(sof Fe(tet) = 1) (case b). Isotropic Debye-Waller thermal factors in case (a) were 
kept fixed to the values refined in case (b). 

Sample  sof Fe(tet) sof Fe(oct) BFe(tet) BFe(oct) BO <a>M <3-δ>M 

A1 (a) 0.985(7) 0.882(8) 0.452 0.936 0.365 8.362(4) 2.75(2) 

A1 (b) 1.0 0.893(6) 0.4(1) 0.94(3) 0.36(7) 8.362(1) 2.79(1) 

A5 (a) 0.976(7) 0.887(6) 0.550 0.938 0.464 8.364(3) 2.75(1) 

A5 (b) 1.0 0.905(5) 0.550(7) 0.94(1) 0.46(3) 8.364(1) 2.81(1) 

γ-Fe2O3 
c 0.865(1) 0.901(1) 1.14(2) 1.14(2) 1.9(5) 8.4053(1) 2.667 

γ-Fe2O3 
d 0.90(5) 0.80(5) - - - 8.370(2) 2.5 

c from Jørgensen et al., 2007; d from Petkov et al., 2009  
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The results are reported in Table 4.4 and compared to the cases in 

which only the sof Fe(oct) was refined. Values from ref. [25] and ref. [30] 

(spherical case) are also given. DFA modelling clearly indicates a rather 

modest amount of (randomly distributed) vacancies at the Fe(tet) site, 

never exceeding (if present at all) 3-4% of the total value. Therefore it 

seems to confirm that, when small magnetite NPs are oxidized, (most of) 

the cation diffusion comes from iron removal from the octahedral site. 

4.6 Predicting size effects on lattice parameters in IONPs 

This paragraph is dedicated to the derivation of a general law from 

the entire ensemble of NPs (meaning all NPs in all samples), under the 

main (acceptable) assumption that their surface conditions are likely to be 

nearly identical. In this case, and considering that the large number of 

samples here characterized cover a wide range of sizes and almost the full 

range of oxidation states x (x = 3(<3-δ>)-8 = 0 for maghemite, and x = 1 

for magnetite, as previously reported), the lattice parameter variations due 

to stoichiometry and to particle size can be usefully combined taking into 

account the interplay between bulk elastic energy and surface tension 

[33]. The derivation of the law relies on the following additional 

assumptions: 

1) The magnetite-maghemite system can be considered as an ideal 

solid solution (i.e. with ∆Hmix = 0) with small differences between the 

physical properties of the end members; therefore, a linear dependency of 

the lattice parameters on stoichiometry, x, can be assumed (as in Vegard’s 

law): 

a = (1 - x) aMaghemite + x aMagnetite 
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2) Each nanocrystal behaves as an isotropic medium, which makes 

the uniform isotropic strain a scalar parameter ε =∆a/a. Thus, the NP 

diameter (D), the surface area (S) and the volume (V) depend on the strain 

as: D=D0(1+ε), S=S0(1+ε)2, V=V0(1+ε)3, respectively, where D0, S0, V0 are 

the unstrained quantities and, for a sphere, S0= πD0
2 and V0=πD0

3/6. In 

these conditions, the surface energy change due to strain (∆Es) and the 

bulk elastic strain energy change (∆Eb) can be easily derived as: 

∆Es =  γ[(1+ε)2-1]S0 = π γ (2ε+ε2) D0
2 

where γ is the surface tension, defined as the quantity of energy needed to 

create a unit of new surface; 

∆Eb = (9/2) B ε2 V0 = (3/4) π B ε2 D0
3 

where B is the bulk modulus [39], the only elastic constant to be 

considered in isotropic media.  Therefore, the total energy ∆Eb +∆Es is 

minimal when 

ε  =  − [4γ/(3Β)]/{D0 + [4γ/(3Β)]} ≡ −Ω / (D0 + Ω),     where Ω = 4γ/(3Β). 

3) Ω does not change with respect to x; this assumption is largely 

justified by the similarity of the bulk moduli (B): 186 GPa for magnetite 

[40] and 203 GPa for maghemite [41].  It is also assumed that B does not 

change with the (very small) volume change associated to strain.  

Since Ω has to be very small compared to D0, it can safely state that  

ε ≈  −Ω/D0    or equivalently    D = D0 (1− Ω/D0) 

Thus, stoichiometry and size effects are combined in the following single 

equation, with a single adjustable parameter (Ω):  
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 = (1   

After extracting the lattice parameter and composition 

diameter curves of all samples, and evaluating point

deviations, all the data were fitted by the previous equation, giving an 

excellent fit (GoF ≈ 1) and a value of Ω

uniform residual distribution. A graphical representation is given in 

Figure 4.10 for NP diameters up to 10 nm.

 

Figure 4.10 2D map of the predicted lattice parameters upon varying the 
stoichiometry and size (up to diameters D ≤ 10 nm).

Worthy of note, this law predicts 

upon decreasing the NPs size while keeping constant the oxidation 

degree. According to ref. [33] this is a common behavior for oxides, 

meaning that the surface tension must be 

A similar fit, performed upon assuming a linear dependence of 

with x, did not yield better results, meaning that

necessary to detect this subtle effect. The similarity of the two bulk 

 1 
Ω
 

After extracting the lattice parameter and composition vs. particle 

and evaluating point-wise standard 

, all the data were fitted by the previous equation, giving an 

Ω = -2.05(21) 10-3 nm, with a rather 

A graphical representation is given in 

NP diameters up to 10 nm. 

 
2D map of the predicted lattice parameters upon varying the NP 

≤ 10 nm). 

Worthy of note, this law predicts an inflation of the cell parameter 

upon decreasing the NPs size while keeping constant the oxidation 

this is a common behavior for oxides, 

meaning that the surface tension must be negative. 

A similar fit, performed upon assuming a linear dependence of  Ω 

results, meaning that data of better quality are 

necessary to detect this subtle effect. The similarity of the two bulk 
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moduli explains why strain gradients are negligible in the samples here 

investigated. The magnitude of the surface tension  γ for wet-synthesized 

(and probably ferrihydrite-terminated) magnetite-maghemite NPs can be 

estimated to be –1.8 to –2.0 eV/nm2 using either values of the bulk 

modulus. A generalization to other kinds of surface termination, likely 

obtained by other synthetic routes/environments, is straightforward as 

only the value of Ω is supposed to change, depending on the change in γ. 

4.7 Synchrotron vs laboratory data 

In this paragraph the DFA results obtained on parallel 

measurements using conventional laboratory equipment and synchrotron 

radiation on the same sample (A2) of the IONPs listed in Table 4.1, are 

compared. The test was performed using the instrumental set-ups 

described in paragraph 4.1 and similar experimental conditions for data 

acquisition. Here, synchrotron data are labeled as S; laboratory data were 

collected on the pristine material (L#1) and on the same material, stored 

in the dark, in air and at r.t. for ca. 10 months (L#2). In the second case, 

fine tuning of the detector electronics allowed reduction of the 

fluorescence level, increasing by at least a factor of five the peak-to-

background ratio.  

The comparison included the cubic lattice parameter, the sample 

stoichiometry and the size-distribution analyses. Some limitations, but 

also some strengthening points, of dealing with conventional powder 

diffraction data collected on nanocrystalline materials, can be highlighted. 

Modeling was carried out in a similar way to the one described in 

paragraph 4.2 and the refined parameters were the same. With reference 

to the amorphous component, laboratory diffraction patterns were 
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measured for both L#1 and L#2 experimental conditions and scaled as 

blank curves in the corresponding refinement processes. S and L#2 final 

fits are graphically shown in Figure 4.11, whereas the structural and 

microstructural results for all datasets are reported in Table 4.5. 

Figure 4.11 Final plot of the DFA best fit obtained on synchrotron (S,  λ = 
0.826996 Å) (left) and conventional laboratory equipment (L#2 dataset, Cu-Kα 
radiation) (right). 

Table 4.5. Comparison of the structural and microstructural parameters derived 
by the DFA of the IONP material (see text) from Synchrotron and Laboratory 
datasets. Note that in the FexO4 formulation, x = 3 would represent the ideal 
magnetite, and x = 2.667 the ideal maghemite stoichiometries. 

Parameter Synchrotron Laboratory Laboratory 
Average <D>N, nm  4.4 5.2 3.9 
Average σN, nm  2.2 2.3 2.1 
Average <D>M, nm  9.0 9.0 8.9 
Average σ M, nm  4.6 4.0 4.7 
sof (Feoct) 0.907(5) 0.950(11) 0.946(4) 
Biso (FeT), Å2 0.50(2) 0.70(2) 0.94(3) 
Biso (FeO), Å2 1.03(3) 0.31(4) 1.99(1) 
Biso (O), Å2 0.48(3) 0.01(1) 0.58(1) 
x in FexO4 2.813(11) 2.900(22) 2.892(8) 
Rwp, %; GOF 3.78, 3.32 0.29a, 1.68 2.62, 1.68 
a This very low value depends on the high fluorescence background, not eliminated by 
the Ni-filter in the diffracted beam. Better S/N values have indeed been obtained in 
dataset L#2, by carefully tuning the electronic window of the PSD Lynxeye detector. 
Accordingly, more statistically significant agreement factors are obtained in the latter 
case.  
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The results suggest the following observations: 

i) The lattice parameters derived from the S and L#1 experiments are 

very similar (8.363 and 8.362 Å, respectively), suggesting that they 

can be estimated with good accuracy also when laboratory equipment 

are used. However, it must be also taken into account that small 

misalignments (typically, specimen displacement errors) may induce 

θ-dependent peak shifts, which are more probable in L, rather than in 

S data. 

ii) The lattice parameter derived from the L#2 experiment is 

significantly lower (8.349 Å), indicating the nearly complete 

oxidation of the IONPs, leading to NPs of γ-Fe2O3 (i.e., maghemite). 

iii) Reasonable agreements are also observed in the size and size 

distribution derived from the DFA of the three datasets. Perhaps 

surprisingly, the average sizes and widths of the number- and mass- 

log-normal size distributions match very well, thus giving confidence 

in the possibility of deriving meaningful microstructural parameters 

also from conventional laboratory data (as long as the diffraction 

peaks are not significantly affected by the instrumental broadening). 

This very important statement witnesses that DFA, working in the 

measurement (reciprocal) space, does not suffer (to this extent) of a 

limited Q range, as PDF does. 

iv) An important warning should, at variance, accompany the 

comparison of “structural” features, such as sof’s and thermal 

parameters, for the estimation of which L data seem to be much less 

reliable. 
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4.8 Conclusions 

In this chapter, very small super-paramagnetic IONPs have been 

investigated by innovative synchrotron (reciprocal-space) X-ray total 

scattering methods and DFA. Thanks to the advantage of exploiting the 

information from both Bragg and diffuse scattering, this approach 

allowed simultaneous determination of accurate lattice parameter and 

stoichiometry (from which size-dependent core−shell composition in 

terms of magnetite/maghemite ratios were derived), and full size 

distributions within a coherent approach. The importance of a robust 

quantitative characterization deriving mass-based average NPs sizes and 

size distributions when correlating volume-based magnetic properties has 

been pointed out.  

At the smallest sizes the NPs show surface relaxation. These effects 

are mostly effective for sizes below 5 nm and can be disentangled from 

the competing oxidation-driven lattice contraction provided that an 

accurate data correction for extra-sample contributions and sample 

displacement is performed.  

Based on the particle size distributions of a large series of IONPs 

samples, a straightforward relationship between the lattice parameter, the 

Fe oxidation state and the NP size has been established. This law predicts 

an inflation of the cell parameter upon decreasing the NPs size while 

keeping constant the oxidation degree. Such a behavior is common to 

many oxides and indicates that the surface tension must be negative. 

Finally, the DFA approach has been here applied to conventional 

laboratory equipment data, (mostly) aiming at the extraction of average 

crystal sizes and of their dispersion. Comparison with the results obtained 
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from parallel experiments on the very same material, performed at a 

X04SA-MS beamline, allowed the pitfalls, but also some strength, of this 

approach, to be highlighted. Needless to say, if a well defined 

(experimental and computational) protocol, allowing the correct 

determination of structural and microstructural parameters of nanosized 

materials, can be devised even by using conventional, widely accessible, 

laboratory X-ray powder diffractometers, this would give to material 

scientists new perspectives, and new dimensions, for the characterization 

of nanocrystalline samples. 
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Chapter 5  
Biomimetic Hydroxyapatite Nanoparticles 
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5.1 Introduction 

Organic-inorganic composites assembled by living organisms 

through complex biomineralization mechanisms typically show 

hierarchical, sophisticated architectures providing them exceptional 

functional and adaptive properties. [1] Among these composites, bone is 

one of the most representative systems in which collagen microfibrils (the 

organic matrix) act as a template where the deposition of a nanosized and 

defective hydroxyl calcium phosphate (the mineralized component) takes 

place. [2] The comprehension of the abovementioned mechanisms, 

enabling the strict control over the mineral structure, composition, growth 

and morphology, are still far from being clearly understood. Therefore, 

there is a great deal of interest for the relevance both on the fundamental 

knowledge side and as source of inspiration for preparing biomimetic 

materials with advanced biomedical applications (from regenerative 

medicine and bone tissue engineering to drug delivery). [1,3-5]). In this 

view, biomimetic apatite NPs (i.e very similar in size, shape and 

composition to the mineral component of bone and teeth), are extensively 

investigated and used also as model systems, to explore fundamental 

aspects of the mineralization phenomena. 

In bone, tiny crystal platelets of carbonated apatite are thought to 

grow from an Amorphous Calcium Phosphate (ACP) precursor, the 

control over crystal morphology being regulated mainly through 

interaction with collagen fibrils and some acidic non-collagenous proteins 

[6-9]. The platy shape of the mineral plays an important role in 

determining the unique functional properties of bone [10,11] and is a key 

structural feature to be controlled while forming biomimetic apatites. 
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Interestingly, platelets do not extend normal to the crystallographic 

c-axis, as expected by the hexagonal crystal structure of apatite (space 

group P63/m) [12-14] and as pictorially exemplified in Figure 5.1. 

 

Figure 5.1 Hexagonal (left) and platy (right) morphologies of Ca-deficient 
hydroxyapatite crystals (later used in the DFA modelling); the platy morphology 
comes from an independent growth along a- and b-axes, therefore breaking the 
hexagonal crystal symmetry. (h, k, -h-k, l) indices of the most relevant crystal 
facets are provided. 

Therefore the platy morphology breaks the crystal symmetry 

through a mechanism that, so far, has remained unclear. Whether or not 

such morphology is reminiscent of an unstable transient precursor [15,16] 

(amorphous and/or intermediate, such as the octacalcium phosphate), as 

already observed in other cases of living organisms secreting mineralized 

tissues, [17] is still a matter of debate. 

ACP is highly unstable and the ACP-to-apatite transformation, 

which might help in clarifying the origin of platy crystals, has never been 

directly detected, neither in in vivo nor in in vitro experiments. Curiously, 

spherical ACP particles are reported at the early stages of the precipitation 

process while apatite platelets are observed as the final intrafibrillar 

mineral phase [6,18]. In this view, the role of small molecules, such as 
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citrate, has traditionally been neglected. However, things have changed. 

Organic, low-molecular-weight additives are frequently used nowadays in 

the synthesis of biomimetic apatites to control the crystal growth within 

the nanometer size regime [19]. With particular reference to citrate, these 

molecules might play a broader role than a simple synthetic additive to be 

used in biomimetic approaches, as recently pointed out by Schmidt-Rohr 

and co-workers through solid-state NMR studies [20]. According to this 

study, citrate in bone accounts for about 5.5 weight % of the total organic 

component (a relatively large amount) and the distance of carboxylate 

groups in citrate matches that of pairs of neighbouring Ca2+ ions at the 

(10-10) facets of the apatite crystal. These facts cause citrate to be 

strongly bound to the apatite facets and to block the growth along this 

direction, thus limiting the platelet thickness. The hypothesis that citrate 

stabilizes the size and the morphology of bone apatite was further 

supported by Xie and Nancollas, [21] who highlighted the differences 

between bone and tooth enamel, where the rod-like crystal morphology of 

fluoro-apatite may derive from the much lower content of citrate in saliva 

and the mismatch of carboxylate groups at the crystal surface of fluoro-

apatite. However, how, and to what extent, citrate ions influence 

nucleation and crystal growth in the absence of other organic constituents 

is difficult to disentangle in biological systems and only rarely explored in 

synthetic models [22-24]. 

The work presented in this chapter deals with samples of citrate-

bio-inspired apatite NPs prepared at increasing precipitation times to be 

used as system model and to be investigated by advanced X-ray Total 

Scattering Techniques [25-27] and Atomic Force Microscopy (AFM). 

This study took advantage from the use of citrate molecules on two 
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distinct sides: 1) citrate slows down the transformation rate of ACP-to-

apatite, therefore enabling “snapshots” of the NCs structural and 

morphological changes in time to be isolated; 2) it also allows its unique 

role in controlling the crystal properties to be investigated in vitro. In 

these conditions, citrate ions are not expected to drive, alone, the crystal 

morphology to platelets, as the reported distance-matching criterion 

would apply in the same manner to all six, symmetry equivalent, {10-10} 

facets of the hexagonal apatite structure [28]. 

Total Scattering investigations have been addressed to 

quantitatively characterize nanosized and disordered biomimetic apatite 

NCs in terms of structure, composition, size and morphology. A 

(partially) similar approach was applied to engineered bone tissue 

implants, to simulate X-ray scanning micro-diffraction data [29,30]. In 

this Thesis, the Debussy Suite was used to carry out the complete DFA of 

the investigated samples; a specific strategy to account for flat apatite 

NCs was necessary. AFM characterizations allowed the size and shape 

information on multi-domain NPs to be extracted. In this chapter, after 

illustrating the results of the two complementary techniques, they have 

been cross-coupled, allowing the amorphous-to-crystal transformation 

process at molecular scale resolution to be (ex situ) reconstructed and a 

plausible mechanism inducing the platy morphology proposed.  

 

5.2 Experimentals 

5.2.1 Materials and synthesis 

In order to study the structural, compositional and morphological 

evolution of apatite nanocrystals in the system model, citrate-controlled 
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samples were precipitated at 5 min, 4 h and 96 h, following the batch 

heating synthesis method reported in ref. [22], the main details of which 

are briefly summarized in Annex 1. Preparations were performed either in 

the absence or in the deliberate presence of sodium carbonate, CO3
2- 

being the major phosphate substituent in biological apatites [31,32]. The 

two groups of samples are here labelled as Ap and cAp, respectively. A 

sample instantaneously precipitated was also prepared in the presence of 

sodium carbonate only, providing an amorphous calcium phosphate 

powder (vide infra). Noteworthy, in the absence of citrate ions (a blank 

run), the reaction proceeded along a completely different pathway, 

initially leading to the precipitation of octacalcium phosphate (as 

witnessed by Figure A1.3 of Annex 1). 

5.2.2 Synchrotron X-ray Total Scattering measurements 

Powder samples were loaded in glass capillaries of 0.5 mm 

diameter and measured at the X04SA-MS Beamline of the Swiss Light 

Source of the Paul Scherrer Institut. The beam energy was set at 15 keV 

and the operational wavelength (λ = 0.82669 Å) precisely determined 

through a silicon powder standard NIST 640c [a0 = 0.54311946(92) nm at 

22.5°C] (as detailed in chapter 3). Data were collected in the 2-130° 2θ 

range using the experimental set-up described in chapter 3. 

Data reduction for total scattering analysis (also discussed in 

chapter 3) required independent He/air and capillary scattering traces, as 

well as empty and sample-loaded capillary transmission coefficients. The 

reduction procedure eventually provided data subtracted of all extra-

sample scattering effects and absorption corrected, [33] enabling a DFA 

modelling approach, free of any phenomenological component, using the 



 119

Debussy Suite. [27] Inelastic (Compton) scattering (strongly visible in all 

patterns at the beam energy of 15 keV) was calculated and directly added 

to the Debye pattern model. Figure 5.2 shows the synchrotron X-ray 

scattering data of Ap (panel A) and cAp (panel B) samples after 

corrections has been performed. The scattering trace labelled as ACP in 

Figure 5.2B, refers to the sample instantaneously precipitated in the 

presence of sodium carbonate. It shows the typical features of an 

amorphous calcium phosphate and was further characterized through the 

PDF method [in the form of the reduced G(r)], described above in chapter 

2. Elemental and Thermal Analyses of the ACP sample were also 

performed (following the protocol described in the ref. [24]) to assess the 

overall chemical (not the phase) composition. 

 

Figure 5.2 Synchrotron X-ray scattering data of Ap (A) and cAp (B) samples at 
different maturation times (5 min, 4 h, 96 h, vertically offset for the sake of 
clarity). The ACP sample is instantaneously precipitated (cAp conditions) and 
shows the typical pattern features of an amorphous material. The two insets 
show the effects on the lattice parameters of the CO3

2-/PO4
3- substitution; the 

contraction of the a-axis (filled symbols: ▲5min;  4h;  96h) and the 
expansion of the c-axis (empty symbols: ∆ 5min;  4h;  96h) are rather 
limited in Ap samples and more pronounced in cAp ones. 
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The statistical agreement index Rwp was used to evaluate the match 

between the experimental and DFA pattern model for each dataset; the 

Goodness of Fit (GoF) statistical descriptor to measure the quality of the 

model with respect to the experimental data; GoF = 1 is the expected 

value for a perfect model; slightly higher values, up to ca. 5-6, are 

common for synchrotron data with high counting statistics. [34] 

For each sample, the cell parameters were derived by the 

conventional Rietveld method implemented in the program TOPAS-R 

[35], using symmetrized spherical harmonics to phenomenologically 

reproduce the anisotropic peak broadening due to the anisotropic crystal 

shape. Changes in the lattice parameters of biomimetic apatite are known 

to be largely influenced by ionic substitutions; in the case of the samples 

here characterized, investigations were mainly addressed to evaluate the 

effects of the presence of minor amounts of CO3
2- substitutions [31]. 

5.2.3 AFM measurements 

Atomic Force Microscopy (AFM) is a powerful non-invasive tool to 

measure the size and, particularly, the thickness of samples at nanometer 

and even sub-nanometer resolution [36]. For the measurements carried 

out on the apatite NPs here studied, freeze-dried powdered samples were 

dispersed in ultrapure water and the suspensions were then filtered (0.22 

µm, Millipore) to remove the largest aggregates. A drop of the selected 

slurry was deposited on the (atomically) flat surface of a freshly cleaved 

mica substrate, and subsequently dried by evaporation overnight at r.t. in 

a vacuum desiccator. 
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AFM images were collected with a Nanoscope IIID microscope 

(Digital Instruments, Veeco, Santa Barbara, USA) in tapping mode by 

scanning the sample surface in air with silicon probes (NCHV, spring 

constant of 42 N m-1 and resonant frequency of 320 kHz, Veeco Probes, 

Santa Barbara, USA). For each sample, thickness, width and length were 

measured on more than 30 single (non-aggregated) nanoparticles. The 

vertical resolution was better than 0.1 nm, the lateral one better than 10 

nm. 

 

Figure 5.3 AFM images of ACP, Ap 96 h and cAp 96 h samples. The inset 
shows the z-section of ACP NPs 1 and 2, clearly showing the platy morphology. 
The AFM characterization revealed the NPs platy morphology of all the 
investigated samples.  

 

5.3 Effects of CO3
2-/PO4

3- substitution on lattice parameters and 

structural interpretation in carbonated apatite. 

The Ap and cAp samples investigated in this study are mainly 

carbonated apatites of B-type, i.e. with CO3
2- substituting PO4

3-, as 
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confirmed by FTIR spectroscopy [24]. The effects on cell parameters 

upon sample maturation and the amount of substitution are reported in 

Table 5.1 and graphically shown in the insets of Figure 5.2. A progressive 

unit cell a-axis contraction and a c-axis expansion are observed upon 

maturation; the maximum relative variations are rather limited in Ap (-

0.06%, +0.17%) and more pronounced in cAp samples (-0.20% and 

+0.40%), in which values up to 8 wt% carbonate inclusion (mimicking 

the biological case) are detected at high maturation times. 

Table 5.1 Cell parameters (Å) [derived by the Rietveld method performed by 
TOPAS [35] and CO3

2- wt% estimated by Inductively Coupled Plasma (ICP). 
The wt% of CO3

2- substituting PO4
3- are derived therefrom. Values in the last 

two columns are taken from ref. [24]. 
 

Sample a, b c CO3
2- (ICP)

- CO3
2- / PO4

3- 

Ap 5 min 9.451a 6.871 1.5±0.2 4.0 

Ap 4 h 9.452 6.881 1.1±0.1 2.9 

Ap 96 h 9.446 6.882 1.0±0.3 2.7 

cAp 5 min 9.438 6.875 1.5±0.1 4.0 

cAp 4 h 9.427 6.899 1.5±0.1 4.1 

cAp 96 h 9.419 6.903 2.9±0.1 7.9 

a The Rietveld-derived cell parameters e.s.d.’s fall near 10-4 and are highly unrealistic, 
being determined mainly using the extremely high synchrotron data counting rates under 
the assumption of processing data free of systematic errors. Similar concerns have been 
raised in conventional powder diffraction analysis [34]. Therefore, the reported 
parameter values have been approximated to more sensible numbers. This is also valid 
for the Debye-Waller atomic factors reported in Table 5.7. 

 

Considering the changes of lattice parameters, the CO3
2-/PO4

3- 

substitution suggested an out-of-plane orientation of the vicariant 



carbonate anion, that is here explained 

of Figure 5.4. 

Figure 5.4 Model for out-of-plane orientation of CO
group in apatite structure, explaining the cell axes behavio
samples. The red circles refer to out-of

 

The phosphate and the carbonate

fragment with P=O bond distance of 1.53 Å

with C=O of 1.28 Å [38], respectively, 

estimate of the steric hindrance. 

[001], with the P and C atoms lying on the mirror plane of

structure (P63/m space group model);

view along a C2 symmetry axis of the carbonate group

vertical). For each view, two extreme cases

orientations of the carbonate anions,

 123

that is here explained through the pictorial representation 

 

plane orientation of CO3
2 ion substituting PO4

3- 
xplaining the cell axes behavior, particularly in cAp 

of-plane oxygen atoms. 

the carbonate groups are idealized as a Td 

fragment with P=O bond distance of 1.53 Å [37] and as a D3h fragment 

respectively, of which Figure 5.4 shows the 

 The top section depicts the view down 

[001], with the P and C atoms lying on the mirror plane of the apatite 

group model); the bottom section shows the lateral 

symmetry axis of the carbonate group ([001] axis is 

. For each view, two extreme cases, in-plane and off-plane 

tations of the carbonate anions, are illustrated: in the central column, 
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the carbonate anion completely lies on the crystallographic mirror plane, 

while, in the rightmost part of the panel, the CO3
2- fragment has one C=O 

vector aligned with [001]. 

The A-L labels refer to geometrically derived values which, based 

on literature average P=O and C=O distances, indicate the relative 

protuberance of the different anions (in ab, and along c). These values are 

tentatively used to assess their relative steric impact on the observed 

lattice parameters upon B-type carbonate substitution. Accordingly, 

shrinking of the a and b lattice parameters and slight inflation of the c-

axis in the presence of extra CO3
2- dopants can only be explained by the 

off-plane orientation of the carbonate anions, as derived from the 

comparison of the B and K values, highlighted in red in Figure 5.4. 

 

5.4 DFA modelling of apatite platelets  

The DFA modelling strategy here applied to characterize Ap and 

cAp samples, can be summarized in the following steps: 

1. The bottom-up approach described in chapter 3 was used to generate a 

bivariate population of atomistic models of increasing size and 

hexagonal shape (hex). The crystal structure of a Ca-deficient 

hydroxyapatite [39] (CDHA) (see Figure 5.5) was adopted and its unit 

cell used as the building block of hexagonal prisms (as shown in 

Figure 5.1, left) built up through a layer-by-layer construction and 

under the assumption of two independent “growth” directions, one 

along the six-fold symmetry c axis and the second one in the 

orthogonal ab plane, up to 15 nm in ab and 50 nm along c.  
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Figure 5.5 Crystal structure of hydroxyapatite, viewed down [001]. Atoms 
labeled as Ca2 design the so-called ion-channels, running parallel to the 
crystallographic c-axis, where OH- ions are located. 

 

2. In order to deal with platy CDHA shapes, bivariate populations of 

crystals grown along c, and, in ab, by considering anisotropic 

parallelogram-shaped bases with fixed 1:2 a:b ratio (as shown in 

Figure 5.1, right), were built (platy NCs). This was the simplest way 

of managing the platy morphology without introducing a trivariate 

size distribution function, which in itself is too complex to be 

extracted from even the best possible diffraction data. This point is 

explained in deeper detail in the following. The two populations (hex 

and platy) were then used together and constrained to the same NC 

size distribution and stoichiometry, in a biphasic pattern model. When 

both the hexagonal and platy morphologies were used, the GoF values 

of model vs. experimental patterns were systematically better than the 

model relying on the hex or platy shapes only. A platy shape 

population based on a fixed 1:3 a:b ratio was also tested but it 

provided worse (5 min samples) or comparable (4 h and 96 h samples) 

Gof’s with respect to the 1:2 a:b ratio case; accordingly, the 1:2 NCs 
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ensemble was adopted to describe the platy morphology in all 

samples. 

3. The sampled interatomic distances of each nanocrystal for both 

populations (hex and platy) were computed and stored in suitable 

databases to be used in the subsequent DFA process. 

4. To account for (number- and mass-based) size and shape distributions 

of the bivariate population of CDHA nanocrystals, the bivariate 

lognormal function [40] (see chapter 3 for details) was adopted. To 

best match the pattern models against the experimental patterns, the 

five parameters of the lognormal distribution (the average/standard 

deviation pairs of the size distributions along the two growth 

directions and their correlation angle) were adjusted via the Simplex 

method. Among the structural parameters, the atomic site occupancy 

factors (sof’s) of the two Ca and the hydroxyl O atoms (see Figure 

5.5) and all the isotropic atomic Debye−Waller factors were also 

refined. The phosphate O atoms were constrained to the same value, 

to limit the number of parameters. 

5. The occurrence of an additional amorphous component was detected 

in all samples and taken into account in the pattern model by scaling 

(by linear least squares) the experimental pattern of the ACP sample 

as a blank curve (no additional background contributions were 

needed). Finally, the integral area under the scaled ACP scattering 

trace was used to derive the ACP mass fraction in each sample. 

For each sample, graphical outputs of the best pattern model and of 

the refined bivariate size distribution 2D map are shown in Figure 5.6 and 

in Figure 5.7, respectively. 



Figure 5.6 Best fit of cAp and Ap
experimental powder diffraction pattern (empty circles); total 
(green line) with its amorphous component (
experimental and model patterns (red line, shifted downwards for the sake of 
clarity). No phenomenological component
Downscaling of the amorphous phase upon sample maturation is clearly visible.
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and Ap samples provided by the DFA approach: 
experimental powder diffraction pattern (empty circles); total model pattern 
(green line) with its amorphous component (ACP, blue line); residual between 
experimental and model patterns (red line, shifted downwards for the sake of 

No phenomenological components were used in the model patterns. 
the amorphous phase upon sample maturation is clearly visible.  
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Figure 5.7 Final 2D maps of the bivariate lognormal function modeling the size 
and the shape distribution of Ap and cAp samples. The horizontal axis refers to 
the crystal size in the ab-plane, given as the diameter (
equivalent area, the vertical axis refers to the crystal length along the 
(Lc); the relative mass-based frequency of crystals with sizes (
represented by a color code, according to the 
the different absolute scale of each map). The correlation between the two 
growth axes is not negligible at 5 min of maturation time (
and becomes fairly unimportant in the remaining 

 

The way here adopted for dealing with

possible to extract the shape anisotropy of the 

anisotropy due to the crystal elongation in the 

introducing too many unnecessary parameters. Such anisotropy can be 

 

Final 2D maps of the bivariate lognormal function modeling the size 
and the shape distribution of Ap and cAp samples. The horizontal axis refers to 

plane, given as the diameter (Dab) of the circle of 
equivalent area, the vertical axis refers to the crystal length along the c direction 

based frequency of crystals with sizes (Dab, Lc) is 
the color-coded scale on the right (note 

scale of each map). The correlation between the two 
growth axes is not negligible at 5 min of maturation time (panels 5.6a and 5.6d) 

in the remaining (more mature) samples. 

here adopted for dealing with platy apatite shapes makes it 

the shape anisotropy of the ab-base (in addition to the 

anisotropy due to the crystal elongation in the c-axis direction) without 

introducing too many unnecessary parameters. Such anisotropy can be 
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measured by the ratio (A) between the principal inertia moments 

(major/minor) of the base shape. For the models here used, A=1 for the 

hexagonal base, A=6.17 for the platelet base (1:2 a:b ratio). Since this 

measure is linear in the mass fraction, an effective average base 

anisotropy <A> was derived through the mass fractions of the two 

populations, hex and platy (normalized to the total crystalline 

components), which differ only for the anisotropy of the ab-base shape. 

Table 5.2 DFA-derived mass fractions (WT %) of ACP, Hexagonal and Platy 
CDHA morphologies. The mass fraction of the amorphous component is 
estimated through the integral area under the scaled ACP scattering trace of each 
sample, after normalization to electronic units. WC % values indicate the mass 
fractions normalized to the content of the two crystalline components, on which 
the average base anisotropy factor <A> depends. 

  Sample ACP / Hex / Platy 
wT % 

Hex / Platy 
wC % 

<A> 

Ap 5 min 17.8 / 0 / 82.2 0 / 100 6.17 

Ap 4 h 11.6 / 38.4 / 50.0 43.4 / 56.6 3.93 

Ap 96 h 6.1 / 55.8 / 38.1 59.4 / 40.6 3.10 

cAp 5 min 17.6 / 5.9 / 76.5 7.2 / 92.8 5.80 

cAp 4 h 10.2 / 29.5 / 60.3 32.8 / 67.2 4.47 

cAp 96 h 9.6 / 62.3 / 28.1 68.9 / 31.1 2.61 

 

Accordingly, in the section where the DFA results are discussed, the 

mass fractions of the two morphologically distinct apatite populations 

have been used as an indirect indication of the degree of anisotropy in the 

ab-plane, rather than directly referring to the values of the <A> 

parameter. These values are reported for all samples in Table 5.2; they 

range from 2.61 (cAp 96 h, 31% of platelets) to 6.17 (Ap 5 min, 100% 

platelets). 



 130 

5.5 DFA characterization: structure, composition, size and 

morphology of biomimetic apatites 

According to the DFA method described in the previous section, the 

synchrotron X-ray scattering data of Ap and cAp samples were processed 

by considering two bivariate populations of Ca-deficient hydroxyapatite 

nanocrystals, having hexagonal and platy shapes, respectively, and an 

additional amorphous phase modelled by suitably scaling the 

experimental ACP diffraction curve. For each dataset, the DFA provided 

relevant analytical, structural and microstructural information, specifically 

on: 

1. The relative abundance of ACP and hexagonally/platy shaped CDHA; 

2. The bivariate size distribution of CDHA nanocrystals from which the 

average crystal sizes and shapes and their dispersions were obtained; 

3. The site occupancy factors of Ca and hydroxyl O atoms of the apatite 

structure, from which Ca/P ratios were derived, and the Debye-Waller 

parameters of all atoms; 

4. The surface density of citrate molecules. 

Each of these results is hereafter separately described in detail and 

the most important changes upon sample maturation are pointed out. 

Phase abundance. The weight percentage (wt%) of each of the 

three phases (ACP, hexagonal and platy apatites) in Ap and cAp samples 

are reported in Table 5.2 and variations at increasing maturation time are 

also graphically depicted in Figure 5.8. ACP is always a minor 

component slowly decreasing upon maturation (from 17.8 to 6.1 wt% in 

Ap, from 17.6 to 9.6 wt% in cAp samples, respectively); platy shapes 

[varying from 82.2 to 38.1 wt% (Ap) and from 76.6 to 28.1 wt% (cAp)] 
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represent (nearly) the total crystalline component at 5 min of maturation 

and tend to decrease upon time, the hexagonal shapes becoming the major 

crystalline component after 96 h in both Ap (55.8 wt%) and cAp (62.3 

wt%) samples. 

 

Figure 5.8 Relative abundance of amorphous (ACP) and crystalline apatite 
phases, having hexagonal or platy shape, as estimated by the DFA method for 
each Ap and cAp sample at growing maturation time. 

 

Crystal sizes and shapes. As far as the DFA results on the crystal 

sizes, shapes and their distributions are concerned, by comparing the 2D 

maps of Figure 5.7 (depicting the refined bivariate size distributions of all 

samples) at low (5 min) and high (96 h) maturation times, a clear growth 

of the crystals (and its wide distribution of sizes) along the c-axis can be 

observed, for both the cAp and Ap samples; at variance, a limited growth 

and a narrow(er) distribution are found in the orthogonal direction (ab-

plane). 

Average (number- and mass-based) crystal sizes and size distributions, 

derived from the previous maps for both the hexagonal and the platy 

shapes, are synoptically collected in Table 5.3 and in Table 5.4 and 
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graphically shown (mass-based values only) in Figure 5.9, where they are 

given as <Dab>, σab and <Lc>, σc in the hex case, as average crystal width 

(<W>) and thickness (<T>) in the ab-plane, in the platy case, the crystal 

length <Lc> being the same for the two morphologies.  

Table 5.3 Bivariate lognormal average sizes (<Dab>, <Lc>), size distributions 
(standard deviations σab, σc) (nm), and aspect ratios (AR=<Lc>/<Dab>) of 
hexagonally shaped CDHA nanocrystals. Dab is the diameter of the circle of 
equivalent area in the ab base, Lc the length along the c axis.  
 

Sample Number Distribution Mass Distribution 

 <Dab> (σab) <Lc> (σc) AR <Dab> 

(σ ) 
<Lc> (σc) AR 

Ap 5 min 3.6 (1.2) 8.4 (3.9) 2.3 4.9 (1.6) 12.1 (5.4) 2.5 
Ap 4 h 7.0 (1.0) 16.6 (7.9) 2.4 7.4 (1.0) 21.0 (9.3) 2.8 
Ap 96 h 8.5 (1.9) 14.4 (9.6) 1.7 10.5 (1.8) 25.1 (11.9) 2.4 
cAp 5 3.2 (1.1) 6.3 (3.1) 2.0 4.5 (1.5) 9.6 (4.6) 2.1 
cAp 4 h 5.6 (1.2) 9.0 (5.5) 1.6 6.8 (1.3) 15.0 (7.9) 2.2 
cAp 96 h 10.9 (1.7) 16.2 (9.0) 1.5 12.3 (1.7) 24.1 (10.8) 2.0 
 

Table 5.4 Bivariate lognormal average sizes  (<W> and <T>) and size 
distributions (standard deviations σW, σT) (nm) of platy shape CDHA 
nanocrystals. W and T are the width along the b axis and the thickness of the ab 

base, respectively (see inset of Figure 5.9). <Lc> and σc values coincide with 
those reported in Table 5.3. 
 

Sample Number Distribution Mass Distribution 

 W (σW) T (σT) W (σW) T (σT) 

Ap 5 min 4.8 (1.6) 2.1 (0.7) 6.1 (2.1) 2.6 (0.9) 
Ap 4 h 8.6 (1.3) 3.7 (0.6) 8.9(1.4) 3.9 (0.6) 
Ap 96 h 10.3 (2.6) 4.4 (1.1) 12.4 (2.5) 5.4 (1.1) 
cAp 5 min 4.43 (1.49) 1.92 (0.65) 5.66 (2.03) 2.45 (0.88) 
cAp 4 h 7.07 (1.63) 2.45(0.70) 8.15 (1.78) 3.53 (0.77) 
cAp 96 h 12.90 (2.37) 5.87 (1.03) 14.46 (2.32) 6.26 (1.0) 
 



Figure 5.9 Left: Average sizes of 
growing maturation time, for Ap and cAp samples
length (<Lc, σc) and diameter of the circle of equivalent area (
inset shows the average aspect ratio. 
of platy crystals; σW, σT, not reported
5.4. The inset shows the assignment of T, W, L to crystal domains 
seen by AFM) as well. 

 

Upon maturation, crystals of progressively

two (three, for platelets) growth directions are found; in cAp, crystals are 

systematically smaller and less anisotropic than in Ap, in agreement to 

what reported in the literature, as the effec

[31]; average aspect ratios (<Lc>/<

and Ap samples, respectively.  

Citrate coverage. Number-based size distributions

in the present study to calculate the 

(SSA) of each Ap and cAp sample

morphologies. The total surface area (

{10-10} and {0001} facets, while 

later surface area (SSALateral). Combining these values and the amount of 
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Average sizes of hexagonally shapeed apatite crystals at 
, for Ap and cAp samples. Values are given as crystal 

) and diameter of the circle of equivalent area (<Dab>, σab). The 
 Right: average thickness (T) and width (W) 

, not reported for sake of clarity, are available in Table 
The inset shows the assignment of T, W, L to crystal domains and NPs (as 

Upon maturation, crystals of progressively larger sizes along the 

three, for platelets) growth directions are found; in cAp, crystals are 

systematically smaller and less anisotropic than in Ap, in agreement to 

as the effect of the carbonate substitution  

/<Dab>) are 2.0÷2.2 and 2.4÷2.8 in cAp 

based size distributions have been used 

in the present study to calculate the (total and lateral) specific surface area 

of each Ap and cAp sample, taking into account both model 

area (SSATotal) was calculated including 

while only {10-10} facets were used for the 

Combining these values and the amount of 
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citrate estimated by TGA (taken from ref. [24]), the surface density was 

evaluated as 1 citrate molecule/(n nm)2 (i.e. using the same formalism 

proposed in ref. [20] for biological samples). All SSA and n values are 

reported in Table 5.5. In the investigated samples, the average densities 

(weighted over the two morphologies) of {10-10} facets are in the range 

1.6÷2.0. Worth of note, any a priori assumption was used to derive n. 

 

Table 5.5 Citrate molecules w%, from TGA analysis and Specific Surface Area 
(SSATotal and SSALateral, m2g-1) from DFA have been used to derive the citrate 
surface density n [given as 1 molecule/(n nm)2] of {10-10} facets in hexagonal 
and platy crystals. 

  Hex crystals Platy crystals 

Sample Citrate 
(w%) 

SSATotal SSALateral n SSATotal SSALateral n 

Ap 5 min 5.0 587 490 1.72 586 518 1.77 

Ap 4 h 2.4 321 273 1.88 375 332 2.08 

Ap 96 h 2.0 228 187 1.71 274 238 1.93 

cAp 5 min 5.9 671 542 1.66 646 558 1.69 

cAp 4 h 3.3 375 299 1.67 424 361 1.84 

cAp 96 h 2.1 193 153 1.51 235 201 1.73 

 

Ca/P ratios. An important structural feature of biomimetic Ca-

deficient apatites relies on the Ca/P ratio, a parameter that can strongly 

affect their dissolution properties [41]. These values have been obtained 

for Ap and cAp samples by refining the site occupancy factor (sof) of the 

two independent Ca atoms of the apatite structure (see Figure 5.5) and 

compared to the experimental Ca/P values (available from ref. [24] by 

ICP-OES). However, this kind of analysis provides a global indicator in 
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which the likely different Ca/P ratios of amorphous and crystalline 

components within the same sample cannot be distinguished. The DFA 

method allows the Ca/P ratio of the crystalline apatite to be estimated 

independently of any co-existing ACP fraction. Refined Ca sof’s and Ca/P 

ratios derived there from for CDHA crystals only [Ca/P(DFA-Cr)] are 

reported in Table 5.6 for all samples. Values [Ca/P(DFA-T)] taking the ACP 

fraction into account were also estimated by adding the (suitably 

weighted) ICP–OES-determined value for ACP (1.71±0.03) to the 

previous ones. Table 5.6 also reports the refined sof of the hydroxyl O 

atom, the amount of which may fluctuate as a function of the Ca 

deficiency and the crystal structure defectiveness [42]. 

Table 5.6 Site occupancy factor for Ca1 (Wyckoff’s 4f), Ca2 (Wyckoff’s 6h), 
and hydroxyl O atoms (Wyckoff’s 6h); Ca/P(DFA-Cr) ratios are derived by DFA 
for the crystalline apatite component and Ca/P(DFA-T) by adding to these values 
the ICP–OES-determined value for ACP. Ca/P(ICP-OES) are the ICP–OES-
determined Ca/P values (taken from ref. [24]). 
 

Sample Ca1 Ca2 OOH Ca/P(DFA-Cr) Ca/P(DFA-T) Ca/P(ICP-OES)

Ap 5 min 0.937 0.919 0.5 1.54 1.57 1.53(2) 
Ap 4 h 0.979 0.892 0.5 1.54 1.56 1.51(2) 

Ap 96 h 1.000 0.949 0.46 1.62 1.63 1.54(2) 

cAp5 min 0.946 0.914 0.5 1.54 1.57 1.60(2) 

cAp 4 h 0.983 0.957 0.44 1.61 1.62 1.60(2) 

cAp 96 h 0.993 0.971 0.43 1.63 1.64 1.58(2) 
 

[Ca/P(DFA-T)] values seem to fairly match the ICP-OES-determined 

Ca/P ratios. Major deviations can be observed in the most mature Ap and 

cAp samples (96 h), for which more stoichiometric apatite crystals are 

indicated by DFA. However, this DFA finding is in agreement with self-
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healing processes reported in the literature for synthetic apatites at 

increasing maturation time [41]. 

Sof’s in Table 5.6 refer to values from a size-independent model. 

Size-dependent sof’s have been refined only in the 96 h samples which 

provided: in cAp, a fairly constant sof ~ 0.992 (Ca1), values in the range 

0.91÷0.97 for Ca2 and 0.42÷0.44 for OOH, on increasing the crystal size 

(mainly along the c-axis, according to the size distribution map of Figure 

2c); in Ap s: sof ~ 1.0 (Ca1), 0.92÷0.95 (Ca2) and 0.5 (OOH).  

Table 5.7 Isotropic Debye-Waller factors (Å2) for Ca1, Ca2, P, phosphate and 
hydroxyl O atoms. 
 

Sample Ca1 Ca2 P O (PO4) O (OH) 

Ap 5 min 0.86a 1.28 1.05 1.13 3.89 

Ap 4 h 1.26 0.91 1.12 1.43 2.87 

Ap 96 h 1.04 1.11 0.91 1.30 2.46 

cAp 5 min 1.01 1.27 1.27 1.13 4.85 

cAp 4 h 1.36 1.48 1.31 1.46 4.36 

cAp 96 h 1.32 1.14 1.41 1.28 2.77 

a For the statistical significance of the D-W factors, see note in Table 5.1. 

 

Atomic Debye-Waller factors. (Chemically) plausible values of the 

(size-independent) isotropic atomic Debye-Waller factor were refined for 

the investigated samples. The values ranged from 0.9 to 1.5 (Å2) for Ca, P 

and phosphate-O atoms, while larger parameters (in the 2.5÷4.8 Å2 range 

and decreasing at larger crystal sizes) were found for OOH. All the values 

are reported in Table 5.7. 
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5.6 Radial Distribution Function characterization 

Aiming at exploring structural similarities between the amorphous 

phosphate phase and the apatite crystals, the Total Scattering 

characterization in real space of ACP (the instantaneously precipitated 

material) and of cAp 96 h (the most mature one), was performed. The two 

corresponding G(r)’s functions are compared in Figure 5.10. The first two 

peaks correspond to the nearest-neighbour P-O (1.5 Å), Ca-O (2.4 Å) and 

O-O (2.5 Å) inter-atomic distances, respectively. For r < 5 Å, peaks 

indicate a similar local organization around each calcium ion in the two 

samples. 

Figure 5.10 also shows that the particle correlation length in ACP does 

not extend over 10 Å. This value well matches the (theoretically 

calculated) radius of Posner’s cluster [43] (the purported common 

building unit of ACP and apatite), as well as the size of experimentally 

detected calcium phosphate clusters (by Dynamic Light Scattering) [44] 

and stable pre-nucleation clusters (high-resolution cryo-Transmission 

Electron Microscopy) [1818] in simulated body fluids, and, to some 

extent, also the slightly polydisperse ACP NP thicknesses of 1.1±0.5 nm 

measured by AFM in the present study and described in the next section. 

Very recently, the nano-sized entities named pre-nucleation clusters in 

ref. [18], have been identified by the same group of authors as soluble 

calcium triphosphate complexes which aggregate in solution and, after 

taking up Ca2+ ions, precipitate as ACP, which is described as a fractal of 

Ca2(HPO4)3
2- clusters [45]. Concerning the role of these pre-nucleation (or 

Posner) clusters, or of the polynuclear complexes, the observations and 

the results from the present study on the structural and morphological 

evolution of apatite, and the RDF characterization, seem to be in favour 
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of a NC growth from a solid precursor in which smaller pre

entities progressively grow within the ACP NPs

confirming or excluding that these clusters are ion association complexes

can be said. 

Figure 5.10 Reduced G(r) function providing 
vs. atomic distances in ACP (top) and in cAp
correspond to the nearest-neighbour P-O (1.5 Å, red vertical bar), Ca
grey vertical bar) and O-O (2.5 Å, blue vertical bar) interatomic distances, 
respectively. G(r) also shows that the ACP correlation length d
over 10 Å and, at low r values (< 5 Å), peaks indicate a similar local 
organization around each calcium ion in the two samples

5.7 AFM characterization of apatite NPs

AFM ex situ measurements were carried out 

characterized by the DFA method, as an independent analysis on t

and the morphology evolution of Ap and cAp NPs

resolution cannot “see” the crystalline or amorphous nature of the imaged 

NPs. The sub-nanometre vertical resolution 

AFM images was used, in particular, to obtain reliable values of the NPs 

thickness. The AFM image of ACP shown in Figure 5.3 and the 

depicted in the inset clearly indicate that they are platelets, the average 

of a NC growth from a solid precursor in which smaller pre-organized 

ow within the ACP NPs. However, nothing 

these clusters are ion association complexes, 

 

) function providing the plot of atomic number density 
in cAp 96 h (bottom). The first two peaks 
O (1.5 Å, red vertical bar), Ca-O (2.4 Å, 

O (2.5 Å, blue vertical bar) interatomic distances, 
shows that the ACP correlation length does not extend 

5 Å), peaks indicate a similar local 
organization around each calcium ion in the two samples. 

patite NPs 

were carried out on the same samples 

characterized by the DFA method, as an independent analysis on the size 

and cAp NPs. Worth of note, AFM 

resolution cannot “see” the crystalline or amorphous nature of the imaged 

nanometre vertical resolution (better than 0.1 nm) of the 

AFM images was used, in particular, to obtain reliable values of the NPs 

shown in Figure 5.3 and the z-section 

in the inset clearly indicate that they are platelets, the average 
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sample thickness of 1.1±0.5 nm being much smaller than both the average 

length and width. The amorphous nature of these particles is witnessed by 

the synchrotron X-ray scattering pattern and the RDF analysis on samples 

precipitated under the same conditions. ACP, before and after AFM 

investigations, remained unchanged; as it was confirmed by X-ray 

diffraction and Raman spectroscopy (see Figure A1.2 in Annex 1). 

Table 5.8 summarizes the dimensions of the NPs as measured by 

AFM. In all samples, the NPs are platelets increasing their thickness upon 

maturation time. ACP appears as isometric NPs (in the imaging plane) 

whereas Ap and cAp are clearly elongated. Their morphological evolution 

showed opposite trends: Ap NPs increased their width and length; cAp 

NPs slightly thickened while the other two dimensions progressively 

reduced. A detailed discussion of these findings is presented in the next 

section. 

Table 5.8 (Number-based) average linear dimensions (nm) and their variances 
for nanoparticles imaged by AFM. Thickness (TAFM), Width (WAFM) and Length 
(LAFM) are assigned according to Figure 5.9.  

Sample (b) < LAFM > < WAFM > < TAFM > 

ACP 35.5 ± 6.9 34.7 ± 6.5 1.1 ± 0.5 
Ap 5 min 53.2 ± 7.4 24.4 ± 3.8 2.5 ± 0.7 

Ap 4 h 66.3 ± 22.9 38.9 ± 15.1 6.2 ± 1.1 

Ap 96 h 104.1 ± 19.0 56.6 ± 12.2 13.5 ± 4.1 

cAp 5 min 80.1 ± 11.6 50.4 ± 10.4 2.8 ± 0.5 

cAp 4 h 56.8 ± 13.1 38.0 ± 12.4 4.7 ± 1.6 

cAp 96 h 38.9 ± 8.0 28.7 ± 4.2 6.1 ± 2.2 
 
(b) The AFM averages are compared in Figure 5.11 to the mass-based values (instead of 
the number-based ones) derived by DFA. This choice relies on the fact that the mass-
based DFA-values are more representative of the whole sample, which is therefore more 
safely compared to the finest particles analyzed by AFM. 
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The formation of platy amorphous calcium phosphate NPs is a 

fairly unusual finding, though not completely new. In fact, other authors 

by in situ AFM have recently reported on ACP (or poorly crystalline 

apatite) platelets (2.3 nm thick) forming on the surface of calcite crystals 

through a surface-induced mechanism initiated by the aggregation of 

clusters and leading to the nucleation and growth of ACP/apatite particles 

[46]. Interestingly, the process was observed in the presence of citrate 

that, in low concentration, increased the mineral nucleation rate.  

Analogously to these observations, the formation of ACP platelets 

in the present study might be explained by the action of a template surface 

favouring the oriented aggregation of calcium phosphate clusters. López-

Macipe et al. [2222] already proposed that calcium phosphate 

heterogeneously nucleates on the surface of sodium citrate crystals grown 

in the early stages. They suggested that the formation of the template was 

crucial to obtain apatite particles with nanosized dimensions. In the 

present study, sub-micrometer-sized Na3(cit)·2H2O and Na3(cit)·5.5H2O 

crystals were also detected by X-ray diffraction immediately after mixing 

(see Figure A1.2 of Annex 1) and disappeared very rapidly. This finding 

suggested that the ACP platelets are formed by the oriented aggregation 

of clusters adsorbed on the surface of sodium citrate crystals, which later 

dissolve by sudden pH changes (as shown in Figure A1.1 of Annex 1). 

 

5.8 DFA vs AFM: a plausible mechanism forming platelets 

This section is dedicated to tentatively interpreting the structural 

and morphological evolution of the citrate-controlled apatite NPs by 

cross-coupling the Total Scattering [DFA and G(r)] and the AFM results.  
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Our AFM analysis shows that tiny platelets form at the earliest 

stages of precipitation, amorphous in nature (ACP sample), the 

correlation length of which [ca. 1 nm, as measured by the G(r) function] 

well matches the thicknesses of 1.1±0.5 nm measured by AFM on a 

sample obtained in the same synthetic conditions. On increasing the 

maturation time, Ap and cAp appear as thicker but still platy NPs (Figure 

5.3 and Table 5.8). On the other side, DFA indicates the formation of 

apatite nanocrystals after 5 min coexisting with a non-negligible amount 

of ACP (ca. 18 wt%). At this maturation time, the majority of crystals 

(more than 90 wt% of the crystal fraction) appear as tiny, platy shaped 

domains ca. 2.5 nm thick, 6.0 nm wide and 9.6 nm long (Figure 5.9). 

Upon maturation, larger crystals of preferential hexagonal shape (up to 70 

wt%) develop while the content of ACP progressively decreases (below 

10 wt%). Ap and cAp samples mainly differ in the systematically smaller 

sizes and the lower aspect ratios of nanocrystals in cAp. 

One of the most relevant finding was that, regardless of the 

chemical environment and the precipitation time, all samples show a 

broad distribution of crystal lengths (along the c-axis) and a narrow 

distribution of size in the ab-plane. Interestingly, the estimated citrate 

surface density of 1 molecule/(n nm)2 provided values of n (for the lateral 

coverage) in the 1.6-2.0 range, which are very close to the value (n~2) 

reported for avian and bovine bone by Schmidt-Rohr and co-workers 

[20]. Therefore, both findings (the narrow crystals size distribution 

normal to the {10-10} facets and the citrate coverage of these facets) are 

well in agreement with the mechanism, hypothesized in bone 

mineralization by the previously mentioned authors, of adsorbed citrate 

stabilizing the apatite crystals thickness. Nonetheless, Schmidt-Rohr and 
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co-workers do not explain (they just assume) the preferential platy shape 

of crystals found at low maturation times. 

Aiming at clarifying this point, the average thickness (TDFA), width 

(WDFA) and length (LDFA) of crystal domains provided by DFA, were then 

compared to those determined by AFM on whole single NPs (TAFM, 

WAFM, LAFM), disregarding their amorphous or crystalline nature. In doing 

such a comparison, thickness (T), width (W) and length (L) are assigned 

to the platelets (either crystal domains or NPs), as in Figure 5.9 (T < W < 

L,), which also shows the mutual orientation of crystallographic axes and 

NPs surface. TDFA and WDFA correspond to weighted averages of 

hexagonal and platy morphologies. 

 

Figure 5.11 Left: average thickness of crystal domains provided by DFA (TDFA) 
vs. average thickness of NPs provided by AFM (TAFM). Right: average length of 
crystal domains (LDFA) vs. average length of NPs (LAFM) (top) and average width 
of crystal domains (WDFA) vs. average width of NPs (WAFM) (bottom). 

This comparison is graphically depicted in Figure 5.11. Importantly, 

crystal thickness systematically matches the NPs thickness (TDFA ≈ TAFM) 

until 4 h maturation, while width and length are systematically smaller in 

crystals than in NPs (WDFA< WAFM and LDFA< LAFM). This result implies 
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that, at low and medium maturation time, NPs must be single crystal 

domains along TAFM and multiple crystal domains along WAFM and LAFM. 

The coincidence of TDFA and TAFM (the shortest sizes) further indicates 

that crystals are oriented with their (10-10) plane parallel to the NP 

surface imaged by AFM (easily caught by comparing platelets of Figure 

5.1 and of Figure 5.9). This finding is very important, as it enables the 

anisotropic growth along the crystallographic a- and b-axes (breaking the 

hexagonal symmetry and giving rise to platy crystals) to be inferred. 

Indeed, due to the finite thickness of the parent amorphous platelets 

(TAFM) and the further binding of citrate on the surface, the growth is 

expected to stop in one direction but to freely continue in the other 

directions within each NP, therefore increasing WDFA and LDFA, as later 

substantiated. 

In order to interpret what happens at longer maturation time and 

explaining why the crystals and NPs at 96 h do not show similar 

thickness, many aspects need to be considered. Time-dependent pH 

variations (Figure A1.1) and the tendency toward dissolution of the 

smallest crystals (which show, in addition, a lower Ca/P ratio, see Table 

5.6) might favour particle aggregation/re-crystallization phenomena [41] 

and, therefore, new crystals and NPs (having different sizes and shapes) 

are likely to form. These processes are witnessed by the change towards a 

preferential hexagonal shape of crystals (according to the DFA findings) 

and the different way Ap and cAp NPs changed their size and shape 

(according to the AFM study). Indeed, Ap NPs grew along all three 

directions (TAFM, WAFM and LAFM) and multiple crystal domains appear 

even along their thickness. In contrast, cAp NPs slightly thickened while 

they progressively shrank in WAFM and LAFM (Figure 5.11), TDFA being 
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1.5 times larger than TAFM, a rather difficult to interpret conundrum. A 

tentative explanation is hereafter proposed and takes into account that, in 

DFA, crystal sizes are representative of the entire irradiated sample 

volume, while AFM analyzes only the finest fraction. Therefore, in the 

cAp 96 h case, the single NPs might be more selectively made of platy 

crystals, whose thickness well fits that of NPs (ca. 6 nm, compare values 

in Table 5.4 and Table 5.8) and accounting for ca. 30 wt% of the total 

crystal fraction. The remaining larger hexagonal crystals are expected to 

fall into the bigger aggregates. If the same assumption is taken for the 

youngest samples, results do not change significantly since platy crystals 

are nearly ubiquitous and the major fraction in the 5 min and 4 h samples. 

On the basis of the foregoing results, a plausible mechanism is 

proposed for the formation of apatite platelets, which is pictorially 

schematized in Figure 5.12. It relies on the multiple roles citrate ions 

seem to play for the samples here investigated. 

 

Figure 5.12 Schematics of the mechanism forming crystal platelets during the 
ACP-to-apatite transformation. A time scale of minutes applies to the initial 
stages and hours to the maturation process. 
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The sodium citrate crystals detected at the earliest stages [47] are 

supposed to act as a template surface which, through adsorption of ionic 

species (Ca2+, HPO4
2- and OH-, neglecting the minor ones), might trigger 

the heterogeneous nucleation process through surface formation of 

“clusters” that, laterally aggregating, form ACP particles with unusual 

platy morphology [46]; alternatively, the template surface might adsorb 

calcium phosphate clusters already formed in solution. 

Partial dissolution of the template, due to the drop of pH and the 

temperature change in the initial stages (Figure A1.1), leads to the 

formation of Hcit2-/cit3- anions, which partially bind to the ACP platelets, 

slowing down their thickening by inhibiting further ion adsorption and 

NP aggregation. Apatite crystals start to grow from multiple nuclei within 

each ACP platelet. The hexagonal crystal symmetry drives independent 

growth of each nucleus along the c-axis and isotropically along the a- and 

b-axes, in the orthogonal plane until the NP platelet surface is reached. At 

this point citrate ions [strongly bound to surface Ca2+ ions on the free (10-

10) crystal facet] stop any further growth in this direction, which anyway 

continues in the other two (in the presence of as yet untransformed 

amorphous material) until separately nucleated crystal domains touch 

each other. Platy crystals of the same thickness as initial ACP platelets are 

thus formed at low maturation times. 

After a few hours this mechanism seems to be still active in 

controlling the average crystal thickness. However, dissolution, 

aggregation and recrystallization phenomena start to become effective and 

hexagonal crystals start to form (or, in other words, the average crystal 

anisotropy in the ab-plane starts to decrease) until they become dominant 

after 96 h, with the growth of larger (more stoichiometric) apatite crystals. 
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5.9 Conclusions 

In this chapter, Total Scattering Techniques, mostly DFA but also 

RDF analysis, have been used as a multivalent approach to quantitatively 

investigate many aspects of interest (structure, stoichiometry, size and 

morphology) of biomimetic apatites within a coherent framework, 

showing all the strength and potential of such an approach. Nevertheless, 

the advantage of jointly use complementary techniques, in this case X-ray 

scattering (DFA) and microscopic methods (AFM), has allowed the 

amorphous-to-crystalline transformation process to be disclosed and an 

appealing plausible mechanism inducing the platy morphology in bio-

inspired apatite nanocrystals to be proposed. The role of citrate in driving 

the formation of platy apatite NCs similar to those formed in bone under 

the control of acidic non-collagenous proteins, collagen fibrils and, likely, 

citrate ions, was also pointed out. A similar mechanism might be at work 

in bone mineralization, where citrate ions might play a broader role than 

has been depicted to date. Finally, the quantitative picture of the 

structural, compositional and morphological evolution of citrate-

controlled apatite nanoparticles, here presented, can be of great relevance 

in tuning the properties of this important class of biomaterials for 

advanced applications. 
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precipitation of a small amount of tiny sodium citrate crystals, observed 
also in blank experiments performed by adding CaCl2 uniquely to ca. 0.4 
M solution of sodium citrate. 
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Chapter 6  
Defective Coordination Polymers: 

From Paracrystalline [Ru(CO)4]n 1D Polymer  

to Nanosized Ruthenium Metal 
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6.1 Introduction 

Nanosized 1D molecular metal wires and 1D, 2D superclusters that 

are assembled through M–M bonds have peculiar geometric and 

electronic features making them interesting low-dimensional molecular 

materials for several fields of applications (molecular electronics, 

nanolithography, catalysis [1-6]). Among these, organometallic polymers 

containing M-M bonds in the backbone might inherently act as potential 

precursors to high aspect ratio nanomaterials and ultrathin metal 

nanowires, thanks to the presence of metal atoms arranged in chains and 

the relatively inert ligands wrapped around them and provided that the 

main problem of preventing the aggregation of the metal chains, once 

organic ligands are removed, is solved [7,8]. Indeed, many extended 

carbonyl species have been synthesized through the years, [see for 

example the HRe(CO)4 polymer [9] or the [Pt3(CO)6]n
m- stacks of D3h 

fragments [10]]; however, the tendency of 2nd and 3rd row transition 

metals to maximizing the metal-to-metal connectivity plays a major role 

in driving high-nuclearity carbonyl clusters toward a closed, convex, 

often polyhedral shape [11], making the isolation of 1D species a rare 

event.  

In this view, the long known [Ru(CO)4]n polymer [12] features a 

very anisotropic distribution of metal atoms, within collinear chains of 

(covalently bonded) ruthenium atoms, making it a promising candidate, as 

witnessed by the interest in the recent scientific literature. Many papers 

have addressed the polymer chemical and functional properties  

[11,13,14] towards the formation of ruthenium nanowires upon controlled 

thermal degradation [15]. Worthy of note, Ru metal nanoparticles 

pyrolytically generated at 200 °C from the polymeric precursor [16,17] 
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show enhanced catalytic activity, e.g. in CO oxidation (with reduced 

conversion temperatures and increased conversion yields), compared to 

those prepared from Ru salts or Os precursors. These appealing properties 

are attributed to the presence of elongated Ru nanorods (TEM evidence). 

“Ruthenium tetracarbonyl” is a cornerstone of modern 

organometallic chemistry [18]. Its stable and commercial form, the widely 

known Ru3(CO)12 molecule, normally appears as a cyclic trimer in which 

ligand-unsupported Ru-Ru bonds generate a triangular cluster of idealized 

D3h symmetry [19]. At variance, the polymeric [Ru(CO)4]n species 

contains chains of trans-D4h-Ru(CO)4 fragments (shown in Figure 6.1) 

staggered by 45° one to each other, with a Ru-Ru distance of 2.860(1) Å 

(very close to that found in solid Ru3(CO)12, 2.844(2) Å [20]). 

Independent solid-state 13C NMR on nanosized [Ru(bipy)(CO)2]n polymer 

(n ≈ 20) and DFT methods on the pristine [Ru(CO)4]4 species have 

confirmed the staggering of chains [21,22]. Therefore, being [Ru(CO)4]4 a 

unique case of a neutral homoleptic carbonylic polymer where metal 

atoms are arranged in parallel chains well separated by the ligand shell, it 

is considered one of the most appropriate candidates for the formation of 

highly anisotropic Ru metallic nanoparticles, by simple CO desorption.  

The renewed interest in its potential nanotechnological properties 

couples with some intriguing structural and microstructural aspects of 

[Ru(CO)4]n polymer that, nearly two decades after a crystal and molecular 

model has been proposed (by unconventional structural powder 

diffraction methods) [23], remain unsolved and leave the interpretation of 

the structural defectiveness of this compound still unsatisfactory.  
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This chapter is dedicated to a detailed analysis of the structural 

defectiveness of the [Ru(CO)4]n chain polymer and on its modelling 

through the DFA approach. The Total Scattering approach enabled a new, 

previously unforeseen, 2D paracrystalline effect to be disclosed. A 

paracrystal is a crystalline species that has a highly distorted lattice with 

unit cells of variable shape and size, and in which correlation among the 

different displacement exists. An original way of implementing this 

structural defect in the DFA approach, i.e. including correlated chain 

displacements, is here presented and its application to X-ray synchrotron 

data collected on the compound under study is discussed. 

 

Figure 6.1 Left: a 8-monomers sequence of staggered D4h Ru(CO)4 fragments; 
right: the pseudohexagonal Ibam crystal packing [23] of the polymeric chains in 
ab (viewed down c). The arrows refer to the correlated shift directions of a 
paracrystalline model later discussed. 
 

Despite recent advancements (described in chapter 3 [24]) have 

made it possible extending the application of the DFA approach to the 
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characterization of a variety of nanosized materials (metals, oxides and 

chalchogenides and bioceramics, [25-32, however, studies of covalently 

bound systems by this method have not been reported. Therefore, this is 

also the first case of application, in the realm of simple organometallic 

polymers of known average structure, allowing otherwise inaccessible 

structural features to be disclosed.  

Moreover, the in-situ thermally induced transformation to 

ruthenium metal nanoparticles was also investigated, aiming at 

unravelling potential effects of the defects on the formation of nanowires. 

In this view, surprising results have been obtained. 

 

6.2 Experimentals 

6.2.1 Materials 

A powdered sample of [Ru(CO)4]n was prepared in 4 h following 

standard literature methods [12,23], using a UV lamp (with an emission 

peak near 290 nm). 

6.2.2 Synchrotron X-ray scattering measurements 

 Synchrotron X-ray scattering data were collected at the X04SA-MS 

beamline [33,34] of the Swiss Light Source, at RT on freshly prepared 

[Ru(CO)4]n using the experimental set-up described in chapter 3, a beam 

energy of 20 keV (λ = 0.620639 Å) and  a 0.3 mm ∅ glass capillary. Prior 

to the DFA modelling, Silicon NIST 640c, air and glass capillary 

scattering patterns were measured and all the steps of the reduction 

procedure described in chapter 3 applied to the raw data. The beamline 
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high angular resolution, without significant instrumental contribution to 

the peak broadening, played an important role in this case of study. 

In a parallel set of experiments, [Ru(CO)4]n in situ measurements 

were performed (using the wavelength λ =1.00411 Å), from RT up to 470 

K, where transformation to metallic ruthenium was complete, in 5 K 

steps. Upon cooling back to room temperature, the full diffraction pattern 

was collected again and used for the characterization of metallic Ru.  

Total scattering data analysis was performed using a modified 

version of the Debussy Suite [35] in which coding of the complex algebra 

briefly presented in next paragraphs was included. Le Bail and Rietveld 

refinements (vide infra) were performed using the Fundamental Parameter 

Approach implemented in TOPAS-R [36]. 

 

6.3 Facing a complex microstructural problem  

The [Ru(CO)4]n powder diffraction trace shows some peculiar 

features,  that have been repeatedly observed in different preparations by 

different groups, also adopting slight modifications of the original 

synthesis procedure, which are clearly visible in Figure 6.2: the 

coexistence of a few sharp peaks with very broad ones (wider than 2.0° in 

laboratory data using Cu-Kα radiation). In the original Rietveld-like [37] 

structure analysis, with diffracted intensities computed by taking into 

account Bragg scattering only, such an anisotropic peak broadening was 

tentatively attributed to lattice strain in the ab plane; a phenomenological 

description of the shape and the width of these peaks was adopted and a 

model able to anisotropically broaden the peaks was applied.  



Figure 6.2 Indexed XRPD pattern of [Ru(CO)
widths. The inset shows the plot of the isosurface
harmonics representing the average crystal shape, resulting in a concave surface 
with no obvious physical counterpart 

 

Aiming at unraveling the complex structural defectiveness behind 

such experimental observations

diffraction data (free of instrumental broadening effects) were used for a 

deeper analysis of the widths of the peaks

procedure. The analysis ended up with ver

peaks, providing microstructural information along 

respectively, and very broad hk0 

directions. These values were then b

extract information about the (vectorially

(ACS, determined by estimating the 1/cos

broadening). Interestingly, instead of defining a convex shape, 

fall on a concave 2D plot (Figure 

star-shaped nanocrystals, with highly protruding beams

a and b than along the diagonals. Moreover, a shape

confirmed by electron microscopy
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of [Ru(CO)4]n, showing very anisotropic peak 
plot of the isosurface obtained by spherical 

crystal shape, resulting in a concave surface 
 (the largest lobe lies along the c direction). 

unraveling the complex structural defectiveness behind 

s, the newly collected synchrotron 

(free of instrumental broadening effects) were used for a 

the widths of the peaks, following a single-peak fitting 

The analysis ended up with very narrow h00, 0k0 and 00l 

providing microstructural information along a, b and c axes, 

 peaks (h,k ≠ 0), related to the off-axes 

These values were then back transformed into real space to 

vectorially-spread) apparent crystal sizes 

, determined by estimating the 1/cosθ-dependent Lorentzian size 

nstead of defining a convex shape, ACS nicely 

fall on a concave 2D plot (Figure 6.3), which would imply questionable 

with highly protruding beams, 10 times larger in 

. Moreover, a shape of this type was not 

by electron microscopy [15].  
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Figure 6.3 Plot of the distribution of the ACS values (nm), derived from 
unconstrained single-peak profile fitting of the hk0 reflections, drawn in the xy 
real space. The dashed red lines are a guide to the eye. 
 

A full pattern simulation carried out using the (4th order) 

symmetrized spherical harmonics model of the TOPAS-R program and 

accounting for in-plane and off-plane microstructural features, provided 

apparent average size and shape of crystals of mmm symmetry (inset of 

Figure 6.2). The concave surface shown in the inset speaks for an 

awkward “perturbation” effect (even if slightly concave Pd nanocubes 

have been reported [38]). These findings seem to exclude size and shape 

of the crystal domains as possible causes of the effect observed in the 

diffraction pattern. In a similar way, if the unusual peak broadening is 

attributed to strain (with tanθ dependence), no obvious physical 

counterpart can be devised. These results, eventually suggested the 

occurrence of a conditional disorder, later attributed to anisotropic 

paracrystallinity of the chains packing in ab, as discussed in detail in the 

following section. 
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6.4 Including 2D anisotropic paracrystalline effects in the Debye 

Function Analysis  

Recovering the structural defectiveness of [Ru(CO)4]n was possible 

thanks to the intrinsic nature of the DSE [39] of dealing with structural 

defects in real space and then providing an exact modeling, in the 

reciprocal space, of the whole sample scattering.  

Following the seminal work by Hosemann, Bachi and Welberry 

[40,41], the Debye equation was suitably modified to add anisotropic 

paracrystalline features to the average crystal structure. In order to 

understand how such a phenomenon of partially correlated shifts can be 

accounted for within the DSE formalism, some essential algebraic details, 

based on the Welberry’s formalism [41], are also provided in Annex 2. 

With specific reference to the case of [Ru(CO)4]n, damped 

correlations (in real space) between chain axes locations in ab were 

defined and a probabilistic description of the interatomic vectors in that 

plane was considered. For a better comprehension of the model, the case 

of 1D displacements in a 2D lattice is firstly considered. According to the 

algebraic details in A.2.1, the following equation applies: 

 = 	exp	 −
1
2

 − 

21 − 
||

||
 

where d is the vector separating two chains (in ab), ra and sa are the so-

called longitudinal and transversal correlation coefficients and m and n 

are the location (in lattice units) of the pertinent chain. σa
2 is the statistical 

variance (i.e. the amplitude of uncorrelated shifts) of the packing 

periodicity along a; σa
2 also represents the natural limit of the dispersion 
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of large interatomic distances (see Figure A.2.1)

drawing of the geometrical relationships among the different correlation 

coefficients is shown in Figure 6.4. The 

considered in the 1D case. Extension

obtained by adding new rb, sb and σb terms

longitudinal correlation coefficients and s

 
Figure 6.4 Schematic drawing of the geometrical relationships among the 
different correlation coefficients used in this work. Within each frame, 
movements depicted by red arrows cause the shifts drawn in green. 
Longitudinal correlation coefficients ra and 
line of the initial perturbation, while transversal
sa scalars, describe shifts of the parallel (transversal) rows.
 

Therefore, the longitudinal coefficients describe shifts along the 

of the initial perturbation (the horizontal 

vertical b row in the bottom right box, respectively) but do not apply to 

the parallel ones; correlated shifts in the parallel 

described by the transversal coefficients. 

displacements depicted by the red arrows cause the shifts drawn in green. 

(see Figure A.2.1) [40]. A schematic 

drawing of the geometrical relationships among the different correlation 

he left portion of the figure has to be 

. Extension to 2D displacements are easily 

terms, where now ra and sb are the 

longitudinal correlation coefficients and sa and rb are the transversal ones.  

Schematic drawing of the geometrical relationships among the 
different correlation coefficients used in this work. Within each frame, 
movements depicted by red arrows cause the shifts drawn in green. 

and sb describe shifts along the same 
transversal ones, represented by the rb and 

scalars, describe shifts of the parallel (transversal) rows. 

coefficients describe shifts along the same row 

initial perturbation (the horizontal a row in the top left box, the 

row in the bottom right box, respectively) but do not apply to 

in the parallel rows are indeed 

coefficients. With reference to Figure 6.4, 

displacements depicted by the red arrows cause the shifts drawn in green. 
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The equation for 2D displacements becomes: 

 = 		 −
1
2

 

 = 	
 

 
;     =  −  

In the 1D case, deviation of ra and sa from unity represents the loss of 

correlation for moieties lying, respectively, along a and for the laterally 

displaced ones (for shifts along a). In the 2D case, the one that applies to 

[Ru(CO)4]n, more complex losses of correlations, combining shifts along 

a and b, might be expected. These aspects are elucidated in the next 

section.  

 

6.5 The paracrystalline DFA modeling of [Ru(CO)4]n  

In order to reproduce the experimentally observed features of 

[Ru(CO)4]n in the pattern simulation, the following model choices were 

adopted within the DFA approach:  

i) a rigid [Ru(CO)4]n fragment model of chains with idealized 

P42/mmc symmetry, and nearest-neighbors distances Ru-C 1.95 Å, C=O 

1.15 Å, Ru-Ru 2.86 Å, and angle Ru-C-O 180°; 

ii) the I-centered orthorhombic lattice (Ibam) of the average crystal 

structure as in ref. [23] and the polymeric structure defined in i) were used 

to build up prismatic rod-shaped nanocrystals and to calculate the 

database of sampled interatomic “correlated” distances to be used in the 

Debussy Suite. A fixed base model in ab was applied, the size of which 

was 50x50 nm2 (as derived from the h00 and 0k0 single-peak widths 
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analysis), whereas the nanorods height 

log-normal distribution of heights was 

width of which were subsequently refined

iii) the paracrystalline correlation coefficients 

grid-search approach to the final values: r

= 1.00; σa = σb = 3.0 Å. 

 

Figure 6.5 A graphically exaggerated paracrystalline

lattice (dashed red lines), whose displacements from the aver
not random (isotropic strain) nor 100% correlated (ideal crystal).

 

The first important finding (which will be 

deviations from unity are found only for the 

and rb), which are therefore responsible for the large broadening effect of 

the hk0 peaks. Although they appear close enough to 

periodic crystal), their elevation to the 

coherence loss at large d’s rapidly growing

(exaggerated) representation, in real space,

rectangular lattice of [Ru(CO)4]n is given in Figure 

is the projection of one polymeric chain, running along 

perpendicularly to the ab plane. 

varied up to 70 nm along c, and a 

distribution of heights was assumed, the average size and 

width of which were subsequently refined; 

correlation coefficients were adjusted by a 

values: ra = 1.00; sa = 0.97; rb = 0.97; sb 

paracrystalline centered rectangular 
lattice (dashed red lines), whose displacements from the average periodicity are 
not random (isotropic strain) nor 100% correlated (ideal crystal). 

(which will be further discussed) is that 

ons from unity are found only for the transversal coefficients (sa 

responsible for the large broadening effect of 

peaks. Although they appear close enough to 1.0 (as it is in a truly 

crystal), their elevation to the |m|th, or |n|th power makes the 

growing. An easy-to-catch pictorial 2D 

, in real space, of the distorted centered-

is given in Figure 6.5, where each node 

is the projection of one polymeric chain, running along c, i.e. 
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A nice graphical 2D representation of the effects in reciprocal space 

(hk0 plane) of such deviations is shown in Figure 6.6. Smearing of the 

intensity and shape modifications for hk0 nodes with h ≠ 0 and k ≠ 0 can 

be observed. The radial integration of these nodes allows a 1D diffraction 

pattern to be obtained with very sharp h00 and 0k0 peaks and rather broad 

hk0 ones. 

 
 
Figure 6.6 2D plot of the intensity distribution in reciprocal space (hk0 plane, 
logarithmic scale), calculated by the DSE for an ideal rectangular (centered) 
paracrystal characterized by the following paracrystalline correlation 
coefficients: ra = 1.00,   rb = 0.97,   sa = 0.97,   sb = 1.00,   cxy =0,    σx = σy = 3.0 
Å. Note the shape of the reciprocal lattice nodes, which, after radial integration, 
give sharp peaks in h00 and 0k0, and rather broad traces for hk0 nodes with h ≠ 

0 and k ≠ 0. 
 

The DFA paracrystalline approach implemented in the Debussy 

Suite directly provides the 1D simulation. For [Ru(CO)4]n the simulated 

pattern is shown in Figure 6.6, where it is compared to the experimental 



 166 

synchrotron trace. The DFA paracrystalline model is able to nicely 

reproduce the peculiar features of observed peak heights and anisotropic 

peak widths and shapes. Conventional profile agreement factor [42] are 

Rp = Σi |yic–yio| / Σi yio = 0.066, for 570 observed intensity values (yio). 

As far as the domain size information is concerned, refined DFA 

size along c gave an average <Lc> value of 44.7 nm and a size 

distribution 15.4 nm wide. Taking into account the (fixed) edge size of the 

nanorods base (50 nm), this result indicates that the average domain size 

in ab and along c are comparable, therefore witnessing a nearly isotropic 

domain shape of the nanoparticles. Additionally, thermal parameters 

corresponding to rms vibrational amplitudes of 0.0065 nm (Ru) and 

0.0173 nm (C, O) were also refined.  

 

Figure 6.7 Experimental powder diffraction trace for [Ru(CO)4]n (blue); DFA 
simulated trace for the paracrystalline model with the correlations terms quoted 
in the text (red).  
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6.6 Chemical interpretation of the paracrystalline [Ru(CO)4]n model 

The DFA paracrystalline model of [Ru(CO)4]n provided unity 

values for the refined longitudinal correlation coefficients, ra and sb. With 

reference to Figure 6.4, this indicates that pushing, or pulling, a Ru(CO)4 

chain along a, or along b (but not diagonally!) induces an analogous shift 

of the neighbouring chains on the same rows; accordingly, these shifts 

(being equal in size and direction) do not change the crystal periodicity 

along the two axes. From the atom-atom interaction point of view, these 

values are possibly related to the short O...O interactions (3.08 Å) along a 

and, even more evidently, between chains adjacent along b (2.81 Å, in the 

repulsive regime).  

At variance, the transversal correlation coefficients, rb and sa, 

though only slightly deviating from unity, are responsible for the large 

hk0 peaks broadening, as previously explained. To better interpret this 

finding, the 2D model depicted in Figure 6.5 is further idealized in Figure 

6.8a by a stacking of disks (coins) which schematically describes the 

collinear Ru chains, each disk representing a trans-D4h-Ru(CO)4 

fragment, in the case of a perfect (Figure 6.8b) and of an imperfect 

(Figure 6.8c) stacking. Inspired by the recent work of Macchi et al. [43], 

in which the flexibility of the Mn2(CO)10 molecule was studied under 

hydrostatic pressures, the hypothesis of twisted Ru chains coupling to the 

imperfect stacking was further explored. 

New DFA simulations were performed, in which a (non negligible) 

bending of the “axial” sequence (very much as in the high pressure phase 

of the manganese pentacarbonyl dimer) was allowed. Specifically, 

staggered Ru(CO)4 fragments were allowed to move ca. 0.22 Å off axis 
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(or, equivalently, the Ru-Ru-Ru angles 

170°). No relevant differences in the 

compared to the case of collinear chains (apart from the obvious 

occurrence of tiny superstructure peaks).

 

        
 

          a)          b)
 

Figure 6.8 a) Drawing of the packing of flat 
coins) within the (para)crystals. For the perfect (b) and imperfect (c) stacking of 
linear Ru chains, see text. The actual shape and interlocking of the Ru(CO)
crosses makes the whole average crystal orthorhombic (a/b = 2.0), and not truly 
hexagonal (a/b = √3). 

 

This result suggested that a random chain twisting, as the one 

shown in Figure 6.8c, if present, (possibly releasing some intramolecular 

strain) cannot be (easily) detected by diffraction methods.

the hypothesis of a small chain bending

the statistical analysis of the X-[M(CO)

the CSD database, ending up with the following results

Ru angles to change from 180° down to 

the pattern matching were obtained 

compared to the case of collinear chains (apart from the obvious 

occurrence of tiny superstructure peaks). 

 

b)     c) 

a) Drawing of the packing of flat Ru(CO)4 moieties (idealized by 
(para)crystals. For the perfect (b) and imperfect (c) stacking of 

. The actual shape and interlocking of the Ru(CO)4 
ge crystal orthorhombic (a/b = 2.0), and not truly 

a random chain twisting, as the one 

possibly releasing some intramolecular 

cannot be (easily) detected by diffraction methods. In this view, 

chain bending was further investigated through 

[M(CO)4]-[M(CO)4]-Y species present in 

following results:  
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i) X-M-M values as low as 170° are largely represented, with a 

statistical distribution averaging at 176.8(2.2)°;  

ii) staggering of the two M(CO)4 moieties (irrespectively of the 

actual M, or X, nature and M-M distance), is nearly ubiquitous;  

iii) a completely uncorrelated scatterplot between the sets of the X-

M-M angles and X-M-M-X torsions is observed, supporting the 

randomness of the relative disposition of the apical atoms with respect to 

the M-M axis, and the unlikely presence of ordered zigzag or helical 

conformations within the Run chain (which would give rise to weak 

superstructure peaks, here unobserved). Worthy of note, also the osmium 

chain present in Os5(CO)18(CNBut)2Cl2 shows a slight deviation from 

perfect linearity, with two Os-Os-Os angles of 177° [44]. 

Further details of the packing disorder were investigated by 

molecular mechanics, aiming at estimating the relative orientations of the 

[Ru(CO)4]n columns. The packing energy surface of a cluster of seven 

[Ru(CO)4]n chains (see Figure 6.1) was computed using a simple 

Lennard-Jones potential for the O…O contacts and by perturbing only one 

column within the cluster through xy translation of the inner Ru(CO)4 

moieties up to 0.05 nm in each direction.  

Interestingly, the columns are found to move more easily along the 

b direction than along a, as visible in Figure 6.9 (top), in fairly agreement 

with the paracrystalline correlation coefficients estimated by DFA model. 

If the column rotations in the ab-plane about the Ru hinges (Rz) are also 

relaxed, a deep minimum is observed for the 22.5° offset (with respect to 

the a axes) when small xy translations are applied, with no significant 

visible changes in the energy surface (Figure 6.9, bottom). 
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Figure 6.9 Plot of the packing energy surface  of a cluster of seven [Ru(CO)4]n 
chains, by perturbing the inner column with xy translations (top) and by adding 
an additional (free carbonyl rotation) parameter (bottom), with no significant 
changes between the two surfaces (graphically indistinguishable). Energy scale 
in kJ mol-1. 

 

Plotting the angular variation (°) from this 22.5° “reference value” 

(obtained by minimizing the potential energy) against the xy 

displacements of the Ru(CO)4 moieties (Figure 6.10), even for a (rather 

large) 0.05 nm displacement the refined angle is less than 4° off its 

nominal value. These results witness the near constancy of the Ru(CO)4 

orientation, regardless of its actual location, or displacement, in the xy 

plane.  
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Figure 6.10 Plot of the angular variation (°) from the 22.5° “reference value” 
showing that the refined angle is less than 4° off its nominal value (vertical 
scale bar), even a (rather large) 0.05 nm displacement in xy is applied to the 
Ru(CO)4 moieties . 
 

6.7 Thermal evolution study of [Ru(CO)4]n  

The thermal evolution of [Ru(CO)4]n was investigated using the 

conventional (FPA) Rietveld-like approach implemented in TOPAS-R. 

The 33 diffraction patterns collected in the 30-190 °C temperature range, 

were used within a parametric whole-pattern refinement providing the 

lattice parameters relative changes as a function of T, used to calculate the 

linear thermal expansion coefficients (∂lnx/∂T) of [Ru(CO)4]n along the 

three crystallographic axes, as shown in Figure 6.11. The values of 56, 

104 and 20 MK-1, for the a, b and c axes, respectively, were obtained. 

These values indicate a larger thermal expansion suffered by the crystals 

in the ab plane than along c, likely due to the swinging motion of the 

carbonyl groups hinged about the central ruthenium atoms. The combined 

volumetric value, ∂lnV/∂T, is nearly 181 MK-1, dominated by the ab-
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plane component. Interestingly, the conventionally accepted linear 

thermal expansion coefficient for ruthenium metal

of that of [Ru(CO)4]n along the c axis, witnessing the rather stiff nature of 

thes Ru-Ru link in this molecular, non-metallic, compound.

Figure 6.11 Plot of the relative lattice parameter dependence 
 

 The complete transformation of [Ru(CO)

occurred near 200°C, a temperature significantly higher

previous reports [12,15], where the decomposition temperature

(under vacuum) or 170 °C are indicated

experiments performed for the present investigation

sealed environment (within the glass capillary)

exerted by the freed CO. 

The diffraction pattern collected on the 

after cooling to RT was firstly investigated by

analysis, using ideally periodic hcp 

modelling the anisotropic peak broaden

harmonics model. The unsatisfactory final fit 

highlighted the presence of significant residuals

Interestingly, the conventionally accepted linear 

ruthenium metal [45] is nearly one third 

witnessing the rather stiff nature of 

metallic, compound. 

 

Plot of the relative lattice parameter dependence vs temperature 

[Ru(CO)4]n into the hcp Ru metal 

significantly higher than those in 

decomposition temperatures of 126°C 

dicated. The higher value observed in 

experiments performed for the present investigation might be due to the 

(within the glass capillary) and the pressure effects 

diffraction pattern collected on the hcp metallic Ru recovered 

investigated by conventional Rietveld-like 

 lattice of ruthenium metal and 

broadening by a 8th order spherical 

satisfactory final fit (Rwp 0.072; RBragg 0.030) 

highlighted the presence of significant residuals, clearly visible in Figure 
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6.12, panel A. The differences are compatible with the presence of a (still 

unknown) cubic phase of Ru (estimated lattice parameter a0 = 3.86 Å), 

which suggested, instead, the formation of stacking faults in the ideal hcp 

sequence [46], very much alike the well known paradigmatic case of hcp 

cobalt [47]. Further observation of the systematic broadening of the h-

k≠3N peaks [48] confirmed this structural hypothesis and pattern 

simulations (using a specifically developed macro, similar to that 

proposed by Whitfield et al. [49]) provided a (small) growth faulting 

probability (β) of 0.023(1), well in line with similar values reported on 

faulted hcp metals and alloys. 

The presence of stacking faults prevented the DFA of this Ru metal 

sample, aiming at extracting information on the size and size distribution 

and at confirming the formation of elongated metal nanoparticles (the 

Debussy Suite does not – yet  - include a model for this kind of 

defectiveness). However, to obtain an (even) approximated size 

estimation, the conventional Rietveld-like approach was used considering 

that, since 00l peaks are not affected by the presence of faults, a Le Bail, 

structureless, fit can be applied (see Figure 6.11, panel B), to extract the 

average domain size in the elongation direction of the expected 

nanowires. Surprisingly, an average domain size of only 5.6 nm was 

found (nearly one half than that derived in ab).  
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Figure 6.12 Rietveld refinement plots of Ru metal nanoparticles 
structural mode (ideally periodic hcp lattice of 
structureless (Le Bail) mode (B) with a conditioned broadening of the 
peaks.  

 

This finding suggests that the polymeric chains, arranged as parallel 

bundles in the starting [Ru(CO)4]n nanoparticles, are broken during the 

thermal treatment and the metal atoms heavily rearrange in significantly 

smaller domains. Accordingly, the metallic Ru nanoparticles are neither a 

single “ordered” phase, nor specifically elongated about one 

Therefore, the appealing hypothesis that, under pyrolytic conditions, “

presence of metal-metal bonds allows for retention of the rod

arrangement of the metal atom chain” [

note, alternative ways not using [Ru(CO)

ratio and catalytically active ruthenium nano

proposed [50]. 

  

 

of Ru metal nanoparticles in conventional 
lattice of Ru metal is used) (A) and in the 

a conditioned broadening of the h-k≠3N 

that the polymeric chains, arranged as parallel 

nanoparticles, are broken during the 

metal atoms heavily rearrange in significantly 

the metallic Ru nanoparticles are neither a 

single “ordered” phase, nor specifically elongated about one axis. 

herefore, the appealing hypothesis that, under pyrolytic conditions, “the 

metal bonds allows for retention of the rod-like 

[15] must be dismissed. Worthy of 

note, alternative ways not using [Ru(CO)4]n for preparing high-aspect 

ruthenium nanorods have been very recently 
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6.8 Conclusions 

The work described in this chapter relied on the development of a 

specific paracrystalline model, within the more general DFA approach to 

nanosized materials, and its application to the 1D [Ru(CO)4]n species. 

This work marks a relevant step forward in the history of this rare 

homoleptic metal carbonyl polymer, providing physically sound 

quantitative estimates of unexpected disordering effects, adding “a new 

dimension” and stereochemical comprehension, after that a convincing 

structural model was proposed more than 25 years ago and a tentative 

(semiquantitative) microstructural analysis reported. 

As far as the technological interest on this compound is concerned, 

the thermal desorption of the ligand shell from the polymeric chains of 

[Ru(CO)4]n afforded faulted hcp Ru nanoparticles of nearly isotropic 

shape, and not elongated metal nanowires, as originally reported. 

Accordingly, the morphology and the anisotropic structure of the parent 

organometallic polymer are not maintained in the final product. Reasons 

different from the high aspect ratio of the metal nanoparticles must be 

invoked for the observed enhanced catalytic properties. 

Finally, on the more methodological side, this work required the 

development of new analytical expressions and their coding into new 

computational tools; valid for polymeric [Ru(CO)4]n, these methods can 

well be adopted, or adapted, for other “faulted” chain-like structures, 

where some kind of correlated disorder is present. 
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Chapter 7 

 

Defective Molecular Crystals:  

A Multiple Scale Study 

of Copper and Silver Nitropyrazolates 

  



 182 

7.1 Introduction 

In the last two decades, binary metal pyrazolates have attracted a 

great deal of attention on both the structural side (for their interesting 

features in terms of connectivities [1,2]) and the functional one (for their 

appealing luminescent, vapochromic, magnetic, anticorrosive, and even 

antimicrobial properties [3-10]). Particularly attractive have been the 

metal polypyrazolates in which long organic spacers are added, as in 

porous metal-organic frameworks, making this class of highly flexible, 

thermally and chemically stable compounds, of high relevance in gas 

storage and separation, in removal and sensing of toxic gases and in drug 

delivery [11-19]. 

During their preparation, highly insoluble and intractable solid 

materials are typically obtained, preventing conventional single crystal 

structural determination to be performed. In these conditions, when 

monophasic polycrystalline specimens of good crystallinity could be 

isolated, modern XRPD methods, extensively developed in the course of 

the last 20 years for ab initio structure solution, have allowed many 

interesting features of these compound to be retrieved [2,20], using 

conventional powder diffraction equipment. However, more complex 

structural and microstructural features can take place. This is the case of 

the two compounds here investigated, Cu(I) and Ag(I) 4-NO2-pyrazolates, 

hereafter labeled 1 and 2 respectively; regardless of the synthetic routes 

followed, they show (reproducibly) very poor diffraction patterns (see 

Figure 7.1), not easily interpretable by standard XRPD techniques, as 

some uncommon disordering phenomena disrupt the “ideal” crystal 

periodicity. Therefore, we found this an appealing problem to be treated 

via total scattering and DFA approaches [21-23].  



Figure 7.1 Experimental diffraction patterns 
4-NO2-pyrazolate from different synthetic

 

Differently from the case presented in chapter 6, 

silver nitropyrazolates things were complicated by the lack of 

structural model, which is the essential starting point for 

on the material defectiveness. For 

accomplished using high-energy synchrotron diffraction data

initio XRPD methods complemented by

peak broadening. The structure determination process 

in this chapter, along with the molecular and (average

from which a defective growth mechanism

within the stacks of trimeric molecules

Total scattering techniques

dealing with short-range-ordered and
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Experimental diffraction patterns collected on Ag(I) 
different synthetic preparations. 

the case presented in chapter 6, for copper and 

things were complicated by the lack of an available 

the essential starting point for further studies 

on the material defectiveness. For species 1 and 2 this step was 

energy synchrotron diffraction data and ab-

complemented by a phenomenological approach to 

he structure determination process is briefly described 

the molecular and (average) crystal structure 

growth mechanism, based on a random faulting 

stacks of trimeric molecules, was inferred [24].  

Total scattering techniques, being the most appropriate when 

ordered and defective materials, have been here 
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applied, both as DFA and as PDF approaches (extensively described in 

chapter 2 and 3), in order to capture atomic-scale local details and to 

validate the defectiveness model at the atomic and nanometer levels. Such 

a characterization has been further integrated by a microscale analysis 

obtained from Scanning Electron Microscopy, to address the information 

on the size and the shape of multi-domains particles. Therefore, a multiple 

scale study was necessary to unravel the highly complex defective growth 

mechanism of these compounds, which was achieved through the 

effective combination of conventional XRPD, innovative total scattering 

techniques and SEM microscopy. 

The final part of the chapter, in line with an important aspect of this 

Thesis, is dedicated to investigating the structure-property relationships, 

aiming at evaluating the effects of atomic scale defects on the 

macroscopic physical properties of the materials under study [25,26]. In 

this respect, being the electric properties of high relevance for this class of 

compounds, the frequency dependent electric behavior (complex AC 

impedance, and dielectric constant) was measured and compared to that 

of unfaulted systems of the same class. 

Most of the experimental work has been performed on samples of 2 

[Ag(I) 4-NO2-pyrazolate], due to the limited stability of 1 under normal 

operational conditions. 

 

7.2 Experimentals 

Details of the synthesis of Cu(I) and Ag(I) 4-nitropyrazolates are 

reported in Annex 1. All the alternative synthetic routes described (i.e. 
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using different solvents, concentrations and reaction times) systematically 

ended up with poorly crystalline materials. 

 

7.2.1 X-ray Total Scattering measurements 

Diffraction data were collected in Debye-Scherrer geometry in the 

2-120° 2θ range at the X04SA-MS beamline [27,28] of the SLS 

synchrotron of the Paul Scherrer Institut. Details on the beamline and on 

the experimental set-up can be found in chapter 3. Powders of 1 and 2 

were loaded into 0.3 mm glass capillaries mounted on a rotating (60 rpm) 

goniometer head. Measurements were performed using a 16 keV radiation 

[λ = 0.77524(3) Å, after calibration with NIST Standard Reference 

Material silicon powder 640c] and a He flux on the sample to limit 

absorption/scattering from air. Angular, angle-dependent intensity 

corrections, and subtraction of glass capillary and air/He scattering 

contributions were applied following the data reduction protocol 

described in chapter 3. 

Parallel measurements were also performed in a laboratory 

instrument, equipped with Ni-filtered Cu-Kα radiation and a 1D position-

sensitive detector. While the overall pattern features are confirmed, 

specimen displacement errors and, for 1, unavoidable fluorescence 

effects, suggested to use, for most data analyses, the synchrotron data, 

even though in this case the advantages of the intrinsic high angular 

resolution was definitely lost in the extremely broad peaks experimentally 

observed. Needless to say, for PDF evaluation, only the synchrotron X-

ray scattering data were considered. For structure determination and DFA 

a reduced portion of the synchrotron X-ray diffraction pattern was used. 
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7.2.2 Scanning Electron Microscopy 

SEM images were collected for sample 2 in low vacuum using a 

FEI XL30 ESEM FEG equipped with an EDAX Quantax 400 and an 

acceleration voltage of 15.0 kV. Samples were grounded using graphite 

tapes to prevent charging. 

7.2.3 Electric properties measurements  

Dielectric constants, and complex AC impedance have been 

measured, at RT, with an Agilent E4980 LCR Impedance Analyzer. A 20 

Hz to 2 MHz frequency sweep at a constant bias of 10 V was used. 

Changing the bias in the 1 to 15 V range did not alter the obtained results. 

The measurements were performed on both faulted and reference samples 

suitably dried and pressed into cylindrical pellets 13 mm wide and with 

thicknesses in the 0.6–0.8 mm range. Dielectric constants (κ = 

Cp(sample)/Cp(air)) were obtained from experimentally measured capacities 

Cp (of parallel circuits) for the sample and the air, under the same 

experimental conditions. DC conductivities (σ0) were obtained by 

extrapolating, when possible, the observed AC values to zero frequency 

using the Universal Dielectric Response model. [29] 

 

7.3 Determining the average crystal structure through ab-initio 

conventional XRPD methods 

7.3.1 The ab-initio structure solution process 

Conventional XRPD ab initio structure determination is usually 

accomplished by performing three main steps [30], aiming at 

determining: 1) lattice parameters and crystal space group (through peak 
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search and structureless full profile fitting techniques); 2) atomic 

coordinates in the asymmetric unit (using direct phasing methods or 

approaches in real space, such as Simulating Annealing, Genetic 

Algorithms, semi-exhaustive Grid Search, or others); 3) structure 

refinement (using the Rietveld method). For the species 1 and 2, all the 

steps were performed using the TOPAS-R program [31]. The peak 

broadening (as clearly visible in Figure 7.1) allowed no more than 12 

separated peaks to be used for cell parameters determination that, in 

combination with the subsequent full profile fitting, provided the 

estimation of C-centered monoclinic cells with a volume (close to 800 Å3) 

compatible with six M(C3H2N3O2) (M = Cu, Ag) formula units. Density 

and symmetry considerations suggested C2 as probable space group, later 

confirmed by successful structure solution. 

Two crystallographically independent moieties [M1.5(C3H2N3O2) 

and (C3H2N3O2)0.5] with idealized molecular geometries were used to 

recover the atomic coordinates via Simulated Annealing, allowing for 

either planar or helical conformations and ending up with the presence of 

planar, trimeric molecules, bisected by the twofold axis aligned with b 

and stacked at a short (ca. 3.54 Å for M = Cu and  3.50 Å for M = Ag) 

distance along c (but not lying normal to it). Rietveld refinements were 

eventually performed using a phenomenological approach to model 

anisotropic peak broadening (using both lorentzian and gaussian 

components) and a Chebyshev polynomial for modeling the background; 

a single isotropic thermal factor value (Biso) was assigned to all atoms. 

The best pattern matching is shown in Figure 7.2 and the corresponding 

average structural model is drawn in Figure 7.3. The most relevant 

structural information is summarized below. 



 188 

Figure 7.2 Rietveld Refinement plots for 1 
line) Vertical bars mark reflection position
regions at a magnified scale. 

               a)                       b)            
 

Figure 7.3 (a) Molecular model for the cyclic trimer found in 
(isomorphous to 1) and (b) the way it stacks (at a distance of 
along the normal to the molecular planes, with a definite (here, horizontal) 
offset. (c) Crystal packing of 2 viewed down [010], with the molecules, bisected 
by crystallographic twofold axes, tilted by about 32° from the 
horizontal). The short axis (blue line) is c. At the drawing resolution, the crystal 
packing and the molecular sketch of 1 and 2

 

Crystal data for 1: C9H6Cu3N9O6, fw 526,84 g mol
19.841(5), b = 11.443(2), c = 3.538(1) Å, β
2, ρ = 2.251 g cm-3, F(000) = 516, RBragg = 0.008, R
for 9231 data in the 4-40° (2θ) range, with λ

Crystal data for 2: C9H6Ag3N9O6, fw 659.81 g mol
20.242(4), b = 11.600(2), c = 3.509(1) Å, β
2, ρ = 2.795 g cm-3, F(000) = 624, RBragg = 0.015, R
for 9231 data in the 4-40° (2θ) range, with λ

 

 (a) and 2 (b) and difference plot (red 
position. The insets show the 6≤2θ≤20° 

          c) 

(a) Molecular model for the cyclic trimer found in 2 

the way it stacks (at a distance of ca. 3.5 Å) 
along the normal to the molecular planes, with a definite (here, horizontal) 

viewed down [010], with the molecules, bisected 
by crystallographic twofold axes, tilted by about 32° from the a axis (red line, 

. At the drawing resolution, the crystal 
2 are identical. 

, fw 526,84 g mol-1, monoclinic, C2, a = 
β = 104.55(3)°, V = 777.4(3) Å3, Z = 
= 0.008, Rp = 0.036 and Rwp = 0.044, 
λ = 0.775276 Å. CCDC No. 982107. 

, fw 659.81 g mol-1, monoclinic, C2, a = 
β = 104.71(2)°, V = 797.0(2) Å3, Z = 
= 0.015, Rp = 0.044 and Rwp = 0.047, 
λ = 0.775276 Å. CCDC No. 982108. 
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7.3.2 The average crystal and molecular structures  

Crystals of 1 and 2 contain (essentially planar) cyclic trimeric 

molecules (Figure 7.3a) of D3h idealized symmetry (as observed in the 

majority of Cu(I) and Ag(I) pyrazolates), stacked in columns running 

along the c direction. Similar polymeric stacks of planar molecules are 

also found in other trimeric Cu(I) and Ag(I) pyrazolates [32].  The poor 

quality of the diffraction traces hampers the derivation of reliable 

intramolecular geometrical parameters involving light atoms, whereas 

intermolecular features are certainly better defined, as they depend on 

more collective properties of idealized molecular models, and on the 

lattice symmetry and periodicity. Among these, the stacking of parallel 

molecules [which, bisected by crystallographic twofold axes, lie 

approximately in the (-401) plane], which shows a well defined 3.5 Å 

separation, typical of π-π aromatic interactions of the graphitic type 

(Figure 7.3c). As depicted in Figure 7.3b, the observed stacking occurs 

through a coherent shift, along one direction, of the trimers, a packing 

feature highly sensible to faulting and prone to induce crystal 

defectiveness when the powders of 1, or 2, are rapidly precipitated from 

solution. 

The triangular shape of the molecular entities of 1 and 2, and the 

presence of strong electron-withdrawing nitro groups in their periphery 

(with large local dipoles) generate electron density distributions of non-

negligible octupolar character. Not possessing a permanent dipole 

moment, these molecules, during crystallization, might be less prone to 

reorientational relaxation, which, for high-performance electro-optical 

materials, is a detrimental factor favoring antiparallel pairing of dipolar 

molecules. Thus, if suitable synthetic conditions are found, crystals of 1 
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and 2 (optically transparent in the visible spectrum), might show 

interesting NLO properties. 

 

7.4 Identifying the defectiveness of Ag/Cu nitropyrazolates 

As in the case of the ruthenium tetracarbonyl polymer presented in 

the previous chapter, the powder patterns of both (isomorphous) samples 

1 and 2 show an unusual combination of sharp and broad peaks at low 

angles, accompanied by progressively broader ones. Small, anisotropic 

coherent domain sizes, lattice strain and/or structural defects, can all 

cause Bragg peaks to broaden in such an uncommon way, as a 

consequence of single (local) or cumulative effects. Disentangling the 

different contributions, when co-present, might become a very complex 

task, and causes mutual uncertainties in the estimation of the different 

effects [33]. 

In this respect, a preliminary (phenomenological) line profile 

analysis on the (better resolved) low angle peaks, using a pseudo-Voigt 

description, was performed. The average coherent domain size (Dv, here 

isotropic) and the root-mean-square strain <ε2>½ from the integral breadth 

(β) of the peaks [βcosθ = λK/Dv + 2<ε2>½ sinθ] were estimated following 

the Williamson and Hall approach [34], λ being the wavelength of the 

diffraction experiment and K a constant depending on the crystal domain 

shape. Values were found to be ca. 67 nm (size) and ∼1.2% (strain), the 

latter parameter being extremely large and unrealistic. Therefore a 

different approach, based on total scattering techniques, was explored, 

aiming at interpreting the structural defectiveness at the atomic level and 

at reproducing the observed XRPD pattern features (including the rapid 
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increase of peak broadening) on the basis of a sound physico-chemical 

model.  

Somehow inspired by the work of Rasika Dias and coworkers [4], 

who characterized a number of ordered but differently organized stacking 

sequences in several brightly phosphorescent Cu(I) pyrazolates, a faulted 

structural model featuring a local change in the stacking sequence of the 

molecular trimers, was conceived. The defective, faulted model of 2 was 

obtained by stacking the trimers along the c axis while using a fault 

probability parameter p (typically, p = 10% or 20%), corresponding to 

mirroring the shift between the centers of mass of the trimers across the 

normal to the molecular planes, as illustrated in Figure 7.4. This model 

closely resembles that of aperiodic ZnS polytypes generated by 

uncontrolled growth kinetics, proposed, using a similar approach, by 

Palosz et al. [35]). 

 

a)               b) 

Figure 7.4 (a) Schematic representation of the geometric assumptions made in 
building the faulted models. The blue rods represent the molecular planes of the 
Ag(C3H2N3O2) trimers, oriented normally to [-401]. The orientation of the unit 
cell is also reported (viewed down b). (b) Stacking of the trimers, defined by a 
“canting” angle, τ = 21.8 °, occasionally set at negative value when a local fault 
occurs. 

a 

c τ –τ 

τ –τ 
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Chart 1. Ordered (left) and faulted sequences of triangles (mimicking the stack, 
along c, of molecules of 2, as in Figure 3) together with their l
Shifts occur with a predefined probability and are uncorrelated in neighboring 
chains in the lattice. 

 

The defects were (randomly) distributed within molecular chains in 

order to obtain lateral displacements of 

Figure 7.4b) or a larger segment of the chain. The two cases are labeled as 

0D and 1D defects, respectively. Different 

tested, as summarized in Chart 1, where the ordered, 

types, in which the shift occurs along two different directions

labels are linked to a schematic, pictorial 

combination of 0Da and 0Db types was also explored, and referred to as 

the 0Dab model. In all cases, the shift within a stack was independent 

from the shift occurring in the neighboring chains (

models). 

 

7.5 Modelling the faulted structures within the DFA approach

In order to compare the different faulting models and to identify the 

most appropriate one on the basis of the best matching with the 

experimental diffraction pattern of sample 

. Ordered (left) and faulted sequences of triangles (mimicking the stack, 
, as in Figure 3) together with their labeling scheme. 

hifts occur with a predefined probability and are uncorrelated in neighboring 

distributed within molecular chains in 

lateral displacements of either a single molecule (as in 

segment of the chain. The two cases are labeled as 

ifferent faulted models were then 

Chart 1, where the ordered, the 0D (a and b 

two different directions) and the 1D 

labels are linked to a schematic, pictorial view of the pertinent defect. A 

types was also explored, and referred to as 

shift within a stack was independent 

from the shift occurring in the neighboring chains (uncorrelated faulted 

within the DFA approach 

In order to compare the different faulting models and to identify the 

appropriate one on the basis of the best matching with the 

sample 2, the DFA approach was used 



 193

to simulate the XRPD traces of ordered and faulted models on a number 

of nanosized molecular clusters of variable size and shape [36]. Dealing 

with highly disordered materials, some computational tricks (in addition 

to those described in chapter 3) were necessary, in order to obtain the 

pattern simulations in reasonable computational time. 

Aiming at speeding up both the atomic model generation and the 

sampled interatomic distances calculation steps, particularly while 

building large faulted nanocrystals, locally developed routines were 

implemented in the Debussy Suite 2.0 and applied either in the ordered or 

the faulted case. The additional computational tricks are schematized in 

Figure 7.5: the lattice nodes within the cluster are firstly generated and the 

corresponding Cartesian coordinates are stored in a suitable file (Figure 

7.5a), then, the interatomic vectors of the trimeric molecular fragment 

(Figure 7.5b) are combined with the nodes generated in the previous step 

to obtain the final coordinates of all atoms in the cluster (Figure 7.5c).  

 

 

Figure 7.5 Schematic view of the procedure developed to generate faulted 
clusters and to save computational time: a) cluster nodes generation (here, 
shown as an ordered, periodic, 2D lattice); b) molecular fragment interatomic 
vectors generation; c) final atomic cluster model obtained by “dressing” each 
node in a) with the structural motif shown in b). 

+																										= 

a) b) c) 
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As general examples of the required computational times, 

calculating the sampled interatomic distances for the cluster of 30 x 17 x 

3.5 nm3 (148500 atoms, vide infra) took about 40 min CPU time, while 

27 h were typically spent for the cluster of 30 x 17 x 10.5 nm3 (445500 

atoms) [both of the 0Dab type with p = 20%]. Calculations were 

performed on a HP Server equipped with a 8 GB RAM running under 

UNIX. 

Since the smearing and density of peaks at high angles of the 

synchrotron data give a nearly featureless curve, Debye simulations were 

limited to the 3-30° 2θ range and performed for a number of different 

models, grouped in two main classes: 

i) Ordered clusters, the average domain size of which, along the 

three crystallographic directions, were roughly estimated as follows. The 

detailed analysis of experimentally observed anisotropic peak broadening, 

revealed the occurrence of narrow(er) peaks for hk0 reflections, and much 

broader ones for l ≠ 0. On attributing such broadening to size-effects only, 

platy nanocrystals of 30−40 nm along a, almost half of these values along 

b and in the 3.5−7.0 nm range along c, were generated. Simulations for 

selected nanocrystals having markedly different aspect ratios are shown in 

Figures 7.6a and a reduced angular region (showing the most important 

defect-related features) in Figure 7.6b. The agreement factors (Rwp) 

between simulated and experimental patterns, indicated (left panel) that 

the largest nanocrystal best matches the whole pattern, likely driven by 

the sharpness of the dominating peak below 5° (2θ). At variance, Figure 

7.6b suggested that the smallest size, particularly along c, is favoured; this 

cluster size (30x17x3.5 nm3) was therefore considered in the following 
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step. Needless to say, such a choice was also the most advantageous from 

the computational point of view. 

ii) Faulted clusters, according to the formalism illustrated in Chart 

1 and with faulting probability set at p = 10% (Figure 7.6c) and p = 10% 

or 20% (Figure 7.6d, reduced 2θ range). Full pattern simulations of 0Da, 

0Db, 1D and 0Dab models (at the p = 10% level) indicated that, within 

this set of possibilities, the 1D model can be discarded on the basis of its 

significantly worse agreement (Rwp = 0.64), while the others are nearly 

comparable to the unfaulted model (Rwp = 0.45-0.48). Therefore, the 

selection of the most probable model was carried out through the 

systematic evaluation of the agreement factors in the reduced angular 

range (Figure 7.6d). Accordingly, the 0Dab (p = 20%) model turned to be 

the best performing in modifying the intensity distribution toward the 

observed one. 

Worthy of note, the occurrence of random faults, uncorrelated 

within each crystal domain, changes the relative peak intensities while the 

increase of peak width with the scattering angle is only marginally 

affected. This explains why some peaks are still visible above 20° (2θ) in 

the simulations of Figures 7.6a,c, and are not smeared at large 2θ’s, as in 

the Experimental data set (red trace). In this respect, correlated shifts are 

likely to form in these compounds, since intermolecular contacts are 

expected to become significantly modified by this kind of faults. This 

point is later discussed in deeper detail.  

The final step of this DFA modelling of a faulted silver 

nitropyrazolate structure is related to the odd shape of rather broad peaks 

appearing at 2θ = 12.7° and 2θ = 14.0°, respectively. They correspond to 
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(001) and (-401) reflections (i.e. the ones at the lowest angles with 

likely arising from a population of sizes along 

modelled by weighing the diffraction traces of 

nanocrystals of different thickness along 

fraction being represented by 3.5 nm thick platelets.

simulation is shown in the inset of Figure 7.6c.

Figure 7.6 a) Comparison of experimental data (bottom red trace) and Debye 
simulations form ordered clusters of different sizes; conventional weighted 
profile agreement factors (Rwp) are given in parentheses; b) same as a), but with 
Rwp values computed in the 5≤2θ≤20° range, on omitting the first, dominating, 
peak; c) and d) same as a) and b), but with unfaulted and 
0Dab models of uncorrelated faults. In panel c), a probability value 
was used. The inset in c) shows the simulation
size 30×17 nm2 in ab and a population of thickness up to 10 nm along 
top trace; Rwp  = 0.16). In all panels, the red bottom trace 
experimental pattern. 

the ones at the lowest angles with l ≠ 0), 

arising from a population of sizes along c, which was eventually 

diffraction traces of 0Dab (p = 20%) 

of different thickness along c, up to 10 nm, the major 

fraction being represented by 3.5 nm thick platelets. The resulting 

simulation is shown in the inset of Figure 7.6c. 

 
Comparison of experimental data (bottom red trace) and Debye 

simulations form ordered clusters of different sizes; conventional weighted 
) are given in parentheses; b) same as a), but with 

20° range, on omitting the first, dominating, 
as a) and b), but with unfaulted and 0Da, 0Db, 1D and 

. In panel c), a probability value p = 10% 
was used. The inset in c) shows the simulation of the 0Dab faulted cluster with 

and a population of thickness up to 10 nm along c (yellow, 
= 0.16). In all panels, the red bottom trace refers to the 



7.6 Investigating additional local features by PDF analysis

In order to support the proposed faulted models, the 

of these materials was further investigated 

function [37]. The limited Qmax value 

the complexity of the structural problem here 

cluster containing 148500 atoms of five different chemical species) 

not allow the fit of the experimental 

through the qualitative comparison (shown in Figure 

calculated G(r)’s, corresponding respectively 

the 20% faulted 0Dab clusters of 30x17x3.5 nm

the experimental G(r)’s from two different syntheses of 

Figure 7.7 Top traces: G(r)’s from two different syntheses of sample 
blue curve refers to the sample showing the higher degree of crystallinity 
(diffraction peaks, in the inset, appear narrower than in the sample 
corresponding to the red trace). Bottom traces: 
and the 0Dab faulted clusters with p
black curves, respectively). Peak assignment in the low 
Ag…Ag contacts at 3.05 Å (red label) originating from the lateral sliding of 
trimers. Arrows indicate the most significant effect on progressively increasing 
p from 0 to 20% (see text for the shaded area).
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local features by PDF analysis 

support the proposed faulted models, the local structure 

was further investigated through the analysis of the G(r) 

value (14 Å-1) of the available data and 

the complexity of the structural problem here investigated (the smallest 

cluster containing 148500 atoms of five different chemical species) did 

not allow the fit of the experimental G(r), and the analysis was carried out 

through the qualitative comparison (shown in Figure 7.7) of three 

respectively to the ordered, the 10% and 

clusters of 30x17x3.5 nm3 size (bottom traces) vs 

’s from two different syntheses of 2 (top). 

 

(r)’s from two different syntheses of sample 2. The 
blue curve refers to the sample showing the higher degree of crystallinity 
(diffraction peaks, in the inset, appear narrower than in the sample 

Bottom traces: G(r)’s calculated for the ordered 
p = 10% and p = 20% (yellow, green and 

black curves, respectively). Peak assignment in the low r region includes the 
Ag contacts at 3.05 Å (red label) originating from the lateral sliding of 
rs. Arrows indicate the most significant effect on progressively increasing 

from 0 to 20% (see text for the shaded area). 
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The most prominent peak in the experimental G(r) refers to 

intramolecular Ag···Ag contacts (ca. 3.51 Å), overlapped with the 

intermolecular ones (3.50 and 3.72 Å). Other intermolecular contacts, are 

clearly visible at 4.3, 5.6 and 6.1 Å, while the 8.7, 9.1 and 9.3 Å ones all 

overlap in a broad peak. The Ag-N bonding distance (~ 2.1 Å) clearly 

appears in the low r region. The peak (or shoulder) observed slightly 

above 3 Å can be attributed to Ag···X (X = C,N,O) distances. However, 

the slight increase of this shoulder in the experimental G(r) of the less 

crystalline sample (red trace) matches the lateral sliding of the trimers 

that, in our crude 0Dab faulted model, gives Ag···Ag contacts at 3.05 Å 

[38] and is further supported by the effect of augmented faulting in the 

calculated G(r)’s. Consistently, the “regular stacking” peaks at 3.5 and 

7.0 Å are lowered upon increasing the defect probability parameter p from 

0 to 20% (see arrows in Figure 7.7).  

Nevertheless, a relevant misfit is observed at distances larger than 8 

Å, where a very broad peak occur in the experimental G(r) whereas two 

distinct peaks (shaded area in Figure 7.7) appear in the model G(r)’s. This 

finding is tentatively attributed to the presence of correlated shifts, 

unaccounted for in the faulted model(s). In this respect, the paracrystalline 

model described in the previous chapter and available in the Debussy 

Suite, holds for orthogonal crystal systems [36] (i.e., biaxial and 

orthorhombic cases), whereas a model of correlated shifts in oblique 

systems (required in this case) is still beyond the program capabilities, its 

implementation requiring a substantial (theoretical and computational) 

work of high novelty.  
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Figure 7.8 Crystal packing of monoclinic (M) species 2, viewed down b (a) 
and (b) [001] projection, showing a pseudotrigonal symmetry (red dashed 
lines). In both cases, the horizontal axis is a. c) Idealization of a trigonal (T) 
packing (aT = bT ≈ bM) with space group P321 (viewed approximately down 
[110]) and the [001] projection (d). 

In order to (at least indirectly) support the hypothesis of a more 

complex defectiveness in which correlated lateral displacements of 

trimers combine with their faulted stacking, a trick was used by taking an 

idealized trigonal structural model (space group P321) of [Ag(4-NO2-

pz)]3 with lattice parameters aT = bT ≈ bM, as shown in Figure 7.8, to 

which a paracrystalline distorsion was applied, using the following 

correlation coefficients: ra = 1.0, sa = 0.995, rb = 0.995, sb = 1.0; σa = σb = 

3.5 Å. DFA simulations were then computed for the ordered and the 

distorted paracrystalline models, up to the same Qmax of the experimental 

datasets and the corresponding G(r) curves are compared to the previous 

ones in Figure 7.9 (bottom traces). The shaded areas highlight the effect 

of correlated shifts at r > 8 Å, in the region where the faulted model 

a) b) 

c) d) 
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without correlated shifts (in the monoclinic structure

the features of the experimental G(r). 

Figure 7.9 Experimental and model G(r)’s as reported in Figure 
and calculated G(r)’s (bottom traces) for the idealized trigonal structure 
depicted in Figure 7.8c,d: magenta and black curves correspond to the 
and the distorted paracrystalline models, respectively. The shaded area 
highlights the r region where the effect of correlated shifts might explain the 
broad peak observed in the experimental G(r) of the 
 

7.7 Bending by Faulting: the morphological 

Scanning Electron Microscopy measurements

information about the morphology of 

occasionally, at smaller sizes) to be retrieved

showed nanofilaments built by distinct

along their elongation direction.  

the monoclinic structure) fails in reproducing 

 

(r)’s as reported in Figure 7.7 (top traces) 
(r)’s (bottom traces) for the idealized trigonal structure 

c,d: magenta and black curves correspond to the ordered 
models, respectively. The shaded area 

region where the effect of correlated shifts might explain the 
(r) of the (real) monoclinic structure. 

Bending by Faulting: the morphological SEM characterization  

Scanning Electron Microscopy measurements allowed reliable 

information about the morphology of 2 at micrometric scale (and, 

retrieved. SEM images (Figure 7.10) 

distinct blocks and irregularly stacked 
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Figure 7.10 (a) SEM images of elongated nanofilaments in sample 2 appearing 
as the assembly of smaller domains in the magnified (5×) image (b)); in (b) and 
(c), the presence of a large amount of bent “crystals” indirectly confirms the 
stacking fault model, proposed through Total Scattering analysis. For 
comparison, panel d shows regularly shaped crystals from an ordered 
homologue, trimeric silver pyrazolate [Ag(pz)]3 characterized by higher 
crystallinity and not possessing any noticeable structural defect. 

 

This unexpected result is apparently in disagreement with the DFA 

result, suggesting the presence of tiny crystal domains of platy shape. 

However, these filaments appear as polyfragmented rods and show a 

relevant curvature, their bending being probably the consequence of the 

presence of several crystalline domains progressively shifted one away 

from each other. Therefore, this evidence of bent whiskers built by platy 

a

c d

b
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nanocrystals, can be considered a microscopical evidence of the proposed 

atomic-scale models of disorder. Additional SEM images of an unfaulted 

polycrystalline material possessing similar structural features (a 

polymeric stacking of trimeric silver pyrazolate molecules - [Ag(pz)]3 

[39]) seem to confirm this hypothesis, as they appears as regular 

“straight” microcrystals (Figure 7.10d). 

 

7.8 Structure-property relationships: the dielectric behaviour of 

Ag(I) 4-NO2-pyrazolate  

The potential functional properties of interest for the class of 

compounds here investigated are many and include also the electric ones. 

Interestingly, a similar morphology (bent whiskers) to the one observed 

here for silver nitropyrazolates, has been recently extensively studied in 

the field of semi- and super-conductive oxides to assess the influence of 

the structural defects on the materials electrical conductivity [40,41]. A 

similar structure-property study was carried out for the samples here 

characterized. Therefore, conductivity measurements and dielectric 

characterization were performed in order to evaluate possible 

macroscopical consequences on these physical properties possibly driven 

by the structural faults within the molecular stacks. Experimental tests 

consisted in dielectric and impedance spectroscopic measurements on 

pressed pellets of four samples: the polycrystalline sample 2, the already 

cited crystalline homologue [Ag(pz)]3, [39] a purely organic, hydrogen 

bonded, solids, 1H-pyrazole (a zig-zag catameric system) [42] and the 4-

nitro-1H-pyrazole (also crystallizing as trimers) [43]. Table 1 summarizes 

the main results. 
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Table 1. Electrical characterization of 2, and of its congeners, including the 
purely organic counterparts. Dielectric constant taken as κ = κ∞ + B ω-ν. 

Electrical conductivity taken as σ (ω) = σ0 + Aωn [44]. 
 

Compound κ∞  
at 1MHz 

Β, ν σ0   
S m-1 

 

-Log10A  
(A in S m-1) 

n 

1H-pyrazole 2.50 28.2, 0.65 2x10-8 9.3 0.44 
4- NO2-1H-pyrazole 2.57 4.5, 0.61 1x10-10 12.7 0.82 

[Ag(pz)]3 2.40 0.1, 0.32 < 10-10 13.2 0.88 

[Ag(4-NO2-pz)]3, 2 3.02 0.3, 0.26 < 10-10 12.9 0.88 

1H-pyrazole shows a significant larger dc electrical conductivity, 

σ0, possibly favored by proton transfer in the H-bonded chains (not 

present in the cyclic organic and metalorganic trimers), which makes it an 

interesting material for technological applications (i.e. reversible batteries, 

hydrogen and methanol fuel cells, electrochromic displays and windows) 

[45]. A very low value of 0.44 of n in the power law of the universal 

dielectric response [29] (typically falling in the 0.75-1.00 range, see 

Figure 7.11a)] witnesses the anomalous behavior of pyrazole; however, 

though unusual, it is not exceptional (species characterized by a weak 

frequency dependence of the electrical conductivity are known [46]). 

As long as silver pyrazolates are concerned, the values of σ0, 

Log10A and n, in the three last columns of Table 1 do not allow a 

distinction between the faulted and the unfaulted systems. Perhaps more 

interesting is the comparison of the frequency dependence of the 

dielectric constant (full frequency sweeps in Figure 7.11b) which shows a 

significant increase of the κ∞ value for species 2 vs [Ag(pz)]3 (3.02 vs 

2.40). 
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                               a)             b) 
Figure 7.11 (a) Frequency (f = 2πω) dependence of ac conductivity (σ) shown 
as a log-log plot. The curves are parabolic phenomenological fits. (b) Frequency 
dependence of the dielectric constant (κ vs log10f). The anomaly of κ∞ value for 
species 2 is discussed in the text. 

While it can be easily understood that the presence of a polar nitro 

group may be taken as responsible for the enhancement of sample 

dielectric susceptibility, however, the same effect is not found for the 4-

nitropyrazole vs 1H-pyrazole. Indeed, comparing the absolute increase of 

κ∞ in the two couples: 1H-pyrazole/4-nitropyrazole (∆κ∞= 0.07) and 

silver pyrazolate/silver-4-nitropyrazolate (∆κ∞=0.62), the above 

mentioned enhancement in 2, can be likely attributed to random or 

layered inhomogeneities, known to increase the interfacial polarizability 

in the 102-106 Hz range [47]. 

 

7.9 Conclusions 

This chapter has been focused on the multiple scale characterization 

of silver and copper nitropirazolates, in which a coherent picture of the 

complex structural defectiveness (faulting and correlated shifts) distorting 

the regular molecular stacks of the two isomorphic compounds has been 

drawn. This goal was achieved by combining a non-trivial ab-initio 
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XRPD structural resolution (to derive the molecular structure and the 

average packing), with Total Scattering techniques (affording atomic 

local scale information, quantitative estimates of the faulting probability 

and microstructure analysis of defective crystal domains) and SEM 

imaging (providing the microscale multi-domains characterization). 

The analysis of some structure-dependent physical properties of this 

class of materials, which are expected to behave as diamagnetic 

insulators, showed the unexpected higher dielectric permittivity of 

[Ag(NO2-pz)]3 in comparison with the unfaulted homologue, here 

explained as originating by the presence of structural discontinuities. 

A couple of more general comments were further stimulated by the 

study here presented: 1) the crucial role that structural disorder can play in 

tuning relevant physical properties of materials. In this view, coordination 

compounds, the inherently flexibility of which offers a large variety of 

possible structural conformations, geometries and network topologies 

[48], have been emerging as a highly appealing class of materials 

fostering new promising defects-driven functionalities. 2) the increasing 

availability of Total Scattering techniques, as a valuable tool for atomic-

scale local structure determination and microstructural characterization, 

recently resulted in a shift in emphasis towards this kind of materials. 

This is especially true for the PDF approach [49,50], whereas DFA 

methods have been rarely used, likely due to their high computational 

costs that have strongly limited their applications to molecular crystals. 

Some computational tricks have partially overcome this drawback and 

provided an innovative defectiveness characterization through the DFA 

approach. Accordingly, the cases discussed in this Thesis [the Ru(CO)4 

polymer and the Cu(I) and Ag(I) 4-NO2-pyrazolates] are, as per 
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December 2014, the only reported extended DFA studies to the covalent 

species [24,36].  

The study of materials that present a limited crystal periodicity, 

differently affected in the three dimensions by the presence of relatively 

weak anisotropic interactions, is still a scientific challenge. Some 

promising advances in this field have been recently proposed using total 

scattering approaches and Reverse Monte Carlo modeling [51,52]. As 

anticipated, several theoretical and computational aspects are still 

unsolved. Therefore, suitably tailored work is also in progress, within this 

pathway, toward the development of efficient DFA algorithms which 

would allow the treatment of correlated paracrystalline disorder with 

analytical methods also for oblique crystal systems. 
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Chapter 8  
General Conclusions 
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The work presented in this Thesis has successfully matched the 

initial objectives of considering different classes of nanoscaled materials 

and characterizing them at the atomic and nanometer length scales by 

innovative and advanced reciprocal-space Total Scattering Techniques.  

This Thesis has eventually offered the chance of meeting the world 

of nanoscience and nanotechnology through a multivalent experience, 

spanning from the multifaceted aspects of the Debye Function Analysis, 

covering experimental, computational and modeling issues, to the 

exciting field of material functionalities, passing through the appealing 

characterization of their structural and microstructural properties within 

the coherent framework of the DFA method. 

Four classes of materials have been characterized, each of them 

holding intriguing structural and microstructural features and appealing 

nanotechnological properties. 

Very small super-paramegnetic iron oxide NPs, although 

extensively investigated in the last decades, still represent a challenging 

system from the physico-chemical characterization point of view, due to 

the rather complex interplay of structural, compositional and surface 

effects, which makes the interpretation of their magnetic properties a 

difficult task. The advantage of the DFA method of exploiting the 

information from both Bragg and diffuse scattering has allowed the 

simultaneous determination of accurate lattice parameter, core−shell 

composition (in terms of magnetite/maghemite ratios) and full size 

distributions to be retrieved. For the first time, surface relaxation has been 

detected at the smallest sizes of this kind of NPs and, based on the 

characterization of a large series of IONPs, a straightforward relationship 
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between the lattice parameter, the Fe oxidation state and the NP size has 

been established. Finally, interesting quantitative correlations with the 

NPs magnetic properties and their core-shell structure have been pointed 

out. 

Application of Total Scattering Techniques to biomimetic citrate-

controlled nano-apatites has allowed DFA to get in contact with the 

fascinating world of biomineralization, many aspects of interest 

(structure, stoichiometry, size and morphology) of apatites to be 

quantitatively investigated as a function of the mineral maturation and the 

hot topic of the origin of the platy morphology in bone apatite to be 

explored. By cross-coupling the results of this analysis with AFM 

characterization, the amorphous-to-crystalline transformation process has 

been disclosed in the model system and a plausible mechanism inducing 

the platy morphology in bio-inspired apatite nanocrystals has been 

proposed. Interestingly, platy apatite NCs similar to those formed in bone 

under the control of acidic non-collagenous proteins and collagen fibrils 

are formed in the investigated model system under the driving action of 

citrate ions, the role of which in bone mineralization might be broader 

than the role depicted to date. 

The high relevant topic of structural disorder and its crucial role in 

tuning the material properties was the central theme of the other two 

classes of materials. The development of a specific paracrystalline model, 

within the more general DFA approach, was successfully applied to the 

1D [Ru(CO)4]n species, providing physically sound quantitative 

estimates of correlated metal chains displacement, while a more complex 

structural defectiveness, including faulting and correlated shifts, was 
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found to distort the regular molecular stacks of (isomorphous) silver and 

copper nitropyrazolates.  

All the cases of study presented in this Thesis have witnessed that 

DFA is a highly versatile and promising physico-chemical 

characterization approach for dealing with complex defective nano-

systems. 

The materials characterized in this Thesis have largely contributed 

to improve the method, both on the experimental and the modeling sides. 

On the experimental side, reliable data acquisition protocol and data 

reduction procedure have been established at the SLS material science 

beamline; on the modeling side, the progressively upgraded Debussy 

Suite presently offers a robust tool to extract multiple scales (atomic to 

nanometer) and quantitative information on: crystal structure, size and 

shape of NCs, structural defects and their size-dependence, phase 

abundance and sample stoichiometry.  

Integration with complementary techniques, in particular with 

microscopic methods, may offer an empowered pathway to the important 

and fascinating realm of nanomaterials, as witnessed by the cases of 

biomimetic apatites and Cu/Ag nitropyrazolates. 

Future perspectives are very encouraging in the (inter-correlated) 

directions of further development of the method and new, appealing 

classes of materials to characterize. Progress in the data analysis software 

and models specialization to novel specific cases are expected to make 

DFA more and more popular. In this view, the availability of dedicated 

instrumental set-up for laboratory applications would be a significant step 

forward. 
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Annex 1  
Details of the Syntheses and Laboratory Experiments  
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Synthesis of IONPs 

 

Samples A and B: The iron salts solution was prepared dissolving 

appropriate amounts of FeCl2⋅4H2O and FeCl3⋅6H2O (with 1:2 

Fe(II):Fe(III) molar ratio) in 100 mL of deionized water and stirred for 5 

minutes to complete dissolution. Each iron salt solution was added to 100 

mL of 1 M NH3 solution in few minutes. 

Samples A: Three different solutions with different iron ions 

concentration were prepared. Each iron salt solution was added to 100 mL 

of 1 M NH3 solution in few minutes. After addition of iron salt solution to 

the ammonia solution, the suspension was stirred for 5 minutes. The dark 

precipitate was washed three times with distilled water and three times 

with acetone, then it was recovered with the aid of a permanent magnet. 

Different post synthetic treatments, summarized in Table 4.1 of chapter 4, 

were applied to different batches. 

Samples B: Four different solutions with different iron ions 

concentration were prepared. The deionized water used for the 

preparation of all solutions was previously deoxygenated by flowing N2 

for 30 minutes, then used in the preparation of the iron salts and ammonia 

solution. After reactant addition, the suspensions were stirred for 5 min. 

All reactions were carried out in N2 atmosphere at r.t. The dark 

precipitates, after recovery with the aid of a permanent magnet, were 

washed three times with deionized deoxygenated water and three times 

with acetone. All samples were dried in vacuum at r.t. for 2 h. 
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Samples C:  

Samples C1 and C2 were prepared dissolving in water ferrous and 

ferric salts precursors (with 1:1 Fe(II):Fe(III) molar ratio) and stirring 

them for 5 minutes. The iron salt solution was added to 100 mL of 1 M 

NH3 solution in few minutes. The suspensions were maintained in 

vigorous stirring for 1 h. The precipitates were recovered with the aid of a 

permanent magnet, and washed with water and acetone. All samples were 

dried in air at r.t.  

Samples C3, C4 and C5 were obtained by precipitation methods 

using uniquely a FeCl2⋅4H2O solution in basic aqueous medium (NH3 

solution, 1 M). The ferrous salt was dissolved in deionized water, the 

solution was stirred for 5 minutes, and later added to 100 mL of 1 M NH3 

solution. After 1 h, the samples, recovered with the aid of a permanent 

magnet, were washed with water and acetone. Different post synthetic 

treatments, summarized in Table 4.1 in Chapter 4, were applied to 

different batches. 

 

Samples D: 1.00 g of FeCl2⋅4H2O and 2.70 g of FeCl3⋅6H2O (1:2 

Fe(II)/Fe(III) molar ratio) were dissolved in 100 mL of ethanol-water 

mixture at room temperature (ethanol:water ratios are reported in Table 

4.1). Each iron salt solution, stirred for 5 minutes, was added to 100 mL 1 

M NH3 solution in few minutes. After addition, the suspension was stirred 

for 5 minutes. The dark precipitates, after recovery with the aid of a 

permanent magnet, were washed three times with deionized water and 

three times with acetone. All samples were dried at 50 °C overnight. 
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Sample E: Sample E1 was prepared by the microemulsion method. The 

reagents, 1.00 g of FeCl2⋅4H2O and 2.70 g of FeCl3⋅6H2O, were mixed in 

100 mL of deionized water and stirred to complete salts dissolution, for 5 

minutes. 4.00 g of CTAB and 40.00 g of 1-butanol were added into the 

solution of the Fe2+and Fe3+ ions. After homogeneization of the solution, 

1-octanol (110.00 g) was added in order to form a microemulsion. The 

mixture was maintained in vigorous stirring for 30 minutes. The magnetic 

nanoparticles were precipitated by adding dropwise 6.50 mL of ammonia 

solution (precipitating agent, 29% w/w in water) to the microemulsion 

under continuous stirring. After 30 minutes, ethanol (40.00 g) was added. 

The solid sample, after recovery with the aid of a permanent magnet, was 

subsequently washed with a 1:1 v/v chloroform-ethanol mixture, ethanol 

and acetone. The powders were then dried in air at r.t. 

 

Sample F: Sample F1 was prepared following the procedure described in 

the literature [1]. 

 

Sample G: 2.70 g of FeCl3⋅6H2O were dissolved in 100 mL of water and, 

after 5 minutes, added to 100 mL 1 M NH3 solution in few minutes and 

stirred for 5 minutes after addition. The powders, recovered by 

centrifugation, were washed three times with distilled water and three 

times with acetone and dried at 50 °C overnight. 
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Synthesis of Biomimetic Apatite NPs and Laboratory Experiments 

 

Synthesis of Ap and cAp samples. Calcium chloride dihydrate 

(CaCl2⋅2H2O, Bioxtra, ≥ 99,0 % pure), sodium citrate tribasic dihydrate 

(Na3(Cit)⋅2H2O where Cit = citrate = C6H5O7, ACS reagent, ≥ 99,0 % 

pure), sodium phosphate dibasic (Na2HPO4, ACS reagent, ≥ 99,0 % pure) 

and sodium carbonate monohydrate (Na2CO3⋅H2O, ACS reagent, 99.5% 

pure) were supplied by Sigma-Aldrich. All the solutions were prepared 

with ultrapure water (0.22 µS, 25 °C, MilliQ©, Millipore). The 

nanocrystals were obtained by a batch heating method described 

elsewhere [2].  

Briefly, two solutions (1:1 v/v, 200 mL total) of (i) 0.1 M CaCl2 + 

0.4 M Na3(Cit) and (ii) 0.12 M Na2HPO4, + x mM Na2CO3 (x = 0 or 100) 

were mixed at 4 ºC. The pH of the mixture was adjusted with HCl to 8.5. 

The mixture was then introduced in a 250 mL round-bottom flask, sealed 

with a glass stopper and immersed in a water bath at 80 °C. The 

precipitates were then maturated in the mother solution for 5 minutes, 4 

hours and 96 hours at 80 °C. An additional experiment with x = 100 mM 

was carried out by collecting the powder just after immersing the 

metastable solution in the flask at 80 ºC (time 0). This powder was 

analyzed by synchrotron X-ray scattering data (see ACP trace in Figure 

5.1) and, unwashed, also by laboratory XRPD (Figure A1.2) and Raman 

spectroscopy (inset of Figure A1.2). Its chemical formula, obtained by 

TGA and ICP-OES, is Na1.8Ca8.1(PO4)4.75(CO3)1.35(OH)(H2O)4. 
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A hot-line pH probe (Sentron, Netherlands) immersed in the flask 

allowed in situ measurements of the pH and of the Temperature 

continuously during the precipitation process (Figure A1.1). After the 

precipitation, the particles were repeatedly washed with ultrapure water 

(MilliQ©, Millipore) by centrifugation. Samples to be used for AFM 

characterization were freeze-dried (LyoQuest, Telstar, Spain) and stored 

at 4 ºC. Powders obtained without Na2CO3 are referred to as Ap, whereas 

those obtained in the presence of 100 mM Na2CO3 are referred to as cAp.  

Two samples were synthesized using the same batch heating 

method in the absence of citrate, maturated for 5 min and 4 h, 

respectively. Laboratory X-ray powder diffraction patterns revealed a 

totally different pathway, compared to the case in which citrate ions are 

used: at 5 min, a sample made of nanosized octacalcium phosphate was 

obtained; at 4 h, nanosized apatite is found as the major phase together 

with a minor presence of octacalcium phosphate. The two diffraction 

patterns were modelled using the Rietveld method implemented in the 

program TOPAS-R; the best fits are shown in Figure A1.3. 

Laboratory XRPD analysis was performed using a Cu Ka radiation 

(λ= 1.5418 Å) on a PANalytical X’Pert PRO diffractometer equipped 

with a PIXcel detector operating at 45 kV and 40 mA. XRPD data were 

collected on the powder precipitated at “time 0” (pristine ACP sample), in 

the angular range 5-70 degrees, with a 2θ-step of 0.039° (Figure A1.2), 

and on the two samples synthesized in the absence of citrate, in the 

angular range 5-140 degrees, with a 2θ-step of 0.013° (Figure A1.3). 
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Figure A1.1 Evolution of the pH ( ) and Temperature (—) as measured in-

situ during the precipitation of Ap ( ) and cAp ( ) NPs. Inset: details of the 
early stage of the reaction, showing the temperature and pH regimes in which 
sodium citrate crystals precipitate and progressively dissolve (see text) soon 
after favoring the formation of ACP platelets, as witnessed by the pH drop. 
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Figure A1.2. X-ray laboratory diffraction pattern of the powder precipitated at 
‘time 0’ (i.e. just after mixing calcium and phosphate solutions). It clearly shows 
the co-presence of ACP and sub-micrometric
[Na3(cit)·2H2O, CSD code UMOGAE, and 
FATTID02], in the 3:1 weight ratio, according to the quantitative analysis 
performed by the Rietveld method (TOPAS
are 200 and 500 nm, respectively. The Raman spectrum collected on the same 
sample (using a LabRAM-HR spectrometer with a backscattering geometry, 
Jobin-Yvon, Horiba, Japan) is shown in the inset. The Raman peaks at 
and 952 cm-1 (marked by arrows) are assignable to the bending and asymmetric 
stretching mode, respectively, of phosphate groups in ACP.
peaks are related to the sodium citrate crystals.
 

 

laboratory diffraction pattern of the powder precipitated at 
just after mixing calcium and phosphate solutions). It clearly shows 

micrometric-sized sodium citrate hydrates 
code UMOGAE, and Na3(cit)·5.5H2O, CSD code 

FATTID02], in the 3:1 weight ratio, according to the quantitative analysis 
performed by the Rietveld method (TOPAS-R); estimated average crystal sizes 
are 200 and 500 nm, respectively. The Raman spectrum collected on the same 

HR spectrometer with a backscattering geometry, 
) is shown in the inset. The Raman peaks at ca. 595 

(marked by arrows) are assignable to the bending and asymmetric 
osphate groups in ACP. [3] The remaining 

peaks are related to the sodium citrate crystals. [4] 



Figure A1.3 X-ray laboratory diffraction patterns of the powders precipitated at 
5 min (top) and 4 h (bottom) using the same batch method of the samples here 
investigated but in the absence of citrate. Best fit obtained by using the Rietveld 
method as implemented in the program TOPAS
Phosphate (ICSD code 27050); Bottom: mixture of apatite (83% wt) and OCP
(12%  wt). A few very sharp peaks 
wt). 
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ray laboratory diffraction patterns of the powders precipitated at 
5 min (top) and 4 h (bottom) using the same batch method of the samples here 
investigated but in the absence of citrate. Best fit obtained by using the Rietveld 
method as implemented in the program TOPAS-R. [5] Top: Octacalcium 
Phosphate (ICSD code 27050); Bottom: mixture of apatite (83% wt) and OCP 

peaks were attributed to contaminant NaCl (5% 
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Synthesis of Cu(I)/Ag(I) 4-nitropyrazolates 

 

Materials. All chemicals were reagents grade and used as supplied. 

CuCl2, AgNO3, pyrazole Et3N, DMF, CH3CN and NH3 from Sigma-

Aldrich. [Cu(CH3CN)4](BF4) [6] and 4-NO2-pyrazole [7] were 

synthesized by literature methods. FT-IR spectra were recorded on nujol 

mull on a Shimadzu Prestige-21 instrument. Elemental analyses were 

carried out on a Perkin Elmer CHN Analyzer 2400 Series II. 

 

Synthesis of Cu(I) 4-nitropyrazolate (1). To an acetone solution 

of 4-nitropyrazole (250 mg, 2.21 mmol) was added [Cu(CH3CN)4](BF4) 

(695 mg, 2.21 mmol) under nitrogen atmosphere. The colorless solution 

was stirred for 5 min, and triethylamine (1.5 mL) added dropwise. 

Immediately a white precipitate formed. The suspension was kept under 

stirring for 20 min. Then the complex 1 was collected by filtration, 

washed with acetone and dried under vacuum. Analysis: calc. for 

C3H2CuN3O2; Mw 175.63, C, 20.52; H, 1.15; N, 23.93%; found: C, 

20.15; H, 1.22; N, 23.28%. IR (nujol): 3138(m); 1507(vs); 1424(vs); 

1297(vs); 1179(m); 1041(w); 1000(w); 879(m); 820(s);756(s). M.p. 315 

°C (dec.). This compound is poorly stable at ambient conditions, since, 

upon aerial exposure, it turns immediately green, without changing 

significantly its powder diffraction trace. Thus, we believe that only a 

minor oxidation of the surface layers occurs. 

 



 227

Synthesis of Ag(I) 4-nitropyrazolate (2). Several modifications of 

a basic method were tested. Specifically, in each synthesis the previously 

prepared ligand (4-nitropyrazole) and AgNO3 were dissolved in CH3CN, 

DMF (adding alternatively water or ammonia) and water, respectively, at 

room temperature. After variable reaction times (ranging from 15’ to 4h), 

the white powder of the desired compound is obtained and suitably 

filtered from solution.  (Typical) analysis: calc. for C3H2 AgN3O2; Mw 

219.93, C, 16.38; H, 0.91; N, 19.11%; found: C, 16.45; H, 0.90; N, 

18.82%. IR (nujol): 3143(m); 1502(vs); 1419(vs); 1312(s); 1293(vs); 

1175(vs); 1031(s);1003(m); 873(s); 819(vs);756(vs). M.p. 335 °C (dec.).  

The different preparations, following alternative synthetic routes (i.e. 

using different solvents, concentrations and reaction times), have been 

performed aiming at obtaining a polycrystalline material with clearly 

resolved diffraction peaks, amenable to conventional X-ray powder 

diffraction characterization; unfortunately, no matter what synthetic 

procedure was followed, no significant improvement of sample 

crystallinity was attained. 
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Annex 2  
Algebraic Details 

of the 2D Anisotropic Paracrystalline Model 
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Correlations of random displacements in a 2D lattice 

Consider a 2D lattice spanned by the vectors a, b that, for 

simplicity, are supposed to be orthogonal along the x, y axes and with just 

one atom on each lattice point. Suppose that every atom can be randomly 

displaced from its average position and that these displacements have 

normal distribution with variances σx
2, σy

2 along the coordinate axes.  

If the displacements of atoms at different sites are all uncorrelated 

(i.e. independent of each other), then the net effect is like a Debye-Waller 

factor, with diffracted intensities downscaled at higher momentum 

transfer (higher angle) and peak shapes not affected. In fact, chosen any 

lattice vector (ma, nb), many pairs of lattice sites separated by (ma, nb) 

can be found, whose corresponding interatomic vectors will have average 

(ma, nb) – as in the unperturbed crystal  - and variances 2σx
2 along x, 2σy

2 

along y. 

If correlations of random displacements in function of (m, n) are 

considered, four correlation parameters ra, rb, sa, sb [all lying in the (-1, 1) 

range] are usefully introduced (as proposed by Welberry [1]): ra describes 

the correlations of displacements along x as a function of separation (m) 

along x; sa describes the correlations of displacements along x as a 

function of separation (n) along y; rb and sb have the corresponding roles 

with respect to displacements along y. Therefore, ra and sb describe the 

longitudinal correlations, rb and sa the transverse correlations. In this case, 

the variances of the interatomic vectors connecting pairs of atoms at 

lattice sites separated by (ma, nb) will be 2σx
2(1-ra

|m|sa
|n|) along x and 

2σy
2(1-rb

|m|sb
|n|) along y (this formalism ensures that correlations are the 

same regardless of any path on lattice sites).  



Supposing now that ra, rb, sa, s

is a highly reasonable physical assumption

a clearer form, if the lattice separation is written as (D

this case, the x-variance goes as: 

  2 1    


A similar relationship can be written 

 
Figure A.2.1 Variance Vx of the inter

m for Dx=ma, Dy = 0, and ra=0.97. The black line is the asymptotic value 2
Horizontal axis is m, Vertical axis is V

 

The behavior of this function is simple to be described. For small values 

of (|Dx|,|Dy|) the variance increases linearly,  the 

direction of (Dx,Dy). For large values of (|D

separations) the variance reaches a limiting value of 2

example is plotted in Figure 6.4 for D

the anisotropic dependence of the slope of the variances on the angle in 

and the variance of the interatomic vector, which increases linearly with 
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, sb are all positive and close to 1 (which 

is a highly reasonable physical assumption), the variances can be recast in 

if the lattice separation is written as (Dx, Dy) = (ma, nb); in 

   
1

     

1

 

relationship can be written for the y-variance.  

 

of the inter-atomic vector (red line) as a function of 

The black line is the asymptotic value 2σx
2. 

, Vertical axis is Vx (both taken as unitless quantities). 

The behavior of this function is simple to be described. For small values 

|) the variance increases linearly,  the slope depending on the 

). For large values of (|Dx|,|Dy|) (i.e. at large lattice 

separations) the variance reaches a limiting value of 2σx
2. A graphical 

example is plotted in Figure 6.4 for Dy = 0. Thus, this approach combines 

ropic dependence of the slope of the variances on the angle in xy 

and the variance of the interatomic vector, which increases linearly with 
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the vector length, but saturates when a large enough value is reached. 

This is also the essence of paracrystallinity. 

 

Integrating the paracrystalline model in the DSE formalism 

The next step is to account for the paracrystalline phenomenon 

within the DSE formalism, by considering again the interatomic vector 

(Dx, Dy), its length D and its mutliplicity µ (which is like to say that  in 

 the lattice portion used to construct the nanoparticle, µ pairs of sites 

separated by vector (Dx,Dy) are found).  

In the absence of paracrystallinity, the interatomic vector 

contributes to the scattered intensity with a sinc term [sinc(x) =sin(x)/x], 

as follows : 

		(2) 

In the presence of paracrystallinity, a radial variance Vr can be 

derived [from the above mentioned variances Vx, Vy and the knowledge of 

the vector (Dx, Dy)] and a Gaussian factor needs to added to the sinc term: 

		(2)	exp	(2) 

able to take into account all effects of anisotropic paracrystallinity. 

Therefore, the parameters required for describing this effect in a 2D 

system are the four correlation coefficients ra, sa, rb, sb and the two 

limiting variances σx
2, σy

2. A cross-correlation coefficient cxy ‘mixing’ the 

x, y variances can be introduced, which typically lowers the actual point 

symmetry by distorting the average lattice. For Ru(CO)4 this was 
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considered to be unnecessary, as symmetry lowering from the 

orthorhombic mmm class was not observed. 

Finally, a generalization is needed to the case of pre-organized units 

(molecule, or any kind of fragment) periodically repeated within the 

crystal. In the case here treated, this is a 'cross' D4h-Ru(CO)4 fragment, 

assumed as rigid. Therefore, the interatomic distances relating atoms 

within the same unit are unaffected (zero variance, no Gaussian factor to 

be applied). For interatomic distances relating atoms belonging to two 

different units, the variances Vx, Vy are firstly evaluated using the distance 

(D0x,D0y) between the centers of mass of the two units; then, for each 

distance vector (Dx, Dy) between pairs of atoms of the two units, the 

radial variance Vr is evaluated and the Gaussian factor is applied. 
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