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A B S T R A C T   

This review intends to illustrate the fruitful collaboration between chemometrics and cultural heritage science. It 
showcases past achievements, aiming to inspire numerous cultural heritage researchers who have yet to incor-
porate multivariate techniques in analysing their research findings. The goal is to practically discuss applications 
with examples extracted from the literature. These range from the most basic early applications, influenced by 
the limited laboratory equipment available at those times, to the more contemporary research endeavours. 
Recently, numerous new analytical instrumentations have gained widespread adoption, some of which were 
previously inconceivable for field use or analysing micro-samples, characteristics needed to work with cultural 
heritage. Chemometrics serves as the binding element in this process. It handles the multivariate data generated 
by analytical instruments, even from multiple instruments used to characterize the same sample and yields easily 
interpretable graphs that encapsulate all the information considered simultaneously. This review will delve into 
the challenges of achieving commendable results and constructing effective descriptive or predictive models. 
Additionally, it will offer essential theoretical insights crucial for a comprehensive grasp of the fundamental 
algorithms employed. We have explored fundamental qualitative and quantitative models capable of addressing 
most issues encountered in studying a historical or artistic artifact. Additionally, focus was directed towards data 
pre-processing, at times essential for enhancing model outcomes.   

1. Introduction 

The term “chemometrics” was coined in 1971 by Svante Wold [1]. In 
1974 he defined it as “the art of extracting chemically relevant infor-
mation from data produced in chemical experiments” [2]. Chemo-
metrics was then defined as “an art.” Twenty years later, Wold himself 
described chemometrics as “how to get chemically relevant information 
out of measured chemical data, how to represent and display this in-
formation, and how to get such information into data.” In 1990, Geladi 
and Esbensen provided fascinating insights into the origins of this field 
[3,4]. 

Chemometrics has consistently been associated with analytical 
chemistry, involving the retrieval of pertinent insights from chemical 
data. In 1981 A. Borman defined it as a new direction in analytical 
chemistry [5], while in 1998 Wold and Sjöström celebrated the success 
of the discipline [6]. Several authors described the evolution of the 
connection between chemometrics and analytical chemistry in their 

articles [7–12]. Back in 1988, an article in Nature highlighted two newly 
established journals, namely “Journal of Chemometrics” and “Chemo-
metrics and Intelligent Laboratory System”, dedicated to compiling both 
theoretical and practical articles on the application of chemometric 
techniques in the field of analytical chemistry [13]. They still are the two 
reference journals for finding the state-of-the-art in research within this 
discipline, even though nowadays, articles on chemometrics can be 
found in all journals specialized in analytical chemistry and in many 
journals of related areas. An excellent historical introduction to the link 
between chemometrics and analytical chemistry can be found in the 
recent articles by Brereton and co-authors [14,15]: the introductory part 
delves into the historical roots of the discipline, while the main body of 
the articles explores its role in enhancing different aspects of optimizing 
an analytical procedure. It is worth mentioning the international con-
ference known as “Chemometrics in Analytical Chemistry – CAC”, which 
serves as a global gathering for scholars worldwide who are involved in 
the field of chemometrics within analytical chemistry. 

* Corresponding author. 
E-mail address: barbara.giussani@uninsubria.it (B. Giussani).   

1 Authors have contributed equally. 

Contents lists available at ScienceDirect 

Chemometrics and Intelligent Laboratory Systems 

journal homepage: www.elsevier.com/locate/chemometrics 

https://doi.org/10.1016/j.chemolab.2024.105095 
Received 13 December 2023; Received in revised form 22 February 2024; Accepted 23 February 2024   

mailto:barbara.giussani@uninsubria.it
www.sciencedirect.com/science/journal/01697439
https://www.elsevier.com/locate/chemometrics
https://doi.org/10.1016/j.chemolab.2024.105095
https://doi.org/10.1016/j.chemolab.2024.105095
https://doi.org/10.1016/j.chemolab.2024.105095
http://creativecommons.org/licenses/by/4.0/


Chemometrics and Intelligent Laboratory Systems 247 (2024) 105095

2

Returning to definition of chemometrics according to Wold, we 
genuinely lack certainty regarding whether chemometrics is an artistic 
endeavour or a strictly methodical and objective approach to data 
analysis, a way to solve chemical problems using experimental data 
efficiently and economically [16]. Nevertheless, it undeniably shares a 
connection with the realm of art and, more broadly, cultural heritage 
[17,18]. 

This association is cultivated primarily through the discipline of 
analytical chemistry because analytical chemistry is able to provide data 
from the analysis of artworks: over the years, some articles have 
chronicled the evolution of the connection between analytical chemistry 
and cultural heritage [19,20]. A recent article published by Luque de 
Castro and Jurado-Lopez describes precisely how analytical chemistry 
enters many areas of research in the field of cultural heritage in studies 
with a strong multidisciplinary character [21]. They state that reviewing 
previous and current publications in this field has brought to their 
attention the limited involvement of analytical chemists in works 
dealing with cultural heritage, despite the crucial role of analysis in 
cultural heritage research: individuals from different professions handle 
the responsibilities typically associated with analytical chemists. 

The purpose of this article is to encourage scientists dealing with 
cultural heritage to use chemometric tools for their data analysis. Most 
likely, they possess chemical data (and potentially other types such as 
physical, structural, or descriptive data) suitable for processing with 
chemometric methods rather than relying solely on univariate statistics. 
These data are more aptly processed or yield greater benefits when 
utilizing chemometric techniques. We would like to demonstrate the 
advantages of using chemometric techniques to process data collected 
on cultural heritage and how to do it in practice. Drawing inspiration 
from previously published works, we will provide the reader with sug-
gestions on best practices for utilizing chemometric techniques when 
handling cultural heritage data. We will concentrate on the most 
straightforward techniques, elucidating their benefits and the informa-
tion they can provide to researchers working on cultural heritage in an 
easily understandable manner. These basic methods often yield the most 
favourable results and facilitate straightforward interpretation of the 
findings. 

2. Analytical techniques for cultural heritage 

As a first step, we would like to clarify what is meant by chemo-
metrics and multivariate analysis. Chemometrics is a specialized field 
that applies, among others, multivariate analysis techniques to data 
from chemical analysis. It involves the application of multivariate sta-
tistical methods to extract meaningful information from complex 
chemical data sets, making it a powerful tool for chemical analysis and 
research. Multivariate analysis is thus a statistical and mathematical 
approach used to analyse data sets that involve multiple variables or 
measurements, that often can be correlated. 

Multivariate analysis is capable of handling correlated variables by 
considering the interconnections and dependencies that exist among 
these variables. In recent years, most of the data obtained from the 
application of analytical chemistry techniques to cultural heritage, is of 
multivariate nature. Therefore, the significant benefits of employing 
chemometric methods in the study of cultural heritage become evident. 
To begin with, on one hand it is crucial to acknowledge that numerous 
analytical methods applied to the study of cultural heritage generate 
extensive sets of interconnected variables, e.g., the case of spectroscopic 
techniques. On the other hand, multiple techniques are frequently 
employed in the analysis of cultural artifacts, and while they often 
provide complementary findings, this is not always the case. The con-
current analysis of all the data generated from these diverse methods can 
significantly assist researchers in gaining a comprehensive understand-
ing of their subject of investigation. 

As previously noted, spectroscopy stands as one of the most exten-
sively employed analytical methods within the field of cultural heritage 

research. It possesses the potential for non-destructive and portable 
application, and its capacity to furnish insights into the molecular 
composition of a sample varies depending on the wavelength range and 
analytical mode used [22,23]. For the analysis of cultural heritage, the 
mid-infrared range (4000-400 cm− 1) is frequently used [24–26]. 
Recently, the predominant application of FTIR (Fourier-transform 
infrared spectroscopy) in heritage science has been the precise molec-
ular identification and localization of both organic and inorganic con-
stituents in micro-samples. Nonetheless, with the advancements in 
optical materials and components due to technological progress over the 
past decade, including the development of micromachining technologies 
such as MEMS (micro-electromechanical systems) and MOEMS (micro-
optoelectromechanical systems), FTIR has also emerged as a noteworthy 
method for non-invasive surface analysis of artworks using fully 
portable instrumentation [27,28]. Apart from the traditional 
single-point detection, the use of two-dimensional mapping and imaging 
is particularly advantageous for visually representing the chemical 
composition of cultural objects with multi-layered structures [29]. 
Reflectance imaging spectroscopy within the visible and near-infrared 
(NIR) spectral range (400–2500 nm) is also experiencing a growing 
presence and significance within cultural heritage research [30–33], 
while imaging methods commonly employed in the field of medicine 
have started being utilized for the preservation and study of cultural 
heritage [34]. Fig. 1 show the picture of a portable FTIR used for 
non-invasive investigations of the surface of painted Japanese artworks 
[35]. 

Raman spectroscopy has established a specialized role within the 
areas of diagnosing and preserving cultural heritage [36]. In the context 
of a wide range of materials, including minerals, gemstones, rocks, pa-
tinas, corrosion products, glass, pottery, mortars, dyes, binders, resins, 
paper, parchment, inks, and human remains, Raman micro spectroscopy 
and SERS (surface-enhanced Raman spectroscopy) provide solutions to 
archaeometric and conservation-related inquiries, facilitating in situ 
investigations [37–39]. 

Spectroscopic techniques frequently used in the study of metallic 
compounds in cultural heritage are XRF (X-ray fluorescence) [40] and 
LIBS (laser-induced breakdown spectroscopy) [41–43]. These tech-
niques are frequently applied without using the whole spectra that the 
techniques may provide, only using the specific information of the 
elementary composition that can be derived from the application of 
these techniques. In contrast to other application areas, the inherent 
micro-destructive quality of the LIBS technique has somewhat restricted 
its adoption in cultural heritage. Additionally, the laser ablation 
method, when coupled with ICP-MS (inductively coupled plasma mass 
spectrometry) [44], presents another micro destructive approach often 
utilized for metal analysis, surpassing the requirement for destructive 
analyses such as atomic spectrometry [45]. 

Currently, neutron-based techniques are widely employed in 
neutron-beam facilities worldwide to examine historical and culturally 
valuable objects. These methods are non-invasive and non-destructive, 
making them well-suited for gaining structural insights into artifacts. 
They can provide information about composition, environmental ef-
fects, inclusions, structure, manufacturing techniques, and elemental 
composition, collectively forming a unique profile of the characteristics 
of an object through neutron-matter interactions [46,47]. 

As previously stated, spectroscopic applications frequently involve 
multivariate data analysis, as we will explore further in subsequent 
sections of this article. However, there are signals that inherently possess 
multivariate properties but are frequently analysed using univariate 
techniques instead. A notable example of this occurs in chromatographic 
techniques, which are also applied to cultural heritage studies [48]. In 
the majority of cases, researchers opt to calculate the area of individual 
peaks of interest rather than utilizing the entire chromatogram. A 
similar situation applies to data generated by electroanalytical sensors 
used in the cultural heritage field [49] however, in some cases, data 
processing involves the utilization of chemometric methods [50]. 
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Thermogravimetric (TG-DTG) curves were also have also been 
employed in archaeometric contexts [51]. 

3. Chemometric applications in cultural heritage 

3.1. Multivariate data matrices 

As previously mentioned, many insights derived from artworks are of 
multivariate nature because numerous chemical measurements are 
inherently multivariate. But this is also a result of the ongoing devel-
opment of analytical instrumentation, cost reduction, and, as a result, 
increased accessibility. 

Examples of data of this type are for instance the evaluation of paint 
cross-sections by FTIR in fragments collected from a mural temple in 
Nepal [52] or the analysis of nine metal oxides by XRF in antique am-
phora [53]. In the example of the evaluation of paint cross-sections, the 
number of variables is 1331, corresponding to 1331 wavenumbers be-
tween 6000 and 675 cm− 1. In the example of the analysis of metal oxides 
in antique amphora, the number of variables is nine, corresponding to 
the number of analysed metal oxides. Although these two datasets are 
both multivariate, as more than one measurement was performed for 
each sample (absorbances at different wavelengths or the analysis of 
different metals), a clear distinction can be made between them. In the 
first case, with FTIR spectra, the absorbance of the ith wavelength is not 
independent from the absorbance of the immediately previous and 
following wavelengths. In the second case, the concentration of one 
specific element is independent from the concentration of the other 
analysed elements. It is worth mentioning that autocorrelated data (as 
the example of FTIR measurements) tend to have a significantly higher 
number of variables compared to independent data: the number of 
wavelengths or wavenumbers in a spectrum is typically much greater 
than the number of chemically analysed elements (or physical charac-
teristics of the sample). Both categories of datasets are suitable to 

treatment through chemometric methods. However, as we will observe 
in section 2.5, they may need distinct preprocessing steps prior to 
calculation. 

A crucial question is what we want to know from the data. We might 
want to ascertain whether all the analysed metals provide unique in-
formation, or if, for instance, the information from one metal is repli-
cated by another one. For instance, we may aim to determine if samples 
form clusters or if it is feasible to predict a certain property of a sample 
based on its IR spectrum. Hence, we may have either qualitative or 
quantitative needs, and as described in the upcoming chapters, che-
mometrics can prove to be valuable in all these scenarios. 

3.2. Data overview 

Are there groups among the samples analysed - e.g., do all the pre-
viously mentioned amphora in section 2.1 come from the same pro-
duction centre, or are there different production centres? Which are the 
most important variables when different metal oxides are analysed? Is 
there any metal oxide that provides non-significant information in the 
analysis of amphora, so that this or these metal oxides do not need to be 
considered in future analysis? These questions may be solved by plotting 
the values of the different variables, so that each sample has a single 
point in the plot defined by the different variables, and then checking for 
groups in the plotted samples. But when dealing with multivariate data 
all these operations are not simple. In the two examples in section 2.1 
one should be able to visualize a plot in nine-dimensions (the nine metal 
oxides analysed in antique amphora) or in 1331-dimensions (the 1331 
wavenumbers in the paint cross-sections from a mural temple), or in a 
rather large number of two-dimensional graphs to cover the different 
dimensions. Fortunately, there are techniques that help the researcher to 
visualize multivariate data and to draw conclusions regarding similar-
ities or non-similarities between samples and correlations between 
variables. 

Fig. 1. Photographs of the Alpha Bruker FTIR portable spectrophotometer analysing a photograph and of some of the raw materials used to extract Japanese 
traditional pigments (left, bottom). FTIR spectra in pseudo-absorbance of the reference traditional Japanese pigments prepared in laboratory (right), presented as 
pseudo-absorbance (arbitrary units, y-axis) vs. wavenumber (cm− 1, x-axis). Reproduced with permission from Ref. [35]. 
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3.2.1. Principal component analysis 
The most widely used technique for dimensionality reduction, and 

that has been applied in many fields, is principal component analysis, 
PCA [54]. It is a multivariate exploratory tool that focuses on the data 
representation and interpretation, and that is extensively described in 
many reference textbooks [55–58]. PCA aims to transform data from a 
high-dimensional space (the space defined by the original variables of 
the data set) into a lower-dimensional space while preserving all the 
relevant information. It condenses information contained in large 
amounts of initial variables into a few parameters, called principal 
components (PCs), which capture the similarities among the original 
samples and covariances between variables. PCs are orthogonal di-
rections in the data space, each ordered by the amount of variance they 
explain. The first PC retains the most variance of the data, the second PC 
the most variance not explained by the first, and so on. 

These components serve as a new basis for projecting the data onto 
this reduced-dimensional space, so that plots in 2D or 3D (plots using the 
two or three first PCs) preserving most of the original information can be 
obtained. The transformed data in the new coordinate system of the PCs 
reveals the essential patterns and relationships among the observations. 
Visualizing data in this reduced space often simplifies analysis and 
interpretation. 

The data matrix (X), of dimensions I x J (where I is the number of 
samples analysed and J is the number of variables used in the analysis) is 
decomposed by the PCA algorithm as follows: 

X=TV′ + E Eq. 1  

where:  

- T is the matrix of scores (I x A). They are the coordinates of the initial 
data points in the new space defined by the PCs. The scores plots 
show patterns or groups (if presents) among the samples.  

- V (or P) is the matrix of loadings (J x A). They are the coefficients 
that describe the contribution of each original variable to a specific 
PC. They reveal how strongly each variable influences the PCs (and 
therefore indicate the importance of the original variables in differ-
entiating the samples) and covariances between variables.  

- E is the error matrix, of the same dimensions as X. 

The number of principal components, A, is selected so that they 
describe the structured part of data (typically the user will only select 
the top first PCs that retain most of the explained variance). Fig. 2 shows 
the geometrical representation of PCA for a data set of 20 samples 
characterized by two variables. 

When the variables are independent, PCA is primarily employed to 
determine the presence of covariance among variables and whether 
these covariances have an impact on the grouping or patterns observed 
in the samples. When the variables are autocorrelated, as in the case of 
spectra, PCA is used to significantly reduce data dimensionality while 
retaining most of the information. PCA can thus reveal components 
(combinations of wavelengths) that are important in explaining vari-
ability in the data and facilitating the visualization of hidden patterns 
related to spectral features. 

The application of PCA to results from analytical techniques using 
independent variables has been used for 40 years. As examples, 27 
metals were analysed in medieval Bulgarian glasses by neutron activa-
tion analysis (NAA) to evaluate the technological level of glass pro-
duction in medieval Bulgaria [60], or 10 metal oxides in 50 samples of 
glass-making objects from the Roman area were analysed by XRF (using 
only the composition of the elements and not the whole spectra in the 
data analysis) and PCA was applied to make hypotheses concerning the 
origin of the samples [61]. The advancements in analytical instrumen-
tation during that period enabled the introduction of new rapid and 
relatively affordable techniques like ICP-OES (inductively coupled 
plasma optical emission spectroscopy). These methods were utilized 

alongside others to identify compositional groups of Roman pottery [62] 
and to detect counterfeit components in ancient marbles [63]. ICP-MS 
was successfully employed to determine dietary habits through the 
analysis of trace elements on ancient remains, allowing the classification 
of adult individuals according to the historical period in which they 

Fig. 2. PCA example with 20 samples (black circles and grey squares) char-
acterized by two variables. (A) The samples are plotted in the space of the 
original variables x1 and x2. The blue and red lines represent the directions of 
PC1 and PC2 axes, respectively. The coordinates of the blue arrow are v11 and 
v21, the loading values of variables x1 and x2 on the first PC, respectively. The 
coordinates of the red arrow are the v12 and v22, the loading values of variable 
x1 and x2 on the second PC, respectively. The score values are the orthogonal 
projection of the sample coordinates on the PC axes. As an example the scores of 
sample 5 are shown: t51 (PC1 score) and t52 (PC2 score). (B) The 20 samples 
represented in PC space: PC1 versus PC2. Reproduced with permission from 
Ref. [59]. (For interpretation of the references to colour in this figure legend, 
the reader is referred to the Web version of this article.) 
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lived [64]. LIBS coupled with PCA allowed to distinguish surface con-
taminations and retouches from the original pictorial materials in small 
fragments of the oil paintings “Emmaus Dinner” by Bellini (17th cen-
tury) and “Annunciation” by Brughi (18th century) through the study of 
stratigraphic variations of the chemical composition [65]. The emer-
gence of portable instrumentation in recent years also gained impor-
tance in the analysis of artworks since this instrumentation allows for in 
situ analysis without the need for the artwork to be taken to the labo-
ratory. In this way, a portable XRF analyser was used for the analysis of 
major and trace elements (using again only the composition of the ele-
ments and not the whole spectra in the data analysis) in a provenance 
study of marble quarries of Delos island (Greece), finding which of the 
analysed artifacts came from a Delian quarry and which ones were not of 
local origin [66]. 

Regarding results from analytical techniques using autocorrelated 
variables applied to cultural heritage, the main group of applications 
comprises different kinds of spectroscopies (e.g. FTIR, NIR, Raman 
spectroscopy) but also other non-spectroscopic techniques such as 
chromatographic techniques or mass spectrometry fall into this cate-
gory. Spectroscopic techniques, which have the advantage of being non- 
destructive techniques (an invaluable characteristic when working with 
artworks), have been widely used in recent years in this field. To give 
some examples, Marengo et al. [67] used ATR-FTIR (attenuated total 
reflectance Fourier-transform infrared) and statistical process control 
principles for monitoring the conservation state of artworks. The tech-
nique was applied to some canvas painted with mixtures of three organic 
pigments to identify the starting of the degradations and to provide in-
sights about the chemical alterations induced by the UV exposure. 
ATR-FTIR was also applied to evaluate the effect of different paint 
cross-section preparation methods applied to fragments collected from a 

mural temple (15th century) in Nepal [52]. ATR in combination with 
mid-FTIR was used in paper samples to study paper restoration processes 
[68]. Two hydrogels with different cleaning capacities were applied to 
papers from the 18th century, showing a greater efficiency than tradi-
tional methods. FTIR was also applied to identify organic binding media 
in a variety of samples including wallpapers and polychromed alabaster 
artworks [69]. The proposed method simplifies notably the interpreta-
tion of the obtained spectra, being able to obtain three different sources 
of information from the same sample. μATR-FTIR chemical mapping 
coupled with chemometric analysis were applied to three paint samples 
characterised by different types of coatings/treatments. An efficient 
spatial stratigraphic localization of compounds of interest was achieved, 
as well as a differentiation between heterogeneous mixtures charac-
terised by similar spectral features, impossible to identify by a univariate 
approach. Particularly interesting is the use of the PCs score maps for 
result interpretation [70] (Fig. 3). 

NIR spectroscopy was applied to the characterization of paint cross- 
sections from a Renaissance wooden painting and from a 15th century 
wall paintings of the Basilica di San Frediano, Lucca (Italy) [71]. The 
method was able to provide information for the characterisation of both 
inorganic and organic compounds within complex paint stratigraphies. 
Finally, Raman spectroscopy was used to diagnose the impact and 
conservation state of Pompeian walls exposed to diverse environments 
[72]. 

The increase of computer power also enabled the use of high- 
intensive computing needed in techniques such as hyperspectral imag-
ing [73,74], which combines spectroscopy with imaging capability. 
Hyperspectral imaging collects and processes information across the 
electromagnetic spectrum to obtain the spectrum for each pixel in an 
image. Due to the particular complexity of data obtained from 

Fig. 3. a) score plot of one of the examined samples. Clusters highlighted in red indicate the objects points localised within one of the examined layers (white dots in 
(c)) and green for points localised within another layer (white dots in (d)). b) loading plot of the same sample. c) and d) PC2 score map. Reproduced with permission 
from Ref. [70]. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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hyperspectral techniques, specific pre-processing methods have to be 
applied before data analysis. Image compression, selection of the region 
of interest or dead pixels [75,76] must be considered as well as the 
pre-processing techniques of classical spectroscopy. Hyperspectral im-
aging has been applied in recent years to different artworks. A multi-
variate approach for processing X-ray fluorescence spectral and 
hyperspectral data from non-invasive in situ analyses on painted sur-
faces was developed by Sciutto et al. [77]. This technique was applied to 
data obtained from the analysis of a Renaissance panel painting in 
Palazzo Ducale of Urbino (Italy), allowing for a fast interpretation of 
results that may be useful to support the definition of the sampling 
points. FTIR hyperspectral imaging was applied to the analysis of 
degradation products in a patina from the arch of Septimius Severus in 
the Roman Forum [78] (Fig. 4a shows the PCA differentiation among the 
different compounds in the scores plot and Fig. 4b shows the most 
important variables in the loading plot) and to the 16th century Neptune 
fountain in Bologna (Italy) [79]. In the former case, the method allowed 
to the discrimination and characterization of complex mixtures through 
the exact localization of similar compounds and the identification of the 
heterogeneous mixtures in the studied sample. In the latter case, the 
method was proposed for the characterization of coatings applied as 
protective agents, allowing to reduce the time required for data pro-
cessing by maximizing the degree of automation of the procedure. 
Fig. 4a shows one of the issues frequently encountered in the visuali-
zation of data with chemometric models, attempting the representation 
of a pseudo-3D figure (probably to increase the percentage of the 
explained variance) on a 2D support, thereby somewhat complicating 
the visibility of which PC separates the different groups. 

Portable instrumentation has also been used with analytical tech-
niques using autocorrelated variables. For instance, XRF spectroscopy 
using portable instrumentation has been used to differentiate pigments 
in artworks [80]. Portable instrumentation was compared with bench-
top equipment, showing the possibility to clearly discriminate important 
pigments in the PCA scores plot. The same technique also using portable 
instrumentation was applied to the classification of icons from a mon-
astery in Serbia and of modern paints from the beginning of the 20th 
century [81]. Another miniaturized shortwave infrared (SWIR) spec-
trometer was used for the analysis of cultural heritage samples 
(archaeological bones, cinematographic films and bronze patinas) [31]. 
The results allowed to differentiate the materials used as a support for 
cinematographic films or to differentiate between corrosion products on 
bronze sculptures, which is important for assessing the state of conser-
vation of the artwork. A portable FTIR spectrometer working in external 
reflection mode was used to study historical silk samples coming from 
traditional Japanese samurai armours (15th-20th century), allowing in a 
non-invasive way to detect if the samples had been originally subjected 
to degumming [82]. 

Finally, chromatographic techniques were also used in different 

artworks. Direct exposure electron ionization mass spectrometry (DE- 
MS) and gas chromatography combined with mass spectrometry (GC- 
MS) were used to analyse organic residues contained in an Egyptian 
censer (5th–7th century AD) [83]. The same research group also applied 
GC-MS and HPLC-MS (the combination of high-performance liquid 
chromatography – HPLC - and mass spectrometry - MS) to determine the 
influence of the relative humidity on the oxidation and hydrolysis of 
fresh and aged oil paints [84], in order to understand the evolution of 
the composition of modern oil paints during ageing under the influence 
of environmental risks. 

3.2.2. Cluster analysis methods 
Another frequently used tool for exploratory purposes is cluster 

analysis [55,56]. While PCA is a data technique used to reduce the 
dimensionality of data and identify important relationships or patterns 
looking for differences and variations among the samples, cluster anal-
ysis methods focus on grouping samples into clusters based on their 
similarity without considering, at least at first, dimensionality reduc-
tion. These methods therefore assess how closely samples resemble each 
other based on distance metrics: samples that are more similar are 
placed into the same cluster or group, while those that are dissimilar are 
assigned to different clusters. The similarity between two samples of 
multivariate nature having a total of M variables is typically calculated 
using the distance (dij) between all pairs of samples, where the most used 
distance is the Euclidean distance: 

dij =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∑M

m=1

(
xim − xjm

)2

√
√
√
√ Eq. 2  

where xim and xjm are respectively the values of the mth variable for the 
ith and jth sample. The similarity between a pair of samples is calculated 
from this distance, and follows equation (3): 

sij = 1 −
dij

dmax
Eq. 3  

being dmax the highest distance between all pair of samples. In this way 
all the similarity values range in the interval [0,1]. Other distances than 
the Euclidean distance in equation (2) (e.g. Mahalanobis distance, 
Manhattan distance and others [85]) can be used to calculate the dis-
tance between the pairs of samples (to delve deeper into the topic of 
distances, research articles and books of Prof. Todeschini research group 
are recommended, for instance Ref. [86]). While using PCA one can 
obtain insights into groups of samples and the significance of variables, 
with clustering techniques one only gathers information about similar-
ities and dissimilarities between samples. Probably because of this 
reason, cluster analysis is typically used in combination with PCA. At 
times, when dealing with numerous input variables, cluster analysis is 

Fig. 4. a) 3D score plot of PCA with the first three PCs; b) loading plot of the PCA models of the analysis of the Arch of Septimius Severus in the Roman Forum (3rd 
century AD). Reproduced with permission from Ref. [78]. 
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often carried out using principal components, which have been pre-
computed from the original data matrix and account for approximately 
95% of the explained variance. 

Cluster analysis methods can be categorized into two groups: parti-
tioning and hierarchical methods. Partitioning methods focus on the 
task of segmenting a large dataset containing diverse objects into k 
clusters, where k can either be predetermined or estimated through an 
exploratory process or even determined by the algorithm iteratively. An 
example of this approach is the k-means technique [87]. In contrast, 
hierarchical cluster methods build a tree-like structure, known as a 
dendrogram, which graphically represents the hierarchical relationships 
between clusters [88]. The most used hierarchical clustering is the 
agglomerative clustering approach, which initiate with each data point 
as a separate cluster and gradually merge clusters based on their simi-
larity until a stopping criterion is met. Hierarchical clustering does not 
require specifying the number of clusters in advance and can provide 
insights into structures in the data. It offers a more flexible approach but 
can be computationally more intensive due to the construction of the 
hierarchy. Virtually all the cited references using hierarchical clustering 
use the agglomerative clustering approach. 

As with PCA, clustering analysis has been applying to cultural heri-
tage for almost 40 years. The most used clustering method applied to 
analytical techniques that use independent variables is hierarchical 
clustering. These techniques have been mainly applied to very ancient 
artworks, and to name some examples covering all these years, several 
elements from European medieval stained glasses were analysed by AAS 
(atomic absorption spectroscopy), FE (flame photometry) and OES 
(optical emission spectroscopy) and dendrograms (among other che-
mometric techniques such as PCA) helped to give some insight into the 
similarities between different groups of European mediaeval stained 
glasses [89]. INAA (instrumental neutron activation analysis) and 
ICP-AES (inductively coupled plasma atomic emission spectroscopy) 
were used to determine the chemical constituents of ancient roman 
Samian pottery finding that different workshops were sharing the same 
clay [90]. 14 elements in antique ceramics were determined by ICP-OES 
and AES to define groups of different pieces of pottery [91], and INAA 
was used to analyse different elements in medieval pottery and hierar-
chical cluster analysis and other techniques such as PCA helped to 
determine their classification and provenance [92]. A Graph 
Theory-based blind clustering technique was employed, analysing the 
entire LIBS spectrum without singling out individual atomic lines, in the 
study of limestone Nuragic statues from Mont’e Prama site (Sardinia, 
Italy). This method assesses spectrum similarity by computing their 
correlation function, visually demonstrating it as node distance within a 
graph (Fig. 5). Greater correlation results in closer node proximity in the 
graph (see Ref. [93] and references therein). 

Clustering analysis has also been applied in combination with 
portable instrumentation to cultural heritage. In the reviewed cases, 
portable instrumentation used only the composition of the elements and 
not the whole spectra in the data analysis, and therefore variables are 
considered to be independent. A portable XRF instrument was used to 
analyse pottery samples from an archaeological site in Mexico, showing 
a high degree of discrimination between groups of samples [94]. A 
different portable XRF instrument was used in the analysis of the surface 
layers of different artworks belonging to the museum collection and 
storeroom of the Royal Palace in Caserta (Italy), where dendrograms and 
the k-means technique were used to find many different novelties in the 
analysed artworks [95]. 

Regarding results that use clustering techniques in data from 
analytical techniques using autocorrelated variables applied to cultural 
heritage, different spectroscopic techniques using the whole measured 
spectra have been used. Probably XRF is the most used one, but several 
other ones have also been applied to cultural heritage pieces. A benchtop 
FTIR was used to analyse waterlogged archaeological wood from an 
ancient Chinese shipwreck [96], where hierarchical cluster analysis was 
used to classify the recovered samples into four different groups. A 

different study consisted on the NIR measurements for authenticating 
stamps of 12 seals on a Chinese traditional painting [97]. Hierarchical 
cluster analysis was also used to find the time period of some unknown 
seal stamps. 

The whole spectra from portable instrumentation were also used 
with clustering techniques. A portable XRF spectrometer and a IR 
camera were used in the study of two Renaissance paintings from the 
Museo e Real Bosco di Capodimonte in Naples (Italy) [98]. Based on the 
results obtained from clustering using k-means in conjunction with other 
techniques like PCA, researchers could propose the formulation of the 
preparatory layer and identify the pigments used. Another on-site study 
using portable instrumentation consisted on measuring with a portable 
Raman instrument the stained glass windows in the upper chapel of the 
Sainte-Chapelle (Paris) [99]. Although the instrument was portable, it 
was not a commercial one but an assemble of the different parts of a 
Raman spectrometer. The Raman signature of the glasses, together with 
different chemometric approaches (PCA and hierarchical cluster anal-
ysis), made it possible to obtain information about the relative age of 
weathered glass. 

3.3. Regression modelling 

Regression modelling aims to find the relationship between one (or 
several) dependent variables or Y-variables and the predictor variables 
(independent variables or X-variables). Most of the cases deal with only 
one dependent variable that typically corresponds to concentration 
values. The simplest form of regression is univariate regression [100] in 
which, in the context of this paper, the only instrumental signal which is 
the independent variable x (e.g. the intensity of the XRF line for a spe-
cific element) is related to the concentration of that specific element 
(dependent variable y) following equation (4): 

y = b0 + b1x + e Eq. 4  

being b0 and b1 respectively the intercept and the slope of the regression 
line and e the error term. The criterion that is typically used to find the 

Fig. 5. a) Graphical representation of the graph built using the data of LIBS 
analysis on the Nuragic statue samples from the archaeological site of Mont’e 
Prama. Two different (partially overlapping) clusters are highlighted in green 
and red. Reproduced with permission from Ref. [93]. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the Web 
version of this article.) 
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coefficients b0 and b1 is the least squares criterion [57]. 
As we have commented on the previous sections, most of the data 

derived from artworks are of multivariate nature because most of the 
chemical measurements are inherently multivariate, and therefore the 
regression model is expressed as [101,102]: 

Y = XB + E Eq. 5  

being B the matrix of the regression coefficients and E represents the 
error term in the model. Most of the regression methods that are nor-
mally used assume a linear dependence between X and Y. 

The least squares criterion used to find the coefficients in equation 
(4) may be generalized to the multivariate case [103], finding therefore 
as many regression coefficients as the number of variables plus one (the 
intercept term). This regression technique is referred to as multiple 
linear regression (MLR), but it is rarely utilized today. This is primarily 
due to its limited effectiveness when dealing with correlated variables 
and the requirement for more samples than variables, which can be 
challenging to fulfil, especially with modern instrumentation capable of 
generating a large number of variables. To overcome these drawbacks, 
the regression methods most frequently used are methods based on the 
reduction of the dimensionality of the original space into a 
lower-dimensional space while preserving all the relevant information. 
A first approach in this direction is the principal component regression 
(PCR) method. PCR works by first applying PCA to the independent 
variables to find the associated principal components. The regression is 
then performed between the principal components and the independent 
variable. However, partial least squares (PLS) [104] takes a step further. 
It not only reduces data dimensionality like PCR but also considers the 
relationship between the independent variables and the dependent 
variable, ensuring that PLS captures not only the variance in the data but 
also the covariance with the dependent variable. This makes PLS more 
effective when the variables are highly interrelated and significantly 
improves the regression model compared to PCR, as it seeks components 
that are directly relevant to the prediction task. These components are 
therefore different from the ‘principal components’ found in PCA or PCR 
and are called ‘factors’ or ‘latent variables’. 

While PLS and PCR are regression methods that assume linearity 
between dependent and independent variables, there are regression 
techniques designed to handle non-linearity, but these techniques are 
much less used in regression using chemical data from cultural heritage. 
Some of these methods, such as support vector regression (SVR) can 
capture complex non-linear patterns by mapping data into a higher- 
dimensional space, or techniques like decision trees, random forests, 
and neural networks are capable of handling non-linear relationships in 
data, making them suitable choices when linear assumptions do not hold 
[105–109]. 

Two key parameters are pivotal to ensure the validity of a multi-
variate calibration model: the root mean squared error (RMSE) and the 
coefficient of determination (R2) between the predicted outcomes of the 
model and the reference results (the values from the Y matrix), although 
other parameters are also used [110]. The RMSE is defined as: 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1
(ŷi − yi)

2

n

√
√
√
√
√

Eq. 6  

where yi is the ith sample of the y vector, ŷi is the predicted value of the 
ith sample using the regression model, and n is the total number of 
samples. The RMSE can refer to the calibration data, in which case it is 
written as RMSEC (root mean squared error of calibration) and is a 
measure indicating the quality of the model in terms of its ability to fit 
the calibration data, or to the validation data, thus samples not used in 
the construction of the model [111]. Validation data can be obtained 
using cross-validation (CV), which involves different iterations with the 
calibration data where, at each step, a group of samples (or a single 

sample) is left out, a multivariate model is built with the remaining 
samples, and the parameter of interest for that group of samples is 
predicted. In this way one can compute the RMSECV (root mean squared 
error of cross-validation). Validation can also be performed using an 
external data set not used in the construction of the model, and RMSEP 
(root mean squared error of prediction) can be calculated in this way. 
These validation measures collectively ensure the robustness and the 
predictive capability of the multivariate calibration model, offering a 
comprehensive assessment of its performance and generalization to new 
samples. Selecting the appropriate number of factors for a PLS model is 
central to prevent underfitting or overfitting. Underfitting arises when 
the model lacks the complexity to grasp the inherent patterns within the 
data, resulting in an incomplete representation of the connections be-
tween input variables and the target variable, thus causing inadequate 
predictive performance. Overfitting occurs when a model is too com-
plex, capturing random data fluctuations instead of true patterns. An 
overfitted model excels on training data but struggles with new data 
since it essentially memorizes the training set without fully grasping the 
genuine relationships. In other words, random variability has been 
included in the model, causing it to fail in predicting new samples. It is 
crucial to strike the right balance between the chosen number of factors 
and the prediction error of the model (to delve deeper into the topic, we 
recommend these readings [111–115]), and very recently a new joint 
parameter (J-Score) for the selection of the correct number of factors 
and the best pre-processing technique in spectroscopic data has been 
proposed [116]. It is important to note that in a multivariate regression 
model, the prediction error relies on the error of the reference method, 
which supplies the values for the Y-matrix during calibration. Under-
standing the figures of merit of the reference method is crucial to 
comprehend the potential constraints of the regression model con-
structed from the same data. 

Regression modelling is typically used in combination with explor-
ative techniques, especially PCA. Regression methods applied to cultural 
heritage using chemical data have been applied in numerous studies, 
and in the vast majority of the cases, PLS was the regression method 
used. Most of the reviewed applications correspond to cases that use 
data from analytical techniques with autocorrelated variables (i.e., 
spectra). Among these applications, the vast majority come from studies 
in the 21st century, making regression modelling a more recent field of 
application to cultural heritage compared to other chemometric tech-
niques. Starting with data from analytical techniques that use inde-
pendent variables, particle-induced X-ray emission (PIXE) was used to 
analyse ancient papyrus and to make a PLS model between the elemental 
data from the PIXE analysis and the brightness from pixels in the 
papyrus, being able to predict missing characters of the text [117]. AAS 
and ICP-OES were used in the analysis of historical mortars, with the PLS 
model being able to correctly predict the binder/aggregate ration in 
historical mortars from churches in Milan (Italy) [118]. 

Focussing on some applications that use regression modelling in data 
from analytical techniques using autocorrelated variables, IR spectros-
copies are the most used instrumental techniques. ATR-IR with the help 
of experimental design was applied to the determination of the super-
ficial pigments composition of a painting, being able to predict with 
three different PLS models (one model for each specific pigment) the 
concentration of the pigments in different mixtures [119], and different 
parameters of historical paper (such as the age [120], different me-
chanical properties [121] and gelatine [122]) were predicted using PLS 
models and data from infrared spectroscopy (FTIR and NIR) using 
commercial equipment and even developing a NIR prototype instrument 
[121]. Fig. 6 shows the NIR prototype instrument used for the deter-
mination of mechanical properties of historical paper [121]. Fig. 7 
shows the modelled results of the content of gelatine in historic papers 
determined with a PLS model using FTIR data versus the measured 
reference gelatine values obtained using a chromatographic method 
[122]. 

In a similar way, FTNIR spectra were used to determine the tung oil 
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content in antique Chinese lacquerware (Fig. 8) with a PLS model, since 
the proportions of tung oil in various artworks are still unclear and 
subject to dispute [123]. 

Not only IR spectra have been used in this field, and for instance 
spectra from UV–vis reflectance spectroscopy was used to build a PLS 
model for the determination of Tyrian purple (a dye used in the antiq-
uity) in archaeological textile fragments dating from the Roman period, 
relating the spectra with the reference results obtained using HPLC 
[124]. In a similar way, LIBS was used in the analysis of antique bronze 
coins from the Roman empire to find the content of copper in the coins 
(copper was used because it is a major constituent of the coins; con-
centrations of other elements were small as compared to copper) using a 
PLS model [125]. Electron probe X-ray microanalysis and micro XRF 
were used to build different PLS models to determine six elements from 
16 to 17th century archaeological glass samples being able to determine 
the concentrations of the major oxides in glass with adequate errors 
[126]. 

Portable instrumentation has also been applied in the recent years in 
combination with regression modelling, taking advantage of the flexi-
bility to conduct on-site analyses and reducing the need for sample 
transportation. To review some applications in the field, for instance a 
portable ATR-FTIR spectrometer in combination with PLS regression 
was used to monitor the degradation of plastics used in modern and 
contemporary art, building a robust degradation model of each analysed 
material that can be used to predict and classify the degradation state of 
artworks and to check priorities of intervention in the museum collec-
tions [127]. A portable NIR spectrometer was successfully used to 
quantitatively determine with a PLS model the proportion of oil to lac-
quer in ancient Chinese lacquer objects (a proportion that is crucial to 
discern the quality of the lacquer objects) [128]. Different portable XRF 
spectrometers together with PLS modelling were used to predict with 
moderate accuracy different elements on a Viking site in Denmark 
(suggesting the use of more cost-efficient XRF data than ICP-MS data) 
[129] and to analyse the surface layer of different artworks belonging to 
a museum collection in Caserta (Italy) to study different gilding tech-
niques, finding interesting results such as the composition of the surfaces 
and the presence of porporina due to bad restorations [95]. 

3.4. Classification and discrimination 

Classification techniques [130] are employed to categorize objects or 
samples into one or more predefined classes or categories based on a set 
of inherent characteristics (chemical measurements in the framework of 
this paper, which, as we pointed out in section 2.1, are mainly of 
multivariate nature). In the context of cultural heritage, this may involve 
for instance categorizing artifacts by historical periods, identifying 
artistic styles, or grouping materials used in archaeological objects. 
Some examples of classification in the field of cultural heritage with the 
help of chemical data is the classification of Hungarian medieval silver 
coins according to historical periods using elemental analysis from XRF 
data [131] or the classification of Neolithic potteries of 6th millennium 

Fig. 6. The NIR instrument prototype. The table made of Perspex is positioned 
at a fixed distance from the measurement aperture, so that there is no direct 
contact between an item and the measurement opening. Reproduced with 
permission from Ref. [121]. 

Fig. 7. Predicted versus measured results of percentage of gelatine in historic 
papers calculated with a PLS model. FTIR data were used for the construction of 
the model. Reproduced with permission from Ref. [122]. 

Fig. 8. FTNIR instrument used in the collection of spectra of ancient Chinese artwork. Collecting the spectra from a standard sample (A) and an historic object (B). 
Reproduced with permission from Ref. [123]. 
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BC according to the excavation levels using FTIR and Raman data [132]. 
Multivariate data from chemical measurements are typically orga-

nized in the X matrix and the Y matrix contains the assigned classes (the 
information of the classes may be expressed as integer numbers or as 
text, depending on the specific classification method and algorithm 
used). 

Classification techniques are supervised [133], meaning that they 
require prior knowledge of classes or categories in which the samples are 
divided. The new unknown samples can be classified into the predefined 
classes or categories. This contrasts with techniques like PCA, which is 
an unsupervised technique (there is no prior knowledge of classes or 
categories of the samples) and is primarily used for exploring data pat-
terns and reducing dimensionality without relying on predefined 
categories. 

Classification techniques are mainly divided in two groups of tech-
niques: modelling (or class-modelling) and discriminant techniques. On 
one hand, modelling techniques focus on calculating individual models 
for each predefined class, capturing the specific characteristics and 
variations associated with each class. In these techniques, each class is 
modelled individually and independently from the other classes. On the 
other hand, discriminant techniques aim to find the most effective 
combination of variables that maximally separates the predefined clas-
ses. Discriminant techniques rely on the differences between samples 
from different classes and result in hypersurfaces (multidimensional 
surfaces), dividing the space variable in as many regions as the number 
of classes. An important consequence of this distinction among the two 
groups of techniques is that when a discriminant technique is used, one 
sample is always classified into one (and only one) of the available 
classes, while using a modelling technique, one sample may be classified 
into none, one, or more than one of the available classes. These differ-
ences can be seen in Fig. 9 that illustrates a simple example with the 
different approaches to the classification of three classes in a two- 
dimensional space (two variables). 

Among the modelling techniques [135], the most used is soft inde-
pendent modelling of class analogies (SIMCA) [136]. SIMCA finds a PCA 
model for each pre-defined category or class and two basic statistics 
(score and orthogonal distance of the sample to each PCA model) are 
used to decide if a specific sample belongs to a class. A distance (d) from 
the kth sample to the Ath PCA model can be calculated as: 

dk,A =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

OD2
k,A + SD2

k,A

√

Eq. 7  

where ODk,A is the orthogonal distance from the kth sample to the Ath 
PCA model and SDk,A is the score distance of the kth sample in the Ath 
PCA model. The dk,A value in Eq. (7) is then compared with a threshold 
distance to the model of class A. The decision rule for classifying a 
sample into a PCA model varies among the different versions of SIMCA 
implementations [137]. Other modelling techniques, but much less used 
than SIMCA, are for instance unequal-class modelling (UNEQ) [138] or 
potential function techniques [134]. 

Among the discriminant techniques [134], one of the most used ones 
is partial least squares – discriminant analysis (PLS-DA) [139]. In 
PLS-DA, a PLS regression model between the independent variables in 
the X matrix and a vector y containing the assigned classes as integer 
numbers is calculated. Typically, 0 and 1 are used as integer numbers for 
the two assigned classes. In case of having more than two classes, the 
PLS2 version of PLS, able to cope with several dependent variables, may 
be used, and the technique is therefore called PLS2-DA [140]. In this 
case, there are as many columns in Y as you have defined classes. Each 
column is then a dummy vector of 0s and 1s, with 1 indicating the 
membership of that specific class, and 0 that it is not a member of that 
specific class. A threshold or discriminant line, between 0 and 1, is 
established to separate two classes, and a sample is classified using the 
projected value of the PLS model, which is a real number rather than an 
integer. The sample is classified to class 1 if the prediction is larger than 
the threshold or assigned to class 0 if the prediction is lower than the 

threshold. 
Another used discriminant technique is linear discriminant analysis 

(LDA) [134]. LDA aims to identify the linear combinations of variables 
(linear discriminant functions) that best discriminate between pre-
defined classes in a dataset. The primary goal of LDA is to maximize the 
separation between classes while minimizing the variation within each 
class. A sophistication of LDA is quadratic discriminant analysis (QDA), 
in which quadratic decision boundaries are modelled, making it suitable 
for datasets where within-class variation varies across classes. 

k nearest neighbours (kNN) is the simplest discriminant technique, 
but despite of its simplicity, is one of the least used. In this technique, the 
class is determined by the majority class among its k nearest neighbours. 
To calculate the distance between samples, typically the Euclidean dis-
tance is employed. A crucial parameter is the selection of k, the number 
of nearest neighbours, and usually small values of k (3 or 5) produce 
better classification results [134]. Despite the mathematical simplicity 
of the technique, it has shown to work well in many real cases, except in 

Fig. 9. Classification using (A) discriminant and (B) modelling techniques for a 
problem involving three classes in a two-dimensional space. (A) Discriminant 
approach divides the space into three non-overlapping regions corresponding to 
the different categories so that a sample is univocally assigned. (B) Class- 
modelling defines an individual model for the different categories, so that re-
gions where a sample is classified into more than one category or into none can 
occur. Reproduced with permission from Ref. [134]. 
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those cases where there is a clear difference in the number of objects in 
the different classes or categories. 

Finally, other discriminant classification techniques, although much 
less used in cultural heritage, are for instance support vector machine 
(SVM)-based methods for classification [141,142] or artificial neural 
networks (ANN) [143]. 

Validation is a crucial step to ensure that the model generalizes well 
to unseen data and performs reliably in real-world scenarios. Cross- 
validation or external test set can be used for this purpose as in regres-
sion models. It is worthwhile to note that when dealing with imbalanced 
datasets, it’s essential to ensure that each class is represented propor-
tionally in both the training and validation sets. The topic of validation 
has been widely covered in the literature and for instance the reader can 
look at reference [111]. Regardless of the classification technique used, 
several parameters are used to assess the classification performance. The 
most widely used are sensitivity (the ability to correctly identify samples 
belonging to a specific class), specificity (the ability to correctly identify 
samples that do not belong to a specific class) and precision (the ability 
to avoid wrong predictions in one class) [144], but other parameters 
such as accuracy, negative predictive value (NPV), false positive rate 
(FPR) and false negative rate (FNR) may also be used [145], although 
less frequently. As with regression modelling, classification is typically 
used in combination with exploratory techniques, especially PCA. 
Classification techniques applied to cultural heritage using multivariate 
chemical data have been more prevalent in studies compared to 
regression modelling. This is likely because classification represents one 
of the fundamental chemometric challenges within the realm of cultural 
heritage analysis. Among these techniques, SIMCA and PLS-DA are the 
most utilized, although others have also been employed. Most of the 
reviewed applications using data from analytical techniques with 
autocorrelated variables (i.e., spectra), are from studies of the 21st 
century, while the reviewed applications using data with non-correlated 
variables extend further back in time to the late 1970s. 

Beginning with data derived from analytical techniques utilizing 
independent variables, chemometric methods are frequently employed 
in the investigation of Roman archaeological remains. For instance, in 
the analysis of different Roman glasses discovered in Norway, AAS and 
XRF were employed, and SIMCA was utilized to categorize the samples 
based on different decoration classes. [146], Seven major and minor 
elements were analysed in Roman pottery using ICP-AES and AAS, and 
SIMCA was used to discriminate objects produced in different 
geographical areas [147], 86 Roman amphorae sherds from a shipwreck 
were analysed using NAA in order to classify the provenance of the 
amphora [148] and 160 amphorae dating to the 5th century AD were 
analysed by XRF and SIMCA and artificial neural networks were 
employed to classify their geographical provenance with good classifi-
cation abilities [149]. Pottery and ceramics are other frequently used 
materials in which chemometrics is applied for classification purposes. 
In this way, ancient Mesopotamian ceramics and clay were analysed 
using INAA and SIMCA was used to identify pottery workshops in the 
Sumerian society [150]. Archaeological pottery from Cyprus was also 
analysed with INAA and LDA was used to identify clay types used and 
not used in the manufacturing processes [151]. Italian archaeological 
pottery ranging in date from the mid-7th century BC to the beginning of 
the 3rd century BC was analysed by AAS and SIMCA was applied to find 
that most of the sherds came from local kilns, with a probable Ionian 
origin for some other sherds and some other ones from unknown origin 
[152].As the last example, ceramic samples from the Banda traditional 
area (west-central Ghana) were analysed with NAA and SIMCA in order 
to determine with good classification performances the geographical 
origin of the samples [153]. 

Portable instrumentation in analytical techniques that use indepen-
dent variables has also been applied in the recent years in combination 
with classification. To name some applications, a portable XRF spec-
trometer (using only the information about the composition of the ele-
ments, not the whole spectra) was used to analyse pottery samples from 

an archaeological site in Mexico and PLS-DA was used to find differences 
among the detected classes, which can be interpreted as different 
manufacturing processes [94] (Fig. 10 shows the results of the PLS-DA 
model assigning pottery samples to a pre-defined class). Another 
portable XRF sensor (again using only the information about the 
composition of the elements) was used to analyse 42 elements in gran-
ites in heritage buildings. SIMCA and Naïve Bayes classification (a set of 
supervised learning algorithms based on applying the theorem of Bayes) 
were used to find the most similar quarry rocks for appropriate resto-
ration of historical buildings [154]. 

Focussing on applications that use classification in data from 
analytical techniques using autocorrelated variables, IR spectroscopies 
are again the most used instrumental techniques. In this way, FTIR was 
used in a variety of works such as the analysis of pre-Roman ceramics 
from 75 shards excavated in Puglia (Italy) where SIMCA was used to 
classify the samples in different classes according to the mineralogical 
composition [155]. It was also used in the analysis of polymeric resins 
where the use of LDA allowed the identification of the main components 
in commercial varnishes employed for art purposes [156]. IR spectros-
copy was also employed in the analysis of ancient Persian wall paintings 
where SIMCA was used to classify the binding media of unknown sam-
ples [157], in the analysis of paper relic where different classification 
techniques (PLS-DA, SVM, LDA and SIMCA) successfully classified the 
different types of paper [158], and in the analysis of archaeological 
amber where LDA was able to predict the provenance of the amber from 
a historical tomb in China [159]. Raman spectroscopy has also been 
used in several works. For instance, pigments used in the field of cultural 
heritage were analysed with an instrument prototype combining 
micro-Raman and XRF and PLS-DA was successfully applied in the 
classification of pigments [160,161], lipidic paint binders and PLS-DA 
yielded satisfactory results of the different types of binders studied 
[162], and data from commercial artist paints were analysed using LDA 
to identify the crystalline structure of an important pigment in 20th 
century artworks, what may retrieve information on the production 
process of the pigment at the moment [163]. Other techniques using 
correlated variables have also been used in cultural heritage samples. 
For instance, GC and MS were used in the analysis of the organic patinas 
of old buildings in towns and villages in the Apennines (Italy) and 
PLS-DA was used to find a relationship between the age, history, envi-
ronment and anthropic location of the monuments [164]. MALDI-TOF 
mass spectrometry (matrix-assisted laser desorption/ionization-time of 
flight - mass spectrometry) was used in the analysis of protein binders in 

Fig. 10. Results of the PLS-DA assigning pottery samples to a pre-defined class. 
Reproduced with permission from Ref. [94]. 
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historical paints and SIMCA helped in the classification of the binding 
medium of the painted paper background from the altarpiece of a 16th 
century church in Slovakia [165]. Botanical source of starch in ancient 
manuscripts was analysed by micellar electrokinetic capillary chroma-
tography method with UV diode-array detection (MEKC–DAD) and LDA 
was used to determine the botanical source of the starch [166]. Direct 
analysis in real time mass spectrometry (DART-MS) was used for the 
non-invasive analysis of the Dead Sea scrolls and LDA was employed to 
investigate two different parchment treatments [167]. DART-MS was 
also used to analyse archaeological wood and PLS-DA was used to 
distinguish between three classes of wood (severely decayed archaeo-
logical wood, moderately decayed archaeological wood and recent 
wood) [96]. Finally, a LIBS prototype was used to analyse medieval 
ceramics (Islamic and Byzantine from different mounds) and PLS-DA 
was used to identify different sample classes [168]. 

Portable instrumentation in analytical techniques that use dependent 
variables has also been applied in the recent years in combination with 
classification. For instance, a portable LIBS instrumentation was used in 
the analysis of wall paintings with a reference database of commercial 
pigments traditionally used in murals and oil techniques following 
ancient recipes, and SIMCA and PLS-DA were used for the classification 
of pigments [169]. A portable NIR spectrometer was used to analyse 
Scandinavian Stone Age rock paintings and SIMCA was used to find that 
some painted elks could be separated from each other while others were 
similar (helping to answer questions about origin, age and weathering) 
and PLS-DA helped in discriminating the background from the paints 
[170]. Wall paintings from a Roman basilica were analysed using a 
variety of techniques (Raman, XRF, time gated laser induced fluores-
cence spectroscopy -TG-LIF, UV–Vis–NIR multispectral imaging, FTIR, 
VIS/NIR/SWIR) and PLS-DA was used to identify, among others, the 
original pigments palette used by the artist [171]. 

3.5. Data pre-processing 

Using autocorrelated and non-correlated variables also has a signif-
icant impact in the data pre-processing before the chemometric analysis. 
In non-correlated variables, data pre-processing is typically applied to 
the columns, to the variables of the data matrix, to normalize the raw 
analytical data to avoid wrong conclusions due to the different order of 
magnitude and range of variation of the data. This is the case for 
instance when dealing with analysis from major and minor components 
or when different methods of analysis have been used and one is dealing 
with analysis with different units (e.g. elements in concentration units 
and elements in percentage values). Without normalization, techniques 
that use the reduction of dimensionality would take the directions of the 
original variables having the highest values, which do not necessarily 
represent the best data variability. Normalization ensures that all vari-
ables carry equal weight in the analysis, preventing the different tech-
niques from being biased towards variables with larger numerical 
values. The most widely used pre-processing for column normalization is 
autoscaling, which scales the concentration of each variable to zero 
mean value and unit variance, although other techniques such as Pareto 
scaling, vast scaling or range scaling are also used [172]. 

When using data with autocorrelated variables, data pre-processing 
is typically applied to the rows, to the samples of the data matrix. 
Spectroscopic (including UV, NIR, MIR, FTIR or Raman) data are typical 
examples, but other examples are chromatographic or fluorescence 
(mainly X-ray fluorescence) data. Different sources of unwanted varia-
tion may affect in a different way to the samples, so applying the data 
pre-processing to the rows one tries to reduce these unwanted effects 
highlighting only the relevant variation among the samples. The data 
can be significantly influenced by a variety of processes, depending on 
the specific part of the electromagnetic spectrum used [172] and also on 
the specific measurement mode [173]. Some sources of variation may 
arise from inherent limitations of the instrument (e.g. instrument drifts 
or noise in virtually all the reviewed instrumental techniques), from 

variations among samples (e.g. particle size or homogeneity level 
affecting light scattering in NIR data), from features intrinsic to the 
measurement mode (e.g. the presence of slope in ATR-FTIR spectra since 
the reflectance is getting lower as the wavenumber decreases), or from 
the need to correct the peak alignment to reduce the shift effect of peaks 
in chromatographic or XRF data. Experimental conditions can generate 
variations in raw data, hence the importance of studying all sources of 
variability associated with the analytical procedure itself (see as 
example [174,175]). Different pre-processing methods are used, among 
others, to remove or decrease the instrumental noise (smoothing tech-
niques) [172,176,177], to remove the offset baseline or the slope 
(detrending, first and second order derivatives) [67,172,176], to resolve 
overlapped peaks (second derivative) [178], to remove light scattering 
effects (standard normal variate, SNV, or multiplicative scatter correc-
tion, MSC) [67,172] or specific algorithms to correctly align peaks 
[179]. 

4. Practical considerations 

Many researchers ponder the following question: how can one 
construct a proficient model? 

However, the initial inquiry that should come to mind when 
considering the application of chemometrics for data examination is 
whether the samples being assessed accurately represent the subject of 
study. Regarding cultural heritage, the sample size is frequently con-
strained, as there are instances where it is not feasible to obtain as many 
samples as desired. 

We need to consider that models, whether they are qualitative or 
quantitative, aim to elucidate the data provided to them for explanation. 
When the samples collected and examined accurately represent the 
context under investigation, multivariate analysis allows for the draw-
ing of conclusions that can be extended to the entire context. Conversely, 
when the samples fail to genuinely depict the context, the results ob-
tained from their study through multivariate analysis remain restricted 
to that specific subset of samples. This holds true in most experiments, 
and it is particularly relevant to the multivariate analysis techniques 
examined in this article. In fact, these methods aim to capture over-
arching patterns within the analysed samples in relation to the selected 
study variables. 

Frequently, it is claimed that multivariate analysis requires a sub-
stantial sample size. Consequently, researchers sometimes resort to 
creating duplicates (replicates) of their samples in an effort to augment 
the sample size. Undoubtedly, an increased sample size enables the 
model to better capture trends, groups, clusters, or predict relevant 
properties within the data or find patterns for explorative purposes. 
Actually, a larger sample size introduces more variability into the model. 
However, it is important to note that replicate samples do not contribute 
to this type of information. Replicates, i.e. replicate analyses on the same 
sample, hold significant importance in capturing the inherent variability 
within each sample analysed with a certain type of measurement. Their 
significance becomes more pronounced when dealing with highly 
inhomogeneous samples. In such cases, using the mean value in the 
model could be advisable, as it enables each sample to be represented by 
a single row in the data matrix, providing a more comprehensive 
description of individual samples. 

In regression and classification models, the sample size plays a sig-
nificant role as it determines the feasibility of validation methods that 
can be applied to the model. These models should be constructed using 
one set of samples (calibration set) and subsequently validated using a 
separate set of samples that is independent from the initial set (test set). 
In cases where the number of samples is extremely limited, this 
approach is impractical, and as a result, cross-validation becomes 
necessary. Cross-validation serves as a reliable estimate of how a model 
operates but it should not be regarded as a conclusive validation method 
(for a more in-depth exploration of the subject of model validation, we 
recommend reading [111,180]). It is important to keep in mind that 
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when implementing variable selection systems in PLS models, the 
optimization process should be carried out exclusively on the calibration 
set. Subsequently, the selected variables should be tested on the vali-
dation sets. Once more, choosing variables from a limited number of 
samples may result in the selection of variables that are overly influ-
enced by those specific samples, making them potentially unsuitable for 
future samples (to delve deeper into this topic, it is recommended to 
read [181–185]). 

When discussing data visualization models, particularly PCA, or 
regression models like PLS, it is crucial to bear in mind that their 
operation relies on discerning differences among samples. Exceptionally 
distinct and unique samples have the potential to significantly distort 
the model, even altering the percentage of the explained variance in 
models with and without these unique samples. So, it is essential to 
exercise caution to ensure that this does not undermine the quest for the 
overarching trends within the samples being studied. In such a scenario, 
it might be advantageous to consider, following the initial model, the 
removal of the atypical sample or samples [186]. Subsequently, one can 
observe whether the PCA model is better able to account for other 
sources of variability within the dataset, or if the PLS is more efficient in 
predicting the interested property. 

5. Conclusions 

Analytical chemistry and chemometric data analysis significantly 
bolsters the study and conservation of cultural heritage. Both fields are 
almost inseparable today, implying that one significantly benefits from 
the other. This review does not aim to encompass all the literature on the 
use of chemometric techniques in cultural heritage analysis. Instead, it 
serves as motivation for those yet to employ these techniques in their 
data processing endeavours. The goal is to offer the necessary ground-
work for cultural heritage scientists to embark on utilizing these tech-
niques in their own studies, which often entail multivariate data. This 
involves grasping the fundamentals of the most utilized methods and 
drawing inspiration from existing applications documented in the 
literature. Apart from the cited applications, numerous methodological 
articles have been referenced in this review. It is important to note that 
while chemometrics utilizes specialized software, it is a misconception 
to assume that the software autonomously handles everything or makes 
their own decisions. The true expertise lies with the scientist in the field, 
who must possess a solid understanding of the fundamentals to effec-
tively utilize the software, which primarily aids in the analytical process. 
The study of cultural heritage involves a significant interdisciplinary 
approach. While the cultural heritage scientist may rely on the expertise 
of a chemometrician for data processing, having a foundational under-
standing of this discipline proves beneficial for all involved. It enables 
better sampling and experiment design and a comprehensive compre-
hension of the strengths and limitations inherent in this approach, also 
employing a shared language that enhances the effectiveness and sim-
plifies the sharing of research findings. 
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compositional data. The case of ceramic samples from the archaeological site of 
Xalasco, Tlaxcala, Mexico, J. Archaeol. Sci. Rep. 19 (2018) 100–114, https://doi. 
org/10.1016/j.jasrep.2018.02.023. 

[95] J. Brocchieri, E. Scialla, A. Manzone, G.O. Graziano, A. D’Onofrio, C. Sabbarese, 
An analytical characterization of different gilding techniques on artworks from 
the Royal Palace (Caserta, Italy), J. Cult. Herit. 57 (2022) 213–225, https://doi. 
org/10.1016/j.culher.2022.08.014. 

[96] R. Li, J. Guo, N. Macchioni, B. Pizzo, G. Xi, X. Tian, J. Chen, J. Sun, X. Jiang, 
J. Cao, Z. Zhang, Y. Yin, Characterisation of waterlogged archaeological wood 
from Nanhai No. 1 shipwreck by multidisciplinary diagnostic methods, J. Cult. 
Herit. 56 (2022) 25–35, https://doi.org/10.1016/j.culher.2022.05.004. 

[97] Z. Chen, A. Gu, X. Zhang, Z. Zhang, Authentication and inference of seal stamps 
on Chinese traditional painting by using multivariate classification and near- 
infrared spectroscopy, Chemometr. Intell. Lab. Syst. 171 (2017) 226–233, 
https://doi.org/10.1016/j.chemolab.2017.10.017. 

[98] E. Scialla, P. Improda, J. Brocchieri, M. Cardinali, A. Cerasuolo, A. Rullo, 
A. Zezza, C. Sabbarese, Study of ‘cona degli ordini’ by colantonio with IR and XRF 
analyses, Heritage 6 (2023) 1785–1803, https://doi.org/10.3390/ 
heritage6020095. 
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[125] M.O. Bachler, M. Bǐsćan, Z. Kregar, I. Jelovica Badovinac, J. Dobrinić, 
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