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Thermal comfort research aims to determine the relationship between the thermal environment and the
human sense of warmth. This is usually achieved by measuring the subjective human thermal response
to different thermal environments. However, it is common practice to use simple linear regression to
analyse data collected using ordinal scales. This practice may lead to severe errors in inference. This study
first set the methodological foundations to analyse subjective thermal comfort data from a statistical per-
spective. Subsequently, we show the practical consequences of fallacious assumptions by utilising a
Bayesian approach and show, through an illustrative example, that a linear regression model applied
to ordinal data suggests results different from those obtained using ordinal regression. Specifically, linear
regression found no difference in means and effect size between genders, while the ordinal regression
model led to the opposite conclusion. In addition, the linear regression model distorts the estimated
regression coefficient for air temperature compared to the ordinal model. Finally, the ordinal model
shows that the distance between adjacent response categories of the ASHRAE 7-point thermal sensation
scale is not equidistant. Given the abovementioned issues, we advocate utilising ordinal models instead
of metric models to analyse ordinal data.

� 2023 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Thermal comfort is defined as ‘the condition of mind that
expresses satisfaction with the thermal environment and is
assessed by subjective evaluation’ [1]. Subjective evaluation is usu-
ally obtained using rating scales, the most adopted of which is the
ASHRAE 7-point thermal sensation scale, which consists of seven
verbal anchors: ‘cold’, ‘cool’, ‘slightly cool’, ‘neutral’, ‘slightly
warm’, ‘warm’, and ‘hot’. This is a perceptual judgement scale [2]
and is utilised to measure thermal sensation. Other rating scales
are also employed in thermal comfort studies: the most common
ones being thermal evaluation, preference, and acceptability.
ISO 10551:2019 [2], beyond those already mentioned, also intro-
duces a ‘tolerance scale’, which is rarely used in the scientific liter-
ature. Each one of these scales can be presented in different
formats (e.g., discontinuous versus continuous format) and meth-
ods (e.g., paper- versus computer-based). Independently of the for-
mat and method used, it is common practice to assign a numerical
value to each level (i.e., the verbal anchors) of a scale. For instance,
the ASHRAE 7-point thermal sensation scale generally varies from
�3 (‘cold’) to +3 (‘hot’). However, different values can be assigned,
such as 1 for ‘cold’ and 7 for ‘hot’. This interchangeability is possi-
ble because these numbers are merely placeholders without an
underlying meaning. Nevertheless, it is common practice to calcu-
late the mean of the thermal sensation votes of a group of people
(e.g., Refs [3,4]). The reasoning behind this method is that, while
the variable is ordinal in nature, a vote created by averaging differ-
ent responses is continuous. Furthermore, the averaged votes will
result in a more normal-looking distribution and, therefore, statis-
tical methods that assume normality (e.g., linear regression and
analysis of variance) can be applied. The origin of this approach
can be found in early works to measure attitudes, such as in Thur-
stone [5] and Likert [6]. However, there are two problems with this
approach. Firstly, it is not appropriate to calculate the mean of an
ordinal variable because its linearity (i.e., equally spaced divisions)
is an arbitrary assumption imposed on the original scale values.
This assumption was also recently questioned by Schweiker
et al. [7,8]. Secondly, this approach conflates the problem of the
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level of measurement with that of the distribution of a variable.
Averaging ordinal data may improve the degree to which the dis-
tribution of votes resembles a normal distribution, but it does
not change the nature of the observations from ordinal to interval.

Concerning the analyses of subjective thermal comfort data,
ISO 10551:2019 [2] gives guidance to the analysis of ordinal data.
Unfortunately, it uses disputable arguments, based on McIntyre’s
work [9], to legitimise treating ordinal data from the ASHRAE 7-
point thermal sensation scale as a continuous variable. In his paper
published in 1978, McIntyre clearly stated that the 7-point warmth
scale is ordinal and that, therefore, non-parametric statistics are
the appropriate method. However, McIntyre also said that non-
parametric statistics are generally related to hypothesis testing
and are quite limiting for thermal comfort analysis. Therefore, util-
ising the method of graded dichotomies, he investigates whether
these scales can be treated as intervals (i.e., if the psychological
width of the categories can be approximated to be of equal spac-
ing). McIntyre concluded that there is ‘no reason to suppose that
we are not dealing with an equal interval scale’, even if nothing
can be said to the extreme categories, that is ‘cold’ and ‘hot’ [9].
In addition, performing a Kolmogorov–Smirnov test1 (K–S test),
he found no significant deviation from normality and deduced that
it is appropriate to use statistical methods that presuppose normal-
ity. However, checking whether an ordinal variable can be assumed
to be interval for analytic purposes may work in some cases, but it
does not constitute general proof. While this practice seemed rea-
sonable at the time, considering that, until the 1960s, there was rel-
atively little development of models for categorical responses (see
page 1 of Ref [10]), nowadays, it is not. Advances in statistics and sta-
tistical software have provided many options for appropriate models
of ordinal response variables, and many parametric ordinal models
can be found in the literature. Furthermore, the K–S test can be
applied only to continuous distributions, which is not the case anal-
ysed by McIntyre. In addition, the distribution used to compare the
sample must be fully specified, that is, the location and scale param-
eters (i.e., mean and standard deviation) of the normal distribution
must be known a priori and not estimated from the data. If these
parameters are calculated from the data, as in the case of McIntyre,
the critical region of the K–S test is no longer valid and should be
determined by simulation.

In the following two sections, the notion of ‘level of measure-
ment’ is introduced (Section 1.1), and the issue of analysing ordinal
data as metric is discussed (Section 1.3). Discussion regarding the
different types of scales employed (e.g., categorical scale, visual
analogue scale, and graphic categorical scale), the number of
anchors utilised, and the assumptions underlying their usage are
outside the scope of this study. The interested reader is referred
to previous studies such as Refs [7,8,11,12] for further discussions
of these topics.
1.1. Level of measurement

A level of measurement is a classification that represents the
nature of the information contained in the values assigned to the
variables [13]. A widespread measurement classification is Ste-
vens’s typology [14], which is divided into four classes: nominal,
ordinal, interval, and ratio. The nominal scale identifies or cate-
gorises the values of the variables but cannot order the categories;
the ordinal scale, in which the values of the variables are ranked or
ordered, is used for this purpose. For the interval scale, the inter-
vals between the values of the variables are equally spaced, and
the zero on the scale is arbitrary (i.e., the zero on the scale is a mat-
1 The K–S test was used to test if a sample comes from a population with a specific
distribution.
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ter of convention or convenience). Conversely, the ratio scale has a
true zero point, which defines the absence of the quantity being
measured. As a consequence, ratios of magnitudes can be defined.

In Stevens’s view, it is important to know which kind of scale
one is dealing with because ‘to each of these types of scales certain
statistics are appropriate and others are not’ [15], and a scale that
retains meaning under a certain class of transformations should be
limited to statistics whose meaning would not change if those
transformations were applied to the data. Table 1 shows the differ-
ent types of scales with their empirical operations, invariant math-
ematical transformations, and (permissible) measures of central
tendency.

Stevens went beyond his simple typology and classified not just
simple operations but also statistical procedures according to the
scales for which they were permissible. The idea that a particular
level of measurement prescribes or proscribes statistical methods
has been strongly criticised by statisticians [16–18], and alterna-
tive taxonomies have been proposed. Mosteller and Tukey’s typol-
ogy [19] and Chrisman’s typology [20] introduced an expanded list
of levels of measurement to account for various measurements
that do not fit well into Stevens’s framework. The difference is that
they do not prescribe statistical methods nor even suggest that sta-
tistical methods should depend on the levels of measurement. Sta-
tistical analyses make assumptions about the distributions of
variables and/or errors, not about measurement levels. Of course,
it is necessary to verify that these assumptions comply with the
data at hand. However, to conclude that there is no value in the
data types would be inaccurate. The notion of scale type is impor-
tant, and Stevens’s nomenclature is frequently used. For example,
any designed experiment must distinguish between categorical
factors (usually nominal or ordinal in Stevens’s terminology) and
metric/continuous covariates (usually intervals or ratios) [16].
However, these scale types derive from how the data were mea-
sured rather than being fundamental characteristics of the data
themselves.
1.2. Statistical methods: A brief overview

As stated previously, one of the goals of thermal comfort
research is to establish a relationship between the thermal envi-
ronment and the human response. In a statistical modelling frame-
work, this is generally achieved through regression analysis.
Regression analysis is ‘the blanket name for a family of data anal-
ysis techniques that examine relationships between variables’ [21],
which are categorised into a dependent variable (‘outcome’ or ‘re-
sponse’ variable), Y , and one or more independent variables (‘ex-
planatory variables’, ‘predictors’, ‘covariates’ or ‘features’), X.

The most common approach utilised in thermal comfort
research for the analysis of subjective thermal comfort data is lin-
ear regression. Another approach, even if far less common, is ordi-
nal regression (e.g., Ref [22]). The main difference between the two
is that linear regression requires the dependent variable to be con-
tinuous, while ordinal regression requires it to be ordinal. Even
though different regression models have different mathematical
underpinnings, they share a general form that can be expressed
as the function of a random component, g �ð Þ, which refers to the
conditional probability distribution of the response variable, and
a systematic component, h �ð Þ, which refers to the explanatory vari-
ables. The systematic component is used as the predicted tendency
of Y given the predictors. Nevertheless, Y is not predicted to be
exactly h �ð Þ, but near h �ð Þ. That is, the best that can be done is to
predict the probability that Y will have any particular value, given
x. This probability density function (PDF) is the random component
g �ð Þ. This is a more general notation that encompasses different
models (i.e., it extends more easily to other models by focusing



Table 1
Types of measurement scales (from Ref [15]).

Scale Empirical operations Permissible
transformations

Permissible
measures of
central tendency

Nominal Determination of
equality

Any one-to-one
substitution

Mode

Ordinal Determination of
greater or lesser (rank-
order)

Any increasing
monotonic
transform

Median

Interval Determination of the
equality of intervals or
of differences

Multiplication by
and addition of a
constant

Arithmetic mean

Ratio Determinations of the
equality of ratios

Multiplication by
a constant

Geometric mean
Harmonic mean
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on the conditional distribution of the response rather than the dis-
tribution of the error term [23]). The following sections briefly
describe two regression-type models utilised to model subjective
thermal comfort data.

1.2.1. General linear model
The most common approach utilised in thermal comfort

research for the analysis of subjective thermal comfort data is
the general linear model (GLM), which usually refers to the linear
regression model. In this model, the continuous response variable
is modelled given some predictors, generally assuming a condi-
tional normal distribution of the response:

Yi � Normal li;r
2� �
li ¼ gi ð1Þ
2 Technically, the distributional assumption should be made on the error term, not
the response variable. However, in linear regression, to assume the error as normally
distributed around zero is equivalent to assuming the response to be normally
distributed around the regression line.

3 Omitting the intercept term allows the full set of thresholds s1; � � � ; sk to be
identified.
gi ¼ xT
i b

where li is the mean, r is the standard deviation, and gi is the pre-
dictor term function of some predictors xT

i . The subscript i is to
stress the dependency on the ith observation.

1.2.2. Cumulative link model
As mentioned previously, if the response variable is assumed to

be ordinal (and therefore measured as ordinal), it is proper to anal-
yse it with ordinal models. Cumulative link models (CLMs) belong
to a broad class of models known as ordinal regression models. Fol-
lowing the categorisation of Bürkner and Vuorre [24], in addition
to the cumulative models, other two distinct model classes belong
to the ordinal regression models: sequential and adjacent-category
models. Each of these models has a different rationale behind it
and, consequently, a different application.

The rationale behind choosing a CLM lies in the fact that this
model has a latent variable representation, which is in line with
the general assumption underlying the rating scales. The idea is
that the dependent variable Y is the categorisation of a latent

(not observable) continuous variable Y
�
. Fig. 1 illustrates this con-

cept. The categorical outcome, Y (Fig. 1.a and .b) is a categorised

version of an unobservable (latent) continuous variable, Y
�
(Fig. 1.

c and .d). The dotted lines in the bottom figures divide the contin-
uous latent variable into K þ 1 bins according to the threshold
parameters skf g, with k 2 1; � � � ;Kf g. Consequently, the area under
the curve in each bin represents the probability of the correspond-
ing observed ordinal response (Fig. 1.a and .b). In Fig. 1, the thresh-
olds are shown as not equidistant and equidistant (Fig. 1.c and .d,
respectively) for illustrative purposes only. In practice, the thresh-
olds are determined by nature; they are parameters to be
estimated.
3

The conditional distribution of the response variable Y is
assumed to follow a multinomial distribution where its probability
vector is p ¼ p1; :::;pkf g with pk ¼ Pr Y ¼ kð Þ. The cumulative prob-
ability corresponding to pk is ck ¼ Pr Y � kð Þ so that
ck ¼ p1 þ :::þ pk. The cumulative probabilities are then mapped
to the real numbers through a link function. In this study, the pro-
bit function was chosen as the link function. The reason is that the
probit link assumes the latent variable to be normally distributed2

around the predicted central tendency (i.e., the mean of the latent
scale) and is therefore comparable with linear regression. The math-
ematical form of the model can be written as:

Yi � Multinomial n;pið Þ
Probit cikð Þ ¼ sk � gi ð2Þ
gi ¼ xT
i b

where sk are the thresholds parameters and gi is the linear predictor
term without an intercept.3 The subscript i is to stress the depen-

dency on the ith observation.
For more explanations and practical guidelines for using this

and other methods (i.e., sequential and adjacent-category models),
along with detailed mathematical derivations and discussions, the
reader is referred to Bürkner and Vuorre [24].
1.3. Ordinal-as-metric

While it is generally recognised that ordinal data are not metric,
it is commonplace to analyse them with methods that assume
metric responses. This is inappropriate for the following reasons.
First and foremost, the ordinal variable’s categories may not be
equidistant since it is unknown the psychological distance
between adjacent categories and whether these distances are the
same across subjects. In a survey respondent’s thinking, the differ-
ence between ‘neutral’ and ‘slightly warm’, for example, may be
considerably smaller than the difference between ‘warm’ and
‘hot’, as demonstrated by Schweiker et al. [7,8]. Second, the distri-
bution of ordinal categories can be nonnormal, especially if low
(e.g., ‘cold’) or high (e.g., ‘hot’) values are commonly chosen. Third,
the variances of the unobserved variables underlying the observed
ordinal categories can vary, for example, between periods (e.g.,
seasons) and groups (e.g., gender). The ordinal-as-metric method
cannot account for such uneven variances.

The issue of examining ordinal data as metrics was analysed in
great detail by Liddell and Kruschke [25], whose arguments are
summarised hereafter. To facilitate their understanding and expla-
nation, Fig. 3 and Fig. 4 in Ref [25] have been adapted and repro-
duced here as Fig. 2. In this figure, the mean of the ordinal values
(i.e., when the ordinal values are treated as metric) is plotted as
a function of the latent mean, l, and standard deviation (SD), r.
The four letter-labelled points represent a specific combination of
l and r on the underlying latent scale that, if used as parameters
in a cumulative probit model, would generate a particular pattern
in the ordinal data. For instance, the point indicated by Ⓑ (i.e.,
group B) has a latent mean and standard deviation of l ¼ 2 and
r ¼ 1, respectively (Fig. 2.c) and an ordinal mean of 1.93 (Fig. 2.b).

From Fig. 2.a, four different ‘effects’ can be observed:



Fig. 1. Representation of the latent variable interpretation: observed values ((a) and (b)) and underlying latent distribution ((c) and (d)). Note. The thresholds sk (the dotted
lines in (c) and (d)) are defined here as being not equidistant (c) and equidistant (d).

Fig. 2. Mean of the ordinal values as a function of latent mean, l, and SD, r (a); ordinal level (b) and latent scale value (c) for group Ⓑ (adapted from Ref [25]). Note. The
thresholds sk (the dotted lines in (c)) are defined here as being equidistant.

Fig. 3. Dependency diagram for a simple linear regression model (adapted from Ref [47]).
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Fig. 4. Distribution of the thermal sensation vote.
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1. Points Ⓐ and Ⓑ illustrate a false-alarm rate (Type I ‘error’):
these two groups have the same latent means, but the ordinal
means are estimated as very different.

2. Points Ⓑ and Ⓓ illustrate a low correct-detection rate (Type II
‘error’): for these two groups, the latent means are quite differ-
ent, but the ordinal means are estimated as equal.

3. Points Ⓐ and Ⓓ illustrate a distorted effect-size estimate: here,
the two groups have identical latent variances, but the differ-
ence in means on the horizontal axis (i.e., on the underlying
latent scale) is larger than the corresponding difference on the
vertical axis (i.e., on the ordinal-as-metric scale).

4. Points Ⓒ and Ⓓ illustrate a reversed effect-size estimate: here,
the latent mean of group Ⓓ is greater than that of group Ⓒ, but
the ordinal means for group Ⓒ are incorrectly estimated to be
greater than those of group Ⓓ.

Liddell and Kruschke [25] posited that there are infinite combi-
nations of underlying parameter values (l and r) that lead to
inflated false-alarm rates, or low rates of correct detection, or dis-
torted effect-size estimates, or inversions of differences between
groups. Consequently, analysing ordinal data with metric methods
(i.e., methods that assume continuous response variables), such as
t-test, analysis of variance (ANOVA) and linear regression, could
lead to the aforementioned issues. Furthermore, linear regression
applied directly to ordinal values can misestimate regression coef-
ficients, leading to incorrect inferences about differences or non-
differences in slopes across conditions, as well as the existence or
absence of non-linear trends. For further discussion and examples,
the reader is referred to Liddell and Kruschke [25].

1.4. Objective and relevance of this study

Establishing the link between the thermal environment and the
human sense of warmth is one of the goals of thermal comfort
research. This is usually achieved by measuring the subjective
human thermal response to different thermal environments. In this
field, it is common practice to analyse subjective human thermal
responses independently of how they have been measured. That
5

is, the statistical analysis is unrelated to the modalities of the data
that have been acquired. For example, Zhang and de Dear [26] state
that thermal sensation vote ‘although it is essentially an ordinal
variable, the thermal comfort research community has usually
regarded it as a continuous variable’. From this statement, the
authors (i) highlight that there is a difference between ordinal
and continuous variables but (ii) specify that, within the thermal
comfort research community, there is the tendency to consider it
as continuous. In other words, linear regression is widely used to
analyse thermal sensation votes (TSV) measured on an ordinal
scale. Liddell and Kruschke [25] showed that analysing ordinal data
as if they were continuous could lead to misleading results. This is
particularly relevant for thermal comfort research, since thermal
comfort models are mainly based on ordinal data analysed as if
they were continuous (e.g., Refs [26–39]). This might be a concur-
rent factor to explain why conflicting results were found in previ-
ous research where, for example, gender was shown to be or not an
influential factor in determining human responses to the thermal
environment. Furthermore, these models are included in interna-
tional standards, such as EN 15251:2007 [40], replaced by
EN 16798–1:2019 [41], and ASHRAE 55:2020 [1], which are used
in the design and operation of buildings all around the world.

This paper focuses on analysing the data once they have been
collected and not on the correctness of the level of measurement
utilised to measure them (see Refs [7;8] for further discussions of
this topic). For this purpose, this study leverages the largest global
thermal comfort database to date. The aim of the paper is twofold.
The first aim is to overview the methods commonly used to anal-
yse subjective thermal comfort data from a statistical perspective.
The second aim is to highlight the ordinal-as-metric issue that is
often not considered and to spur researchers to analyse these kinds
of data more critically. It is essential to emphasise that we are not
advocating that the specific approach hereafter presented as the
best way to analyse these kinds of data: the approach presented
is merely-one of the possible ways to do so. Statistics is a field that
is an art as much as it is a science. Although statistical theory is
founded on exact assumptions and conditions, the real world is sel-
dom that straightforward. Consequently, the practice of statistics
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involves a tremendous number of choices, and the challenge is how
to make those choices.
2. Methodology

2.1. Bayesian approach to regression

In this study, a Bayesian approach is used to analyse the data.
This approach is not entirely new in thermal comfort studies
(e.g., Refs [42–44]); however, it is not an established practice
either. Since statistical knowledge in this field generally tends
towards ‘frequentist’ principles, it is essential to explain the Baye-
sian approach and compare it with the frequentist one. Neverthe-
less, the aim of this paper is neither to go into details about their
differences, nor to be a full introduction to either approach. For a
more complete treatment, see, for example, Refs [45] and [46].

Essentially, the divide between frequentists and Bayesians is in
the interpretation of probability. For frequentists, probabilities are
associated with frequencies of events. For Bayesian, probabilities
are related to their own understanding (i.e., certainty or uncer-
tainty) of events. This difference has important implications in
the analysis of data. For instance, in a frequentist view, the param-
eter h is considered a fixed (i.e., constant) but unknown quantity
and only the information from the sampling data is relevant for
the inference. On the contrary, Bayesian statistics estimate the full
(joint) posterior distribution of the parameters (i.e., the probability
of the parameters given the observed set of data), which is gener-
ally calculated as:

Pr hjYð Þ ¼ Pr Y jhð ÞPr hð Þ
Pr Yð Þ ð3Þ

where Pr Y jhð Þ is the likelihood, Pr hð Þ is the prior distribution, and
Pr Yð Þ is the marginal likelihood. Here the parameters are considered
random variables and not constant, as in the frequentist approach.

In Eq. (3), the Pr hð Þ represent the prior ‘belief’ about the distri-
bution of the parameters, and such a belief must be specified. Since
there is no single method for choosing a prior (i.e., prior probability
distribution), different priors can be introduced, leading to poten-
tially different posterior distributions and conclusions. This subjec-
tivity is the main criticism of Bayesian inference. Furthermore,
obtaining the posterior distribution analytically is rarely possible.
Consequently, Bayesian statistics relies on Markov Chain Monte
Carlo (MCMC) methods to estimate the posterior distributions of
the parameters of interest. MCMC methods have a higher compu-
tational cost and fitting a model with Bayesian statistics is gener-
ally slower than the frequentist approach. However, Bayesian
methods are usually more flexible and have more informative
results (e.g., estimating a full posterior distribution, rather than a
single point with a measure of uncertainty). Such advantages are
often worth the increase in computational cost. Bayesian estima-
tion does not have specific assumptions but relies on the model’s
assumptions, since those are the assumptions about the likelihood
function. The fundamental assumption is that the likelihood func-
tion chosen is a reasonable representation of the data.

Generally, the assumptions behind a Bayesian model are not
directly mentioned because they are stated when defining likeli-
hood and priors. For example, Fig. 3 illustrates the formulation of
a Bayesian model for simple linear regression. The corresponding
mathematical formulations are added to the side for clarity.

This figure shows the assumptions about the random compo-
nent (i.e., the conditional distribution assumptions for y) and the
functional form of the systematic component (i.e., the expression
for l). The distributions of the parameters b0, b1, and r are the pri-
ors. Since the standard deviation cannot be less than zero, a half-
normal distribution was selected as its prior (however, other distri-
6

butions could have been chosen, such as exponential and uniform).
For an introduction to Bayesian analysis or more advanced treat-
ment, see Refs [48] and [47], respectively.

2.2. Data preparation and software

Asmentioned in Section 1.4, this study leverages the largest glo-
bal thermal comfort database to date. This database, called ASHRAE
Global Thermal Comfort Database II (downloaded from the Univer-
sityof California’sDASHrepository [49]), is anopen-sourcedatabase
that includes approximately 107,500 sets of paired subjective com-
fort votes and objective instrumental measurements of the thermal
environment. These observations were derived from field studies
conducted worldwide between 1995 and 2016. A quality assurance
checkwas performed on each dataset before its inclusion in the final
database (see Ref [50] for more details).

To achieve the aim of this study, the dependent variable needs to
bemeasured on the ordinal scale. Unfortunately, the ASHRAEGlobal
Thermal Comfort Database II does not distinguish between scales,
and ordinal and continuous measurements are mixed. Additionally,
even if all datasets composing the databasewent through a rigorous
quality assurance process to harmonise their contents, it is reason-
able to assume that eachdataset has someuniquepeculiarities – dif-
ferent measurement protocols, questionnaires, or instruments. This
aspect of the databasewould require that analysis of the entire data-
base be carried out with an ‘appropriate’ method that considers
these peculiarities (e.g., multilevel modelling) because, otherwise,
the results may be unpredictably affected. For the purpose of this
study, in order to reduce the uncertainty due to the unique peculiar-
ities of different datasets, the following analysis was carried out on
the data deriving from a single study.

Among the subjective thermal comfort votes available in ASH-
RAE Global Thermal Comfort Database II, the highest number of
observations are thermal sensation votes (TSV). For this reason,
TSV was selected as the dependent variable. However, the same
analysis could be applied to the other rating scales if measured
on the ordinal scale. For simplicity, only the two variables (one cat-
egorical and one continuous) presented in Table 2 were utilised as
covariates during the analysis. Indeed, thermal sensation depends
on other variables, such as clothing, metabolic rate, air movement,
radiant temperature, and relative humidity, and perhaps on several
variables not yet clearly identified. Also, it is likely that not
accounting for possible confounders affects the estimation of the
models’ coefficients. However, given that this study is an illustra-
tive example, which aims to highlight the issue of analysing ordi-
nal data as they were continuous, the issue of including/
excluding variables (regardless of their importance) from the
model can be overlooked.

To lessen the uncertainty caused by the distinctive characteris-
tics of the various datasets and thus improve the completeness and
homogeneity of the data to be analysed, the following steps were
followed to select the dataset:

1. Among all datasets included in the ASHRAE Global Thermal
Comfort Database II, only those having the TSV measured as
an ordinal variable were selected. This evaluation was per-
formed graphically by plotting the TSV distribution and led to
the selection of 43 datasets.

2. All rows containing missing values for thermal sensation votes,
gender, or air temperature were deleted.

3. The datasets were subsequently filtered by selecting only those
with at least one observation per gender (i.e., one observation
for males and one for females) in each category of the TSV. Only
16 datasets met this criterion.

4. To increase the reliability of the results, the dataset with the lar-
gest sample size was selected from the remaining ones.



Table 2
List of covariates used in the model.

Variable Code Type Unit

Gender Gender Categorical female (reference) / male
Air temperature Tair Continuous �C
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This procedure led to the selection of the dataset of Indraganti
et al. [37]. The dataset comprised 6048 observations (�27 %
female) collected during 14 months from 2787 individuals (all
Indian nationals within the age group of 18–48 years) with TSV
distribution shown in Fig. 4. This dataset also had no missing val-
ues for thermal sensation votes, gender and air temperature, and
data were collected under a wide range of indoor air temperatures
(min = 20.80 �C; 1st quartile = 25.80 �C; median = 26.80 �C; mean =
27.06 �C; 3rd quartile = 28.30 �C; max = 36.50 �C) with no detect-
able outliers. More details regarding the field survey can be found
in Indraganti et al. [37].

All statistical analyses were performed using R [51] with the
RStudio integrated development environment [52]. Regression
analyses, using both the cumulative probit and classical linear
regression, were performed with the brms package [53], and the
respective graphs were created with the ggplot2 package [54] via
the tidybayes package [55].

2.3. Model parametrisation

Before proceeding with the analysis, it is essential to briefly
explain how brms parameterises the cumulative probit model
because this has repercussions on its interpretation. The cumula-
tive distribution function (CDF) of an ordinal model based on
cumulative probabilities with probit link (i.e., cumulative probit
model) can generally be stated as:

Pr Yi � kj skf g;gi;rið Þ ¼ U
sk � gi

ri

� �

gi ¼ b0 þ
Xl

1
blxl;i

log rið Þ ¼ d0 þ
Xm

1
dmxm;i ð4Þ

where U indicates the cumulative normal distribution function, sk
are the thresholds parameters, gi is the linear predictor term and
ri is the standard deviation. The subscript i is to stress the depen-

dency on the ith observation. With K þ 1 ordinal values, a model
has K þ 1ð Þ þ 1 parameters (s1; � � � ; sk, gi and ri) and is undeter-
mined. Therefore, two parameters need to be fixed. Brms parame-
trises the model by fixing b0 ¼ 0 and d0 ¼ 0 and freely estimating
all the thresholds, s1; � � � ; sk: When there are no predictors for gi

and ri in the model (i.e., unconditional model), gi ¼ b0 ¼ 0 and
ri ¼ expðd0Þ ¼ 1. Therefore, instead of estimating gi and ri from a
normal cumulative distribution function, brms uses the standard
normal cumulative distribution function U zð Þ. As a consequence,
the parameters are expressed on the latent variable scale, that is,
in units of ordered probit. Furthermore, since brms parametrise
the model as:

Probit Pr Yi � kj skf g;gi;rið Þð Þ ¼ sk � gi

ri
¼ sk � xT

i b
� �
ri

ð5Þ

a positive coefficient for b indicates that an increase of 1-unit of
the associated variable xi increases the thermal sensation vote. Sta-
ted analogously, voting in higher categories ismore likely. The inter-
pretation would have been the opposite if the model was
parametrised differently (i.e., with a ‘+’ instead of a ‘�’). A positive
coefficient for b would have indicated that an increase of 1-unit of
theassociatedvariablexi woulddecrease the thermal sensationvote.

For comparison, the CDF for the ordinary linear regression
model can generally be stated as:
7

Pr Yi � yjgi;rið Þ ¼ U
y� gi

ri

� �

gi ¼ b0 þ
Xl

1
blxl;i

log rið Þ ¼ d0 þ
Xm

1
dmxm;i ð6Þ

where U indicates the cumulative normal, gi is the linear predictor
term and ri is the standard deviation. The subscript i is to stress the

dependency on the ith observation. Here the b0 and d0 are not fixed
and therefore freely estimated by the model.

The following modelling steps were carried out for the cumula-
tive probit model and compared with an ordinary linear regression,
referred to as Gaussian (ordinal-as-metric) model.

2.4. Modelling steps

The analysis of this illustrative example was carried out follow-
ing the subsequent steps:

1. Fitting an unconditional model: The goal of a modelling strat-
egy is to try to reproduce or predict an observable phenomenon via
the lens of a model. Before incorporating a predictor, the uncondi-
tional model can be used to test the ‘goodness’ of the modelling
technique. For example, if a model makes implausible predictions
that are unobservable in reality, perhaps a different technique
should be adopted. In this model, the linear predictor term and
standard deviation (SD) are given by:

g ¼ b0

log rð Þ ¼ d0
ð7Þ

where for the cumulative probit model b0 ¼ 0 and d0 ¼ 0, whereas
for the Gaussian (ordinal-as-metric) model b0 and d0 are freely esti-
mated. The subscript i is absent from both g and r because, in this

model, they do not depend on the ith observation.
2. Fitting a categorical variable: In this step, the categorical vari-

able Gender was added to the previous model. In this model, the
linear predictor term and SD are given by:

gi ¼ b0 þ b1 genderið Þ
log rð Þ ¼ d0

ð8Þ

where for the cumulative probit model b0 ¼ 0 and d0 ¼ 0, whereas
for the Gaussian (ordinal-as-metric) model b0 and d0 are freely esti-
mated. Gender is a dummy variable, coded as 0 for females (i.e., the
reference category) and 1 for males. The subscript i is absent from r
because, in this model, the standard deviation does not depend on

the ith observation (i.e., it is assumed to be a constant).
Unequal standard deviations can be included in the model by

specifying an additional regression formula for the standard devi-
ation component. In the context of this example, allowing for
unequal standard deviations implies inquiring whether the stan-
dard deviations for TSV differ across the two categories of Gender.
Consequently, the linear predictor term and SD are given by:

gi ¼ b0 þ b1 genderið Þ
log rið Þ ¼ d0 þ d1 genderið Þ

ð9Þ

where for the cumulative probit model b0 ¼ 0 and d0 ¼ 0, whereas
for the Gaussian (ordinal-as-metric) model b0 and d0 are freely esti-
mated. Gender is a dummy variable, coded as 0 for females (i.e., the
reference category) and 1 for males. The subscript i is to stress the

dependency on the ith observation.
3. Fitting a linear predictor: In this step, the continuous variable

Tairwas added to the previous model. However, Tairwas standard-
ised before entering the model (i.e., Tair_s). Standardisation (i.e.,
subtracting the mean and dividing by its standard deviation) is
done to improve the efficiency of MCMC sampling, that is, to



4 Strictly speaking, a cumulative distribution function is defined as a continuous
function only for continuous variables. For discrete variables, it should be a step
function.
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reduce autocorrelation in the chains. In principle, it is unnecessary
to standardise, but it would take more time for the chains to pro-
duce a reasonable, effective sample size. Furthermore, standardis-
ing does not change the parameter estimates.

In this model, the linear predictor term and SD are given by:

gi ¼ b0 þ b1 genderið Þ þ b2Tair si

log rið Þ ¼ d0 þ d1 genderið Þ
ð10Þ

where for the cumulative probit model b0 ¼ 0 and d0 ¼ 0, whereas
for the Gaussian (ordinal-as-metric) model b0 and d0 are freely esti-
mated. Gender is a dummy variable, coded as 0 for females (i.e., the
reference category) and 1 for males, and Tair_s is the standardised
predictor of air temperature. The subscript i is to stress the depen-

dency on the ith observation.
4. Structured thresholds: In all the previous cumulative probit

models, the thresholds skf g were defined as ‘flexible’ providing the
standard unstructured thresholds. However, restrictions such as
equidistance can be imposed on the thresholds, which restricts the
distance between consecutive thresholds to be of the same size
(i.e., equally spaced). This allows assessing the assumptions that
the subjects used the response scale (i.e., TSV) in such a way that
the distance between adjacent response categories is the same, that
is, sk � sk�1 ¼ constant for k 2 1; � � � ;Kf g. This check was performed
graphically by comparing the spacing of the equidistant thresholds
with the average distance between consecutive unstructured
thresholds and, formally, by comparing the computed models’ rela-
tive fit to the data. The method used to assess the relative fit was
approximate leave-one-out cross-validation (LOOCV) [56], where
smaller values indicateabetterfit. Inparticular, the LOO information
criterion (LOOIC) for the twomodels and their differenceswas calcu-
lated. In the context of model selection, a LOOIC difference higher
than four times its associated standard error suggests that themodel
with the lower LOOIC value fits the data significantly better.

3. Results of the statistical analysis of subjective thermal
comfort data

3.1. Unconditional model

The unconditional model for the cumulative probit and gaus-
sian (ordinal-as-metric) models are the thresholds-only and
intercept-only models, respectively. The unconditional model
results are shown in Table 3, while Fig. 5 shows its posterior pre-
diction. Here the data generated from the thresholds-only and
intercept-only models are compared with the empirical data.

The posterior predictive distribution for the cumulative probit
model (Fig. 5.a) visually describes the distribution of the outcomes.
Conversely, the posterior predictions for the Gaussian (ordinal-as-
metric) model (Fig. 5.b) are not a good fit, and they also have
impossible predictive outcomes (i.e., value below the category ‘10

that is, ‘cold’ and above the category ‘70, that is, ‘hot’). Fig. 6 shows
the standard normal distribution underlying the ordinal data and
the position of the estimated thresholds skf g (see Table 3). The area
under the curve in each bin represents the probability of the corre-
sponding observed ordinal response (see Fig. 4).

A ‘pseudo’ CDF is plotted in Fig. 7 for illustrative purposes only4

to inspect further and compare the two models. This direct contrast
shows that the cumulative probit model better describes the data
than the Gaussian (ordinal-as-metric) model.

3.2. Fitting a categorical variable

In this section, the categorical variable Gender is added to the
unconditional model. As described previously, brms parametrises
the cumulative probit model by fixing gi ¼ b0 ¼ 0 and
8

ri ¼ expðd0Þ ¼ 1. Therefore, the underlying Gaussian for the refer-
ence category of Gender (i.e., female) will be Normal 0;1ð Þ. Thus, the
parameter value for the other category of Gender (i.e., male) is the
difference in means expressed on the latent variable scale for the
reference category. The results of this model are shown in Table 4.

The model above presumes that the standard deviation of the
latent variable is the same throughout the model (see Fig. 8.a).
However, this assumption can be relaxed by allowing unequal
standard deviations for Gender.

Table 5 shows the results of the fitted cumulative probit model
with group-specific gi and ri values for the underlying normal dis-
tributions of the ordinal variable, Y (the results for the gaussian
(ordinal-as-metric) model are added for comparison). There is a
difference in the approach that brms uses to model unequal stan-
dard deviation for the cumulative probit and the conventional
Gaussian model. The SD of both is modelled on the log scale to con-
strain its value to be 0 or larger. However, the parameter related to
the latent standard deviations (i.e., for the cumulative probit
model) is called disc (a contraction of ‘discrimination’), following
the conventions in item response theory. This parameter is not
related to the standard deviation itself, but to the inverse of the
SD, that is, r ¼ 1=disc. Consequently, the estimated SD for male
is rmale ¼ 1=exp 0:14ð Þ ¼ 0:87 and rmale ¼ exp 0:28ð Þ ¼ 1:32 for the
cumulative probit and gaussian (ordinal-as-metric) model, respec-
tively (values from Table 5).

Fig. 8 shows the density plot of the two underlying latent distri-
butions for TSV given Gender, expressed in terms of the posterior
means of each parameter. The underlying distribution for the refer-
ence category (i.e., female) is the standard normal, while the mean
and SD for the other category (i.e., male) are estimated from the
model. In Fig. 8.b, the parameter value for Male is still the differ-
ence in means expressed on the latent variable scale for the refer-
ence group, but this time in terms of the SD of the reference
group’s latent variable (i.e., female). The SD for the two categories
of Gender is not assumed to be the same, but it is allowed to vary.
Also, the thresholds, skf g, are on the scale of the reference cate-
gory’s latent variable and are assumed to be the same for the
two categories of Gender.

Table 5 shows that the coefficient for Disc.Male is positive with-
out zero overlapping the 95 %-CI. This indicates that the SD for
male is smaller than the female (i.e.,
rmale ¼ 1=exp 0:14ð Þ ¼ 0:87 < rfemale ¼ 1=exp 0ð Þ ¼ 1) and the evi-
dence based on the data and the applied model is sufficient in
terms of ‘standard decision rules’. As such, in this sample, the stan-
dard deviations for TSV differ across the two categories of Gender.

Fig. 9 shows the marginal posterior distribution of the parame-
ters (i.e., the means and standard deviations) and the effect sizes
for the cumulative probit (green) and gaussian (ordinal-as-
metric) (orange) models, respectively. The cumulative probit
model does not have a distribution for female because this is the
reference category and its mean and standard deviation are fixed.

Here, the effect size is computed by dividing the difference of
the means of the two groups by the pooled standard deviation
given in Eq. (11):

rp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n1 � 1ð Þr2

1 þ n2 � 1ð Þr2
2

n1 þ n2 � 2

s
ð11Þ

which is defined for two groups with unequal sample sizes
(where n1 and n2 are the group-based sample sizes). In Fig. 9,
the black line and dot at the bottom of each distribution repre-
sent the highest density interval (HDI) and the mode, respec-



Table 3
Regression coefficients for the unconditional model.

Estimate Est. Error L-95 % CI* U-95 % CI*

Cumulative probit model
Threshold 1,s1 �2.54 0.06 �2.66 �2.42
Threshold 2,s2 �1.25 0.02 �1.29 �1.21
Threshold 3,s3 �0.35 0.02 �0.38 �0.32
Threshold 4,s4 0.48 0.02 0.45 0.52
Threshold 5,s5 0.96 0.02 0.92 1.00
Threshold 6,s6 1.47 0.02 1.42 1.52

Gaussian (ordinal-as-metric) model
Intercept 4.08 0.02 4.04 4.11
Sigma 1.37 0.01 1.35 1.39

*CI stands for credible interval (based on quantiles).

Fig. 5. Posterior prediction for (a) the thresholds-only and (b) intercept-only model. Note. The green and red histograms are obtained from 8 draws from the posterior
predictive distribution of the thresholds-only and intercept-only models, respectively. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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tively. The HDI is a way to summarise the distribution by defin-
ing an interval that spans over the distribution so that every
point inside the interval has higher credibility than any point
9

outside it. These intervals (i.e., the black lines) are defined here
to span over 95 % of the distribution; therefore, they represent
the 95 % HDIs.



Fig. 6. Standard normal distribution underlying the ordinal data. Note. The linear predictor term g and the standard deviation r are fixed at 0 and 1, respectively.

Fig. 7. Superimposition of the CDF for the (a) cumulative probit and (b) Gaussian (ordinal-as-metric) model. Note. The green and red lines are obtained from 100 draws from
the posterior predictive distribution of the thresholds-only and intercept-only models, respectively. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)

Table 4
Regression coefficients for the model with only a categorical variable (assuming constant standard deviation).

Estimate Est. Error L-95 % CI* U-95 % CI*

Cumulative probit model
Threshold 1,s1 �2.49 0.06 �2.62 �2.37
Threshold 2,s2 �1.20 0.03 �1.26 �1.14
Threshold 3,s3 �0.30 0.03 �0.35 �0.24
Threshold 4,s4 0.53 0.03 0.48 0.59
Threshold 5,s5 1.01 0.03 0.96 1.07
Threshold 6,s6 1.52 0.03 1.46 1.58
Gender female reference

male 0.07 0.03 0.01 0.13

Gaussian (ordinal-as-metric) model
Intercept 4.03 0.03 3.96 4.10
Gender female reference

male 0.06 0.04 �0.02 0.14
Sigma 1.37 0.01 1.35 1.39

*CI stands for credible interval (based on quantiles).
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Fig. 8. Density plot of the two underlying latent distributions for TSV with constant (a) and unconstrained (b) standard deviation for Gender. Note. For both graphs, for the
reference category of Gender (i.e., female), the linear predictor term g and the standard deviation r are fixed at 0 and 1, respectively.

Table 5
Regression coefficients for the model with only a categorical variable (allowing the standard deviation to vary by group).

Estimate Est. Error L-95 % CI* U-95 % CI*

Cumulative probit model
Threshold 1,s1 �2.28 0.07 �2.41 �2.14
Threshold 2,s2 �1.09 0.03 �1.16 �1.02
Threshold 3,s3 �0.27 0.03 �0.32 �0.21
Threshold 4,s4 0.48 0.03 0.43 0.54
Threshold 5,s5 0.92 0.03 0.85 0.98
Threshold 6,s6 1.38 0.04 1.30 1.46
Gender female reference

male 0.06 0.03 0.00 0.12
Disc.Male 0.14** 0.02 0.09 0.18

Gaussian (ordinal-as-metric) model
Intercept 4.04 0.04 3.96 4.11
Gender female reference

male 0.06 0.04 �0.02 0.14
Sigma.Female 0.39** 0.02 0.36 0.42
Sigma.Male 0.28** 0.01 0.26 0.31

*CI stands for credible interval (based on quantiles).
**Values expressed on the logarithmic scale.
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Fig. 9. Posterior distributions for the model that include the variable Gender: cumulative probit (green) and Gaussian (ordinal-as-metric) model (orange). (For interpretation
of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Focusing on effect sizes and differences in means and standard
deviations, two different results can be observed from Fig. 9. For
the cumulative probit model, it can be seen that zero is outside
12
the 95 % HDI for the effect size and the difference in means and
SD. However, in the gaussian (ordinal-as-metric) model, zero is
included in the 95 % HDIs for the effect size and the difference in
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SD while it is outside the 95 % HDI for the difference in means. As a
result, at this stage of the modelling phase, the same data analysed
with two models convey different conclusions in terms of ‘stan-
dard decision rules’. While the cumulative probit model conveys
a difference in effects size and difference in means for Gender,
the gaussian (ordinal-as-metric) model does not.

3.3. Fitting a linear predictor

In this section, the continuous variable Tair_s was added to the
previous model, that is, the model with the variable Gender and
unconstrained standard deviation (i.e., where the standard devia-
tion is allowed to vary by Gender). The results of fitting this model
are presented in Table 6. Here can be seen that after adding Tair_s
as a predictor, the upper and lower 95 % CI (i.e., L-95 % CI and U-
95 % CI) for the male coefficient of the gaussian (ordinal-as-
metric) model does not include zero. Consequently, at this stage
of the modelling phase, the same data analysed with the two mod-
els now convey the same conclusions regarding Gender; both the
Gaussian (ordinal-as-metric) and cumulative probit models show
a difference between males and females.

The marginal distribution of the standardised regression coeffi-
cient for Tair_s is shown in Fig. 10. As explained in Section 2.4, this
is a standardised regression coefficient and represents a sort of
effect size for air temperature. The two models give a different dis-
tribution for the coefficient, with a distinct mode and 95 % HDIs.
The coefficient of the cumulative probit model is expressed on
the underlying latent scale, while the Gaussian (ordinal-as-
metric) coefficient refers to the ordinal scale. As a consequence,
the Gaussian (ordinal-as-metric) coefficient for air temperature is
overestimated.

3.4. Structured thresholds

Fig. 11.a shows the spacing of the equidistant threshold (i.e.,
structured thresholds), while Fig. 11.b shows the average distance
between consecutive unstructured thresholds (i.e.,
1
k

Pk
1 sk � sk�1ð Þ). It can be seen that zero is outside the 95 % HDI

for the difference between the spacing for structured and unstruc-
tured thresholds (Fig. 11.c), suggesting that, in terms of ‘standard
decision rules’, the thresholds should not be approximated as
equidistant.

Furthermore, whether the restriction on the thresholds is war-
ranted by the data can be assessed formally by comparing the rel-
ative fit of the computed models to the data. Table 7 shows the
estimated LOO information criterion (LOOIC) for the two models
and their differences. It can be seen that the cumulative probit
model with unstructured thresholds has a significantly better fit
(smaller LOOIC value) than the structured thresholds one since
the difference in LOOIC (i.e., LOOIC.diff) is very large (more than
12 times the corresponding standard error, SE.diff). This provides
evidence that, in this sample, the thresholds should not be
assumed to be equally spaced.
4. Discussion

This study aimed to highlight the ordinal-as-metric issue during
the subjective thermal comfort data analysis. Here, the method
used to assess the reliability of the two models (i.e., the cumulative
probit and gaussian (ordinal-as-metric) approach) is the so-called
posterior predictive checks, a commonly used technique in Baye-
sian analysis. In essence, after computing the posterior distribution
of the parameters, many simulated data are generated and com-
pared with the observed ones. Therefore, the posterior predictive
check is used to look for ‘systematic discrepancies that would be
13
meaningful to address’ [47]. This approach has the evident draw-
back of evaluating a model against the same data used to estimate
its parameters. Unsurprisingly, the model predicts the data used to
fit the parameters, but even this simple test fails when the model’s
assumptions are severely violated. These systematic discrepancies
are clearly shown in Section 3.1 when fitting the unconditional
model for both the cumulative probit and gaussian (ordinal-as-
metric) approach.

The influence of the statistical analysis on the conclusions has
also been shown by Schweiker et al. [57]. In this study, the same
thermal sensation votes were analysedwith both linear and ordinal
regression. The authors showed that the two statistical methods led
to differences in the thermal conditions perceived as ‘optimal’ as
well as between gender (i.e., female andmale). However, compared
with our study, important distinctions need to be made. To begin
with, in Schweiker et al. [57], the analysis was carried out using
mixed-effect models (linear and ordinal mixed-effect regression,
specifically). This modelling strategy (also known as multilevel
modelling) was applied to account for repeatedmeasures (i.e., mul-
tiple observations for each subject). Moreover, the analysis was car-
ried out within a frequentist framework. In our study, results are
obtainedbyutilising a cumulative probitmodel in a Bayesian frame-
work instead of the ‘classic’ frequentist approach. However, we
emphasise that we are neither advocating a Bayesian approach as
better than the frequentist approach nor that the cumulative probit
model is the correctmodel to analyseordinal data. Ordinalmodels in
a frequentist framework provide another valid solution for analys-
ing ordinal data (see ordinal package [58]). Also, other link functions
besides probit are possible (e.g., logit or cloglog) and can be used. In
addition, in Schweiker et al. [57], the linear mixed-effect regression
model applied to ordinal data suggested a difference in means
between genders. In contrast, the ordinal mixed-effect regression
model led to the opposite conclusion. In our study, we obtained
the opposite result: under given conditions (see Sections 3.2), the
gaussian (ordinal-as-metric) approach inferred non-differences in
gender, whereas the cumulative probit model showed a difference.
Together, these results demonstrate the issue highlighted in this
study: linear regression should not be used in place of ordinal
regression to analyse ordinal data. It is essential to point out that
we are not claiming that a difference between gender exists. In the
literature (e.g., Refs [59;60]), many factors other than gender might
lead to individual differences in thermal comfort - for example, age,
circadian rhythm, physical disabilities, and fitness [59]. Further-
more, thermal sensation depends on other variables (e.g., clothing,
metabolic rate, etc.), andwe are aware that not accounting for these
factors may have likely confounded the estimation of the models’
coefficients. However, given the aim of the study, this last issue
can be overlooked. Here, our claim is that the same data (measured
on an ordinal scale) analysedwith two differentmethods (i.e., linear
and ordinal regression) lead to different results, regardless of the
specific outcome. As shown in great detail by Liddell and
Kruschke [25] (see also Section 1.3), analysing ordinal data with lin-
ear regression may, generally, lead to serious errors in inference. As
such, it is not a problem concerning some specific variables (e.g.,
gender and air temperature in our illustrative example) but a more
general issue.

One of the objectives of this work was to highlight that analys-
ing ordinal data as they were continuous may lead to serious errors
in inference (i.e., testing theoretical hypotheses). However,
regression-type models can address different substantive goals
and are therefore well suited to handle distinct purposes. For
instance, Shmueli [61] separates a model’s aim into descriptive,
predictive, and causal explanations. Each of these distinct aims sig-
nificantly impacts each step of the statistical modelling process
and its consequences [61]. For instance, if the purpose is predictive
modelling, the exact form of the data-generation process is not of



Table 6
Regression coefficients for the model with a categorical and continuous variable (allowing the standard deviation to vary by group).

Estimate Est. Error L-95 % CI* U-95 % CI*

Cumulative probit model
Threshold 1,s1 �2.39 0.07 �2.53 �2.25
Threshold 2,s2 �1.15 0.04 �1.23 �1.08
Threshold 3,s3 �0.28 0.03 �0.34 �0.23
Threshold 4,s4 0.53 0.03 0.47 0.59
Threshold 5,s5 1.01 0.03 0.94 1.08
Threshold 6,s6 1.52 0.04 1.44 1.60
Gender female reference

male 0.09 0.03 0.03 0.14
Tair_s 0.34 0.01 0.31 0.37
Disc.Male 0.12** 0.02 0.07 0.16

Gaussian (ordinal-as-metric) model
Intercept 4.01 0.03 3.95 4.08
Gender female reference

male 0.09 0.04 0.01 0.16
Tair_s 0.47 0.02 0.44 0.51
Sigma.Female 0.32** 0.02 0.28 0.35
Sigma.Male 0.22** 0.01 0.20 0.25

*CI stands for credible interval (based on quantiles).
**Values expressed on the logarithmic scale.

Fig. 10. (a) Standardised and (b) ‘original’ regression coefficient for air temperature for the cumulative probit (green) and Gaussian (ordinal-as-metric) (orange). (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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interest, provided that it yields accurate predictions for the depen-
dent variable. If the aim is inference (e.g., explanatory modelling),
the estimate of the data-generation process is of interest, while
making predictions of the dependent variable is not. In this study,
it is not possible to draw specific conclusions regarding the accu-
racy of the prediction of TSVs. In this regard, Lai and Chen [62]
analysed the predictive capability of linear regression compared
with ordinal and multinomial regression. Using two separate data-
sets, the authors demonstrated that ordinal and multinomial
14
regression predicted around half of the individual TSVs, whereas
the accuracy of the linear regression model was only around 20
to 40 %. Furthermore, chi-square statistics demonstrate that the
ordinal and multinomial regression model outperformed the linear
regression model in predicting TSV distributions.

In Section 3.4, the assumption of equidistance between the cat-
egories of the ASHRAE 7-point thermal sensation scale was
checked. Fig. 11 shows that in terms of ‘standard decision rules’,
the estimated thresholds skf g should not be approximated as



Fig. 11. Spacing for (a) structured and (b) unstructured thresholds and (c) their difference.

Table 7
Values of the Leave-One-Out Information Criterion (LOOIC) and their difference for the cumulative probit model with structured and unstructured thresholds.

Model LOOIC SE LOOIC.diff* SE.diff**

Cumulative probit model (unstructured thresholds) 19,449.2 100.0 0.0 0.0
Cumulative probit model (structured thresholds) 20,014.0 97.2 564.81 44.39

*LOOIC.diff is the difference between the two LOOIC scores.
**SE.diff is the standard error of the LOOIC.diff.
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equidistant, suggesting that, in this sample, the TSV is not interval-
scaled. This result was corroborated by the formal analysis pre-
sented in Table 7. Here the cumulative probit model with flexible
(i.e., unstructured) thresholds fitted the data significantly better
than the one with equidistant (i.e., structured) thresholds. It has
to be noted that the distances between the thresholds are affected
by the form of the latent distribution, which is defined by the link
function used. For instance, if the thresholds were found to be
equidistant under a latent symmetric distribution (e.g., probit or
logit link), under a latent skew distribution (e.g., clog-log link),
they will generally not be equidistant. However, since an underly-
ing normal distribution (i.e., probit link) was used in our example,
this issue did not affect the results. The inappropriateness of the
assumption of equidistance between the categories of the ASHRAE
7-point scale was also found in Schweiker et al. [7]. From a large
international collaborative questionnaire study (8225 question-
naires), the authors concluded that significant differences
appeared between groups of participants in relation to the dis-
tances of the anchors of the thermal sensation scale (and other
scales commonly used in thermal comfort studies). Nonetheless,
we cannot claim that treating ordinal data as continuous always
yields a different result or conclusion than treating them as ordi-
nal. However, knowing in advance that a difference exists is impos-
sible; a different result can be detected only if an ordinal analysis is
also performed. Therefore, it is recommended to perform an ordi-
nal analysis directly. Furthermore, since the arguments used by
McIntyre [9], which are included in ISO 10551:2019 [2], to legit-
imise treating ordinal data from the ASHRAE 7-point scale as a con-
tinuous variable are disputable (see Section 1 for more detail), we
strongly discourage the use of linear regression for analysing
thermal comfort data measured on an ordinal scale. To improve
the reliability of the results, we encourage researchers to use
ordinal models.

Moreover, ordinal models offer additional modelling possibili-
ties that this paper has not discussed. For instance, the propor-
tional odds assumptions can be relaxed, and the threshold
parameters can depend on some regression variables. In the con-
text of thermal comfort studies, this can be translated to having,
for example, different threshold parameters for gender or season.
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4.1. Limitations

A fundamental aspect that is usually overlooked is the assump-
tion of independence: residuals, and thus observations, are
assumed to be independent. Non-independence can arise, for
example, from temporal and spatial autocorrelation. When under-
lying spatial or temporal processes have the potential to impact a
response, the data are autocorrelated – the closer the observations
are in space or time, the more highly correlated they are. These
sources of non-independence can be apparent or far less so. The
response of one sampling unit influencing the response of other
sampling units is an example of evident non-independence. The
non-independence caused by non-measured confounding influ-
ences that vary spatially or temporally is less obvious to detect.
Dealing with temporal (or spatial) autocorrelation or analysing
temporal (or spatial) trends is different. The former endeavours
to deal with the lack of independence associated with temporal
(or spatial) data, while the latter tries to model the effect of tempo-
ral (or spatial) patterns. During the data analysis stage, it was
impossible to identify either spatial or temporal autocorrelation
to test the assumption of independence because there was no tem-
poral (e.g., subject ID and timestamp) or spatial (e.g., building ID)
information available. As a consequence, this assumption was not
checked. Given that the analysis was carried out for illustrative
purposes only, this issue can be overlooked. However, in a real-
world analysis, the assumption of independence needs to be
verified. Furthermore, other issues, such as functional form
misspecification, collinearity and omitted variable, were not con-
sidered during the analysis because they were outside the scope
of this article. Nevertheless, when developing a model, depending
on the aim of the study, these issues can play an important role and
need to be considered. In addition, as stated in Section 2.2, the
ASHRAE Global Thermal Comfort Database II does not distinguish
between scales, and ordinal and continuous measurements are
mixed. Consequently, there is a lack of homogeneity throughout
the database that affects its integrity. Furthermore, there are con-
spicuous missing values in the ASHRAE Global Thermal Comfort
Database II. This issue does not derive from the database itself
but originates from the lack of explicit agreement on measuring
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the ‘essential’ variables in thermal comfort studies. If this lack of
agreement continues, it could affect the future usefulness of the
database because the information being added would continue to
be non-homogeneous, thus limiting its usability and the new
knowledge that could be extracted from it.
5. Conclusions and future perspectives

One of the aims of thermal comfort research is to establish the
relationship between the thermal environment and the human sen-
sation of warmth. Typically, this is accomplished by evaluating a
subject’s subjective thermal reaction to various temperature set-
tings. Diverse rating scales are generally used to measure different
aspects of thermal comfort, such as thermal sensation, thermal com-
fort, thermal preference, and thermal acceptability.While the prob-
lem of comparison of different scales (i.e., semantic equivalence) is
an issue the thermal comfort research community is aware of, the
use of reliable statistical methods to analyse the latter appears to
be less discussed. In the thermal comfort domain, it is commonprac-
tice to analyse subjective human thermal responses independently
of how they have been measured. That is, the statistical analysis is
unrelated to the modalities of the data that have been acquired.
For example, even ifmeasuredonanordinal scale, thermal sensation
vote is generally treated as continuous and analysed with linear
regression or other statistical tests that assume (conditional) nor-
mality. This approximation might be a concurrent factor to explain
different results found in previous studies where, for example, gen-
der was found to be or not an influential factor in explaining human
responses to the thermal environment.

In this study, we first discussed why the arguments used in
ISO 10551:2019 [2] to legitimise treatingordinal data fromtheASH-
RAE7-point thermal sensation scale as a continuousvariable aredis-
putable (see Section 1 for more detail). Secondly, to highlight the
ordinal-as-metric issue during the subjective thermal comfort data
analysis, the results obtained by utilising a cumulative probit and
linear regression model were compared. Based on the analysis car-
ried out on the dataset, the following conclusions can be drawn:

- Compared to the cumulative probit model, the linear regression
model inferences non-differences in gender under given
conditions.

- Compared to the cumulative probit model, the linear regression
model distorts the estimate for the regression coefficient for the
air temperature.

- The cumulative probit model shows that subjects used the ASH-
RAE 7-point thermal sensation in such a way that the distance
between adjacent response categories is not the same; that is,
they are not equidistant. Consequently, the cumulative probit
model with flexible thresholds fitted the data significantly bet-
ter than the one with equidistant thresholds.

As far as we know, in the field of thermal comfort research, the
statistical issues highlighted in this paper are not usually men-
tioned because the modelling steps are rarely presented, and only
the final model is described. However, this is a limitation because
researchers can neither assess the reliability of the model nor com-
pletely understand the limits of its applicability. Furthermore,
while not a primary output of this article, it emerged that there
is a lack of homogeneity in the collection of common variables
within the ASHRAE Global Thermal Comfort Database II. We rec-
ommend that guidelines be developed for defining specific vari-
ables to measure. Although there is generally no one-size-fits-all
method (e.g., questionnaire) valid for all purposes, agreeing on a
‘minimum set’ of variables to be consistently measured, possibly
with a standardised protocol, would undoubtedly benefit the ther-
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mal comfort research community. This would also include agreeing
on a specific standardised rating scale (e.g., categorical or visual
analogue scale) to be used consistently for all thermal comfort
studies. Different rating scales would require diverse statistical
modelling approaches, which, in turn, may affect the results.
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