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A B S T R A C T 

A ke y ev ent in the history of the Milky Way is the formation of the bar. This event affects the subsequent structural and dynamical 
evolution of the entire Galaxy. When the bar formed, gas was likely rapidly funnelled to the centre of the Galaxy settling in 

a star-forming nuclear disc. The Milky Way bar formation can then be dated by considering the age distribution of the oldest 
stars in the formed nuclear stellar disc. In this highly obscured and crowded region, reliable age tracers are limited, but bright, 
high-amplitude Mira variables make useful age indicators as they follow a period–age relation. We fit dynamical models to the 
proper motions of a sample of Mira variables in the Milky Way’s nuclear stellar disc region. Weak evidence for inside-out growth 

and both radial and vertical dynamical heating with time of the nuclear stellar disc is presented, suggesting that the nuclear 
stellar disc is dynamically well-mixed. Furthermore, for Mira variables around a ∼350-d period, there is a clear transition from 

nuclear stellar disc-dominated kinematics to background bar -b ulge-dominated kinematics. Using a Mira variable period–age 
relation calibrated in the solar neighbourhood, this suggests the nuclear stellar disc formed in a significant burst in star formation 

(8 ± 1) Gyr ago, although the data are also weakly consistent with a more gradual formation of the nuclear stellar disc at even 

earlier epochs. This implies a relatively early formation time for the Milky Way bar ( � 8 Gyr ), which has implications for the 
growth and state of the young Milky Way and its subsequent history. 

Key words: stars: AGB – stars: variables: general – Galaxy: evolution – Galaxy: formation – Galaxy: kinematics and dynamics –
Galaxy: nucleus. 
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 I N T RO D U C T I O N  

ith the advance of large astrometric, photometric, and spectro-
copic stellar surv e ys, a detailed picture and understanding of the
ormation and evolution of the Milky Way is being built up. About
3 Gyr ago, the proto-disc of the Milky Way likely formed from
n early turb ulent, merger -dominated phase in which it was rapidly
etal-enriched and spun up (Arentsen et al. 2020 ; Belokurov &
ravtsov 2022 ; Rix et al. 2022 ). Since then the Milky Way has
ndergone a series of merger events: about 10 Gyr ago (Belokurov
t al. 2020 ; Bonaca et al. 2020 ), the Gaia-Sausage-Enceladus galaxy
Belokurov et al. 2018 ; Helmi et al. 2018 ) merged with the Milky

ay, and today the Sagittarius dwarf galaxy and Magellanic system
re merging with the Milky Way in processes that have likely pro-
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uced the non-equilibrium structure and features we see throughout
he disc and the halo (Antoja et al. 2018 ; Petersen & Pe ̃ narrubia
021 ; Drimmel et al. 2023 ; Koposov et al. 2023 ). 
A further significant event must be placed within this chronology

f the Galaxy: the formation epoch of the Galactic bar. It is generally
ccepted that the Milky Way has an X-shaped/boxy-peanut bar -b ulge
hat evolved from a pre-existing disc (Blitz & Spergel 1991 ; Wegg
 Gerhard 2013 ). This likely occurred in two distinct stages: a
attish in-plane bar was initially produced through an in-plane disc

nstability (Hohl 1971 ; Ostriker & Peebles 1973 ; Sparke & Sellwood
987 ) that may have been triggered by an external perturbation from
 satellite galaxy (Noguchi 1987 ; Gerin, Combes & Athanassoula
990 ; Łokas et al. 2014 ; Łokas 2021 ), and then the central parts
attened into the observed X-shaped/boxy-peanut bar -b ulge either
hrough a violent buckling event (Raha et al. 1991 ), or a more gradual
esonant thickening process (Combes & Sanders 1981 ; Combes et al.
990 ; Quillen et al. 2014 ; Sell w ood & Gerhard 2020 ). 
© 2024 The Author(s). 
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ch permits unrestricted reuse, distribution, and reproduction in any medium, 
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Since the epoch of bar formation, the Milky Way bar has likely
ad a significant dynamical and evolutionary impact on the Galaxy 
n several ways: 

(i) The barred potential has likely led to significant restructuring 
f the Galactic disc. This is most notable through the presence of
oving groups in the solar neighbourhood that have been related 

o various resonances in the bar (Dehnen 2000 ; Antoja et al. 2014 ;
onari et al. 2017 ; P ́erez-Villegas et al. 2017 ; Hunt & Bovy 2018 ;
onari et al. 2019 ; Chiba, Friske & Sch ̈onrich 2021 ), but it is also

ikely that the resonant o v erlap between the bar and spirals has led to
nhanced radial migration (Quillen 2003 ; Minchev & F amae y 2010 )
hat has shuffled stars radially in the disc (Frankel et al. 2020 ); 

(ii) The dark matter halo has likely exchanged angular momentum 

ith the Galactic bar through a dynamical friction process causing the 
ar to slow (Tremaine & Weinberg 1984 ; Athanassoula 2003 ). This
s an excellent probe of the fundamental properties of dark matter 
nd is suggested by the morphology and metallicity distribution of 
he Hercules moving group in the solar neighbourhood (Chiba & 

ch ̈onrich 2021 ). Ho we ver, it is also kno wn that both gas and tidal
nteractions can cause the bar to spin up again (e.g. Łokas et al. 2014 ;
eane et al. 2022 ); 
(iii) Finally, the presence of a bar significantly alters the structure 

f gas orbits within a Galaxy (Binney et al. 1991 ; Fux 1999 ; Sormani,
inney & Magorrian 2015a , b ; Li et al. 2022 ), and in particular can
ause gas to be directly funnelled towards the central regions of
he Galaxy leading to the formation of nuclear discs (Bournaud & 

ombes 2002 ; Sormani & Barnes 2019 ; Hatchfield et al. 2021 ). It
s therefore likely that bar formation is somehow linked to active 
alactic nucleus activity and black hole growth within the Milky 
ay but this is currently unclear (Shlosman, Frank & Begelman 

989 ; Sell w ood 2014 ; Emsellem et al. 2015 ). 

In addition to these e volutionary ef fects, whether a bar forms or
ot is affected by a galaxy’s baryon dominance, gas fraction, and 
tellar/gas velocity dispersion (Ostriker & Peebles 1973 ; Hohl 1976 ; 
thanassoula & Misiriotis 2002 ; Athanassoula 2008 ; Fragkoudi et al. 
021 ; Bland-Hawthorn et al. 2023 ; Romeo, Agertz & Renaud 2023 ).
n this way, a measurement of the bar age gives a direct probe of
he morphological properties of the Milky Way and its relative dark 

atter/baryon fraction at a fixed epoch, allowing for detailed testing 
f the cosmological picture (e.g. Sheth et al. 2012 ). 

.1 When do bars form in galaxies? 

o understand these phenomena and effects further, it is crucial 
o date the formation of the Milky Way bar, making it a key
oal of Galactic archaeology. Ho we ver, this task is not simple, as,
mportantly, the dynamical age of a galaxy’s bar can be different from
he age of the constituent stars: stars can be born in a precursor disc
rom which the bar forms, stars can form in the bar region or a bar can
apture stars that formed after bar formation as it grows and evolves.
rom observing galaxies across redshift, constraints can be placed 
n the occurrence of bars in galaxies and the maximum redshift at
hich galaxies host bars. This information gives the typical age of
ars in galaxies other than the Milky Way . Locally , approximately
wo-thirds of spiral galaxies are observed to host bars (Eskridge et al.
000 ; Erwin 2018 ). Studies using Hubble Space Telescope ( HST )
ata (Sheth et al. 2008 ; Melvin et al. 2014 ; Simmons et al. 2014 )
ave found that the fraction of strongly barred galaxies decreases with 
edshift. Ho we ver, the rate of this decrease may in part arise from
he detectability of bars at high redshift with HST as recent JWST
nalyses (Chen et al. 2022 ; Ferreira et al. 2022 ; Guo et al. 2023 ;
acobs et al. 2023 ) have found sev eral e xamples of barred galaxies at
ook-back times between 8 and 11 Gyr and a recent population-level 
nalysis (Le Conte et al. 2023 ) finds a factor 3–4 higher bar fractions
t z � 1 than the earlier HST results. Such observations suggest that
he conditions are right for bars to form quite early on in the typical
istory of galaxies (Bland-Hawthorn et al. 2023 ), as indicated by the
nalysis of the bar fractions in cosmological simulations (Fragkoudi 
t al. 2020 ; Rosas-Gue v ara et al. 2022 ). Ho we ver, it should be noted
hat the results on bars from cosmological simulations are likely still
n a state of flux as there are tensions with the data in the distribution
f bar lengths and/or pattern speeds they predict (Zhao et al. 2020 ;
ragkoudi et al. 2021 ; Roshan et al. 2021 ; Frankel et al. 2022 ).
nce formed, simulations indicate that bars are generically long- 

ived (Kraljic, Bournaud & Martig 2012 ; Sell w ood 2014 ) but can
e weakened or even destroyed by mergers (Ghosh et al. 2021 ; Bi,
hlosman & Romano-D ́ıaz 2022 ; Cavanagh et al. 2022 ). 
There are several estimates of the epoch of bar formation in the
ilky Way. The Galactic bar contains predominantly old stars of 

round ∼ 10 Gyr (Bernard et al. 2018 ; Bovy et al. 2019 ; Surot
t al. 2019 ; Grady, Belokurov & Evans 2020 ; Hasselquist et al.
020 ; Savino et al. 2020 ) approximately supporting the idea that
he Milky Way bar is old. Ho we ver, there is the suggestion that the
ar is not solely composed of old stars: using microlensed dwarf
tars towards the Galactic bar -b ulge, Bensby et al. ( 2013 , 2017 )
rgued that there is ∼20 per cent of stars younger than ∼ 5 Gyr old,
hich is approximately corroborated by the tail towards younger 

ges observed in HST colour–magnitude diagram modelling of the 
alactic bar -b ulge (Bernard et al. 2018 ). This minority of stars may
e linked with in-bar star formation (e.g. Anderson et al. 2020 )
r capture. Cole & Weinberg ( 2002 ) photometrically identified a
ignificant population of carbon stars in the Galactic bar -b ulge using
MASS. As intrinsic carbon stars only form from low-metallicity 
nd/or high-mass progenitors, Cole & Weinberg ( 2002 ) argued the
ar might be as young as 3 –6 Gyr old. Ho we ver, the photometric
election employed by Catchpole et al. 2016 ; Matsunaga et al.
017 ), possibly pushing this bar age estimate higher. In fact, it seems
hat the low number of genuine carbon-rich AGB stars in the bar-
ulge is consistent with their extrinsic production through binary 
volution (Sanders & Matsunaga 2023 ) which would push the bar
ge estimate from Cole & Weinberg ( 2002 ) higher still. Recently,
epper-Garcia et al. ( 2021 ) presented a simulation of a Milky Way-

ike galaxy that they argued matches the Milky Way well in several
spects and then supports the idea that the bar formed 3 –4 Gyr ago,
ut similarly Buck et al. ( 2018 ) presented a Milky Way analogue
imulation with a bar formation time of ∼ 8 Gyr . Using the potential
ynamical impact of the bar, Khoperskov et al. ( 2019 ) presented a
cenario for the formation of the ‘Gaia snail’, the local spiral in the
ertical displacement versus vertical velocity of the stars (Antoja 
t al. 2018 ), in which the perturbation arises from the buckling of
he bar. Although there are alternatives to their presented scenario 
such as a satellite perturbation), this suggests a bar buckling event
ithin the last ∼ 3 Gyr , and if bars buckle promptly, possibly then
 more recent bar formation. Wylie, Clarke & Gerhard ( 2022 ) used
POGEE data to identify an inner ∼ 4 –6 kpc ring of metal-rich stars
ithin the bar’s corotation radius. Such rings form after the bar,

nd analysing similar barred galaxies from the Auriga cosmological 
imulations, Fragkoudi et al. ( 2020 ) argued that the time at which
he star formation in the bar starts quenching, while star formation
n the ring continues, can be used to estimate a lower limit to the age
f the bar. Using the inferred age distributions of the APOGEE bar
nd ring stars, Wylie et al. ( 2022 ) thus estimated a lower limit on the
ilky Way’s bar formation epoch of 7 Gyr ago. Finally, Nepal et al.
MNRAS 530, 2972–2993 (2024) 
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 2024 ) have recently argued from the age–metallicity distribution of
urn-off/subgiant stars in the solar neighbourhood that a burst of star
ormation around 3 Gyr ago accompanied by a subsequent decline
n migration of younger metal-rich stars to the solar neighbourhood
ndicate the Milky Way bar is possibly 3 –4 Gyr old. 

.2 Bar formation and nuclear stellar discs 

nother very different approach to dating the epoch of bar formation
s to not look at the stars in the bar at all but instead to look at stars in
tructures that probably only started forming when bars have formed:
uclear stellar discs (NSDs, Erwin & Sparke 2002 ; Pizzella et al.
002 ). Controlled simulations of disc galaxies (e.g. Athanassoula
992 ; Cole et al. 2014 ; Seo et al. 2019 ; Baba & Kawata 2020 ) have
emonstrated that when a bar forms, gas funnels along bar lanes
owards the centre of the galaxy where it can settle in a nuclear ring
Sormani, Sobacchi & Sanders 2023 ) and begin forming stars that
onstitute a nuclear disc. Based on these theoretical ideas, the MUSE-
IMER project (Gadotti et al. 2015 , 2018 , 2020 ; De S ́a-Freitas et al.
023a , b ) has measured the age and abundance distributions of the
uclear regions of barred galaxies, finding that nuclear discs typically
av e lower v elocity dispersions, are more metal-rich and are younger
han the surrounding bar, with the indication of inside-out growth of
he NSDs (Bittner et al. 2020 ). 

This approach to measuring the formation age of a bar was
ighlighted specifically for dating the Milky Way bar formation
poch by Baba & Kawata ( 2020 ). They demonstrated from controlled
imulations that within ∼ 1 Gyr of a bar forming there is an associated

1 Gyr long central star formation burst forming an NSD and
ighlighted the importance of proper motion data for isolating the
SD population. The Milky Way is known to host an NSD of around
0 9 M � with a scale length of ∼ 75 pc and a scale height of ∼ 25 pc
hat rotates at approximately 100 km s –1 (Catchpole, Whitelock &
lass 1990 ; Lindqvist, Habing & Winnberg 1992 ; Launhardt, Zylka
 Mezger 2002 ; Nishiyama et al. 2013 ; Matsunaga et al. 2015 ;
ch ̈onrich, Aumer & Sale 2015 ; Gallego-Cano et al. 2020 ; Schultheis
t al. 2021 ; Shahzamanian et al. 2022 ; Sormani et al. 2022a ). The
uclear star cluster (NSC, Neumayer, Seth & B ̈oker 2020 ) sits at the
entre of the NSD and has an ef fecti ve radius of ∼ 5 pc . Recently,
ormani et al. ( 2022a ) fitted self-consistent axisymmetric dynamical
odels to a combination of spectroscopic and proper motion data

Smith et al. 2018 ; Fritz et al. 2021 ) for ∼3500 giant stars across the
SD. The assumption of axisymmetry gives very good fits to the data,

lthough detecting whether the NSD is genuinely an axisymmetric
isc or a nuclear bar is challenging (Alard 2001 ; Gerhard & Martinez-
alpuesta 2012 ; Gonzalez et al. 2012 ). There have been several
tudies of the Milky Way NSD star formation history, beginning
ith Figer et al. ( 2004 ) who found a relatively continuous star

ormation history using Hubble Space Telescope. More recently,
he GALACTICNUCLEUS surv e y (Nogueras-Lara et al. 2019 ) has
rovided deep JHK s photometry from which the morphology of the
SD giant branch luminosity function can be analysed. These data
resent a richer picture suggesting that the star formation history of
he central NSD is more bursty, predominantly forming � 7 –8 Gyr
go (consistent with the presence of RR Lyrae stars in this region,
inniti et al. 2016 ) with a more recent star formation burst in the last
1 Gyr (Matsunaga et al. 2015 ; Nogueras-Lara et al. 2020 ; Sch ̈odel

t al. 2023 ). Ho we ver, the outer parts of the NSD have evidence of
ore significant intermediate-age populations of 2 –7 Gyr (Nogueras-
ara, Sch ̈odel & Neumayer 2022 ; Nogueras-Lara et al. 2023b ), which
upports an inside-out growth of the NSD in the Milky Way. 
NRAS 530, 2972–2993 (2024) 
.3 Mira variables as age tracers of the nuclear stellar disc 

ne useful resolved age tracer for the NSD region is Mira variable
tars. These are high-amplitude (typically � K s � 0.4) asymptotic
iant branch stars with periods of 80–1000 d thermally pulsing in the
undamental mode (Wood 2015 ) driven through some convective
echanism (Fre ytag, Lilje gren & H ̈ofner 2017 ; Xiong, Deng &
hang 2018 ). Primarily from observations of the LMC, they are
nown to follow period–luminosity relations (Glass & Evans 1981 ;
east et al. 1989 ; Groenewegen 2004 ; Ita et al. 2004 ; Fraser, Ha wle y
 Cook 2008 ; Riebel et al. 2010 ; Ita & Matsunaga 2011 ; Yuan et al.

017a , b ; Bhardwaj et al. 2019 ; Iwanek, Soszy ́nski & Kozłowski
021 ; Sanders 2023 ) as stars of a given mass only begin pulsating
n the fundamental mode at a narrow range of radii (Trabucchi
t al. 2019 ). For a similar reason, there is a theoretical expectation
hat Mira variables follow a period–age relation (Wyatt & Cahn
983 ; Feast & Whitelock 1987 ; Eggen 1998 ; Trabucchi & Mowlavi
022 ). Such a relation has been known observationally for some
ime from the related correlations between the periods of the Mira
ariables and their kinematics (Merrill 1923 ) and between the periods
nd the scale-heights of the populations (Feast 1963 ). As hotter
inematics are typically associated with older populations, these
orrelations are typically interpreted as manifestations of a period–
ge relation, which is further observ ationally v alidated through the
imited number of cluster Mira variables (Grady, Belokurov &
vans 2019 ; Marigo et al. 2022 ; Zhang & Sanders 2023 ). The solar
eighbourhood correlations led to a number of empirical calibrations
Feast & Whitelock 1987 , 2000 , 2014 ; Feast, Whitelock & Menzies
006 ; Catchpole et al. 2016 ; L ́opez-Corredoira 2017 ; Grady et al.
020 ; Nikzat et al. 2022 ). Recently, Zhang & Sanders ( 2023 ) fitted
ynamical models to Mira variables from Gaia DR3 and by relating
he radial and vertical dispersions with period to the dispersions as
 function of age from the analysis of main-sequence turn-off and
ub-giant stars from Yu & Liu ( 2018 ), the y deriv ed a period–age
elation that agreed well with both previous analyses and the results
rom the cluster members. 

The calibrated period–age relations demonstrate that Mira vari-
bles span ages from ∼ 1 –10 Gyr making them excellent probes of
ntermediate age populations and so they have found significant use
s an archaeological probe of the Milky Way (Catchpole et al. 2016 ;
rady et al. 2019 , 2020 ; Semczuk et al. 2022 ; Zhang & Sanders
023 ). In addition to this, the brightness and low contamination of
ira variables also make them ideal age tracers of the NSD. Recently,

anders et al. ( 2022b ) presented a sample of 1782 Mira variables in
he NSD region extracted from the Vista Variables in Via Lactea
VVV) surv e y. This catalogue built on previous work searching for

ira variables by targeting OH/IR maser stars (Blommaert et al.
998 ; Wood, Habing & McGregor 1998 , which are biased towards
onger period sources) and the broader variable star searches of
lass et al. ( 2001 ) and Matsunaga et al. ( 2009 ) that only targeted

maller on-sky areas close to the Galactic Centre. In addition to
roviding a more panoramic view of the entire NSD region (the inner
 × 3 deg 2 ), the catalogue of Sanders et al. ( 2022b ) contained proper
otions for all Mira variable candidates from the VIRAC reduction

f VVV (Smith et al. 2018 ). Although NSD membership can be
ssessed using Mira variable period–luminosity relations, these rely
n a solid understanding of the extinction (both interstellar and
ircumstellar) and population effects, making kinematic membership
ignificantly more reliable. With this sample, we are in a position
o kinematically explore and identify the onset of star formation
n the NSD and hence the epoch of bar formation in the Milky

ay. 
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In this work, we present dynamical models of the Mira variable 
opulation in the NSD region from Sanders et al. ( 2022b ). As con-
amination from the foreground disc and bar is significant (Sormani 
t al. 2022a ), the models consist of two components: an axisymmetric
odel for the NSD population and a barred ‘background’ N -body
odel from Portail et al. ( 2017 ). The NSD models and their

elative weight compared to the background are parametrized by the 
eriod/age of the Mira variable population. Furthermore, we provide 
 detailed discussion and implementation of the selection function 
f the sample, which preferentially biases us towards observing 
ainter background objects. The paper is structured as follows: in 
ection 2 we describe the data set used, whilst in Section 3 we lay
ut the components of the model providing a detailed discussion 
f the selection function of the sample in Appendix A . The results
f our modelling are presented in Section 4 and our conclusions 
nd a discussion of the implications of our results are described in
ection 5 . 

 DATA  A N D  IN ITIAL  M O D E L L I N G  

O N S I D E R AT I O N S  

he Mira variable sample is taken from Sanders et al. ( 2022b ).
his sample was extracted from an intermediate version of the 
IRAC2 reduction of the VVV data (Smith et al. 2018 ). VIRAC2

s the second iteration of the VVV (Minniti et al. 2010 ; Saito et al.
012 ) InfraRed Astrometric Catalogue constructed from fitting five- 
arameter astrometric solutions to point-source-function catalogues 
f the VVV and VVVX K s epoch data o v er a baseline of around
0 yr that was photometrically calibrated to 2MASS data and 
strometrically calibrated to the Gaia EDR3 reference frame (e.g. 
larke et al. 2019 ; Sanders et al. 2019 ). In this way, absolute proper
otions are available despite the lack of background astrometric 

alibrators in this highly crowded and extincted region. Likely Mira 
ariables were first identified in the inner 3 × 3 deg 2 of the Galaxy
sing basic cuts on the K s amplitude inspired by the study of
atsunaga et al. ( 2009 ), and then more detailed light curve modelling

f the selected stars was performed to measure periods allowing 
election using the period – amplitude diagram and some period –
esenheit inde x planes. An y Mira variable from Matsunaga et al.

 2009 ) missed by the pipeline but still in the VIRAC catalogue is also
ncluded. There are 1782 Mira variable candidates in the sample, 
ll of which have proper motion measurements. For some of the 
ira variable candidates, radial velocities are available from maser 

bservations (Engels & Bunzel 2015 for OH masers and Messineo 
t al. 2002 , 2004 , Deguchi et al. 2004 , and Fujii et al. 2006 for SiO
asers). 
The median proper motion uncertainty in each component is 
0 . 5 mas yr −1 corresponding to ∼ 20 km s −1 at the Galactic centre 

istance of 8 . 275 kpc (Gravity Collaboration 2021 ). The full distri-
ution of the uncertainties is shown in Fig. 1 , which demonstrates the
eterioration of the astrometry for the brighter stars due to saturation 
ffects. The unit weight error calculated from the residuals to the 
strometric fit increases from < 1 for stars with K s � 11.5 to ∼2 for
tars with K s ∼ 10.5. This suggests that the astrometric centroid errors 
re underestimated for stars in the saturated regime and possibly the 
esulting proper motion uncertainties are underestimated. In addition 
o this, Luna et al. ( 2023 ) compared the VIRAC2 and HST proper
otions in a few available fields finding that possibly VIRAC2 proper
otion uncertainties are underestimated by ∼10 per cent. From the 
odel fits of Sormani et al. ( 2022a ) the e xpected v ertical v elocity

ispersion of the NSD is around 50 km s −1 (although note it decreases 
ith radius and the velocity distributions are cuspier than a Gaussian 
uch that the standard deviation does not capture the full distribution)
hich the proper motion uncertainties of our sample are small enough 

o resolve. 
The parent sample from Sanders et al. ( 2022b ) is further cleaned

nd filtered to isolate higher confidence Mira variables that probe the
SD region: 

(i) 91 Mira variable candidates have been flagged as unreliable 
rom a visual inspection of the light curves (Sanders et al. 2022b ); 

(ii) 342 Mira variable candidates have K s amplitudes < 0.4 making 
heir Mira variable classification more suspect (Matsunaga et al. 
009 ); 
(iii) 18 stars have periods outside the 100 to 1000-d range typically

sed to define Mira variables; 
(iv) 23 stars have proper motions more than 3 times the standard

eviation away from the median suggesting they have unreliable 
strometry or are foreground contaminants. 

After removing these stars, we further restrict our analyses to 
tars at low Galactic latitude | b| < 0 . 4 deg (58 pc projected height)
s these best probe the NSD. These selections result in a sample of
163 stars. The 0.5th and 99.5 percentile of the period distribution
f this sample are 105 and 845 d respectively. We do not remove
ossible NSC contaminants: within a projected radius of r eff ≈ 5 pc
rom the Galactic Centre, there are 21 stars and 51 within 2 r eff so
ny contamination is likely low. 

We display the data sample in Fig. 2 . The concentration of Mira
 ariables to wards the plane is a combination of the NSD flattening
ut perhaps more predominantly selection effects (see next section). 
e have fitted two simple models to the Galactic longitudinal 

nd latitudinal proper motion distributions of the reliable, high- 
mplitude, low-latitude sample: (i) a Gaussian model with a flexible 
moothed cubic spline as a function of period (Campagne et al. 2023 ,
ith 10 equally spaced knots in log 10 P between the.5th and 99.5th
ercentile of the data) for the mean and standard deviation, and (ii)
 two-component Gaussian mixture model. Both models account 
or the formal uncertainties in the proper motions. The models are
MNRAS 530, 2972–2993 (2024) 
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(a) (b) (c) (d)

Figure 2. Summary of NSD Mira variable sample: panel (a) shows the period–amplitude distribution (unreliable and low-amplitude Mira variable candidates 
are shown with smaller grey points); panel (b) shows the distribution of reliable, high-amplitude Mira variable candidates on the sky with the background 
contours showing the ratio of the NSD surface density to the total (NSD + bar -b ulge) surface density (excluding the NSC) from the models of Sormani et al. 
( 2022a ) (the contours are equally spaced every 10 per cent with the outermost contour corresponding to 10 per cent); panel (c) shows the mean proper motion, 
its uncertainty (darker bracket), and the standard deviation (lighter bracket) for the reliable, high-amplitude Mira variables with | b| < 0 . 4 deg ; panel (d) shows 
histograms and two-component Gaussian mixture models (solid lines are the full models and dotted lines each component) for the proper motions of the same 
sample. Note the μb model distribution is narrower than the data as the plotted models are not convolved with uncertainties. The proper motion of Sgr A ∗ is 
marked by grey dashed lines in panels (c) and (d). 
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mplemented in JAX (Bradbury et al. 2018 ) and NUMPYRO (Bingham
t al. 2019 ; Phan, Pradhan & Jankowiak 2019 ), and sampled using
he NUTS sampler (Hoffman, Gelman et al. 2014 ). 1 The results
re shown in the right panels of Fig. 2 . The mean proper motions
re in accord with the motion of Sgr A ∗. The standard deviations
re relatively constant with period but a slight narrowing is visible
owards longer periods (particularly for μb ; note the broadening at
ong period occurs beyond the 99.5th percentile of the sample). As
ssessed by the Bayesian information criterion, two components are
ot necessary for the μ� distribution which is well represented by a
ingle Gaussian with ∼ 100 km s −1 dispersion (assuming all stars are
ituated at the Galactic centre; note Shahzamanian et al. 2022 , suggest
� is well modelled by three Gaussian components which might

mpro v e the fit in the wings of panel (d) of Fig. 2 but we have not
onsidered such complex models here). Ho we ver, the μb distribution
onsists of two Gaussian components (with approximately equal
eights): a colder core with a dispersion of (22 ± 3) km s −1 and
 hotter component with (102 ± 4) km s −1 . Using giant stars in a
entral field of | � | � 0 . 25 deg and | b| � 0 . 1 deg , (Shahzamanian
t al. 2022 ) also find two Gaussian fits are appropriate with the hotter
omponent approximately consistent with our findings. Ho we ver, the
older component from Shahzamanian et al. ( 2022 ) has dispersion

60 km s −1 . This is broader than our findings here possibly due
o the decay of the NSD vertical dispersion with radius, the non-
aussianity of the NSD velocity distribution meaning the balance
f bar and NSD with location impacts the results or the impact of
ackground disc stars on our sample (Sormani et al. 2022a ). The
ean velocity of the colder component is ( −2 . 0 ± 1 . 7) km s −1 in

elatively good agreement with the expected reflex motion from the
un’s v ertical v elocity of 7 . 25 km s −1 (Sch ̈onrich, Binne y & Dehnen
010 ) giving good evidence that the colder component is part of the
SD. 
We investigate further the narrowing of the dispersion with period

y fitting Gaussian mixture models as a function of period. We fit two-
omponent Gaussian mixture models where the standard deviation
f the first colder Gaussian that represents the NSD component
NRAS 530, 2972–2993 (2024) 

 See https:// adrian.pw/ blog/ flexible- density- model- jax/ for a useful descrip- 
ion of using JAX and NUMPYRO with splines for stream modelling. 

p

w  

m  
s a cubic spline with period whilst the second hotter Gaussian
hat represents the background bar -b ulge component has a period-
ndependent dispersion. These choices are to keep the models simple
hilst capturing the features in the data. We set the Gaussian means

t the reflex solar velocity. The results are shown in Fig. 3 for two
ariants: one for fixed mixture weight with period and one with a
ubic spline variation of the mixture weight with period (all splines
re set to have 10 knots logarithmically spaced between 120 and
00 d). We note how in both cases the dispersion is around 20 km s −1 

t long period and then there is a transition around 300-d period
elow which the dispersion rises towards that of the second hotter
omponent and the expected dispersion of the bar -b ulge (around
0 km s −1 , Sanders et al. 2019 ). 
The drawbacks of this simple approach are that (i) it does not

apture spatial trends in kinematics, (ii) the velocity distributions
re not Gaussian (Sormani et al. 2022a ) and (iii) no selection
unction or line-of-sight distance distribution is considered and we
f fecti vely consider all of the stars at the Galactic centre distance.
o we ver, these initial considerations have clearly demonstrated that

i) some part of the data suggest NSD kinematics, (ii) there is
 transition around a period of ∼300 d with longer period stars
howing colder NSD kinematics and shorter period stars exhibiting
ore bar -b ulge-like kinematics, and (iii) the contamination from

he surrounding bar -b ulge is significant, we will now turn to a
ore sophisticated modelling approach to address the highlighted

rawbacks and elucidate some of these features of the data further. 

 M U LT I C O M P O N E N T  DY NA M I C A L  

ODELLI NG  F R A M E WO R K  

he aim is to model the transverse kinematics (proper motions, μ =
 t /s for transv erse v elocity v t and distance s ) of the Mira variable
tars as a function of their on-sky locations (Galactic coordinates: � ,
 ) and their periods, P . We are therefore building a likelihood from
( μ| �, b, P ). This is similar in spirit to Zhang & Sanders ( 2023 ). We
egin by writing 

( μ| �, b, P ) = 

∫ 
d 2 ˜ μ d s N ( μ| ̃  μ, � μ) S( �, b, s, P ) p( ̃ μ, s| �, b, P ) , (1) 

here N ( μ| ̃  μ, � μ) is a multi v ariate Gaussian accounting for proper
otion uncertainties and ˜ μ the true proper motions. We neglect

https://adrian.pw/blog/flexible-density-model-jax/
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Figure 3. Flexible Gaussian mixture model fitting results to the latitudinal 
proper motion distributions, μb . We display the dispersion of the colder 
component (converted into a vertical velocity assuming all stars are at the 
Galactic Centre distance of 8 . 275 kpc ) with crosses showing the spline knots. 
The blue solid line is for a model with a fixed cold component weight with 
period and the orange dashed line is for a period-dependent cold component 
weight (as displayed in the lower panel). The brackets are ±1 standard 
deviation. The hot component has dispersion given by the error bars (circle for 
the fixed weight model and square for the variable; positioned at an arbitrary 
x -axis location). The approximate dispersion of the bar -b ulge is given by the 
dotted line. 
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ncertainties in the period – typically the posterior distribution 
rom Lomb-Scargle/Fourier fitting methods is narrow or significantly 
ultimodal due to a series of alias peaks (see fig. C1 of Sanders et al.

022b , for tests of the period reco v ery quality of the sample). S ( � ,
 , s , P ) is the selection function which gives the fraction of stars at
ach Galactic coordinate ( � , b ), distance s and period P that enters
he sample. Appendix A discusses our approach towards modelling 
he selection function. We shall show how its impact on our results
s minimal. 

For the kinematic model, p( ̃  μ, s| �, b, P ), we adopt a mixture
odel that is a combination of an axisymmetric NSD model and 
 ‘background’ bar/disc model (Sormani et al. 2022a , hereafter S22 )
labelled ‘bar’. We write 

( ̃  μ, s| �, b, P ) = 

p( �, b, ˜ μ, s| P ) 

p( �, b| P ) 

= 

w( P ) p NSD ( �, b, s, ˜ μ| P ) + p bar ( �, b, s, ˜ μ) 

w( P ) p NSD ( �, b| P ) + p bar ( �, b| P ) 
. (2) 

 NSD ( �, b, s, μ| P ) is the NSD model for each population labelled
y period P with p NSD ( � , b | P ) its marginalization o v er distance and
roper motion weighted by the selection function, S , 

 NSD ( �, b| P ) ≡
∫ 

d 2 μ d s S ( �, b, s , P ) p NSD ( �, b, s , μ| P ) , (3) 

nd likewise for p bar ( � , b | P ) (note that although the bar model is
ndependent of period, the marginalized distribution is conditioned 
n the period as the selection function depends on period). w( P ) is
 period-dependent weight function that gives the total mass ratio of
he NSD stars to the bar stars at fixed period. In later modelling, we
ither keep w fixed independent of period or allow it to be a flexible
nterpolated cubic spline with period. 

Our model is not sensitive to the relative number of stars at each
 � , b ) which is dependent on the extinction and detectability of the

ira variables (amongst other things), but is sensitive to the relative
raction, F ( � , b , P ), of stars in each component at each on-sky location
 � , b ) and with a period, P : 

 ( �, b, P ) ≡ p bar ( �, b| P ) 

w( P ) p NSD ( �, b| P ) 
. (4) 

urthermore, our model is not sensitive to the total normalization (or
ass of the model). We opt to normalize p NSD by the mass of the
SD found in S22 , M NSD . In this way, w( P ) is the total mass ratio of

he NSD to the bar at fixed period relative to the mass ratio found in
22 i.e. w = 1 corresponds to the relative NSD/bar weight found in
22 . We now describe the specific model components in more detail.

.1 Nuclear stellar disc model 

 NSD is modelled using action-based distribution functions (DFs): 

 NSD ( �, b, s, ˜ μ| P ) = 

∫ 
d v || s 4 cos b f ( J | P ) . (5) 

ere, J are action coordinates computed from a set of observables 
 �, b, s, μ, v || ) with v || the line-of-sight velocity in a choice of
xisymmetric potential, � (here fixed). The actions J are a triplet of
ntegrals of motion, ( J r , J φ , J z ), that approximately give the amplitude
f radial oscillation, the degree of circulation, and the amplitude of
he vertical oscillation of each orbit, respectively. We use the AGAMA

Vasiliev 2019 ) implementation of the ‘St ̈ackel fudge’ (Binney 
012 ; Sanders & Binney 2016 ) for the action computation. s 4 cos b
s a Jacobian factor between the observable coordinates and the 
ctions. The potential is modelled by combining the NSC model 
rom Chatzopoulos et al. ( 2015 ), the best-fitting NSD model of S22
nd an axisymmetrized version of the Portail et al. ( 2017 ) potential
including the dark matter halo) with the central nuclear component 
emo v ed as parametrized by Sormani et al. ( 2022b ). The spherical
nclosed mass for this potential is shown in Fig. 4 alongside mass
easurements from McGinn et al. ( 1989 ), Genzel et al. ( 1996 ),
indqvist et al. ( 1992 ), Burton & Liszt ( 1978 ), and Portail et al.
 2017 ). We work with an axisymmetrized potential as algorithms
or the computation of actions in rotating barred potentials are not
vailable. Correspondingly, the action-based models we use here 
re axisymmetric. Whilst the known non-axisymmetric contribution 
rom the Milky Way bar -b ulge impacts the dynamics of the gas in the
SD region, it likely has a much weaker impact on the orbit-averaged
ynamics of warmer components such as the stars. As discussed in
he Introduction, it is possible that the NSD is a non-axisymmetric
uclear bar (Alard 2001 , e.g.) as observed in other galaxies (Erwin
024 ), b ut S22 ha v e demonstrated axisymmetric models pro vide
ood fits to NSD stellar data giving confidence that the assumption
f axisymmetry will only weakly impact our results. 
f ( J | P ) is the action-based DF parametrized by period. We choose

he ‘quasi-isothermal’ class of disc DFs introduced in Binney ( 2010 )
nd Binney & McMillan ( 2011 ) given by the functional form 

 ( J ) = 

�

2 π2 κ2 
˜ 
 ( R c ) f R ( J R ) f z ( J z ) t( J φ) (6) 
MNRAS 530, 2972–2993 (2024) 
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Figure 4. Spherical mass enclosed for the adopted gravitational potential: the 
solid black line shows the total with the breakdown by different components 
shown by the series of labelled dashed lines. The thick dashed grey line 
shows the model of Launhardt et al. ( 2002 ), and the coloured data points 
measurements from the literature (the measurement from Portail et al. 2017 
is given within a cuboid so the depicted error bar shows the minimum and 
maximum dimensions of that cuboid). Note Sgr A ∗ is not included in the 
potential for the modelling in Section 3 . 
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here 

˜ 
 ( R c ) = 
 0 exp ( −R c /R NSD ) , 

 R ( J R ) = 

κ

˜ σ 2 
R 

exp ( −κJ R / ̃  σ
2 
R ) , 

f z ( J z ) = 

ν

˜ σ 2 
z 

exp ( −νJ z / ̃  σ
2 
z ) , (7) 

nd t ( J φ) is a taper function given by 

( J φ) = 

{ 

1 , J φ ≥ 0 , 

exp 
(

2 �J φ

˜ σ 2 
r 

)
, J φ < 0 . 

(8) 

ll epicyclic frequencies ( κ , ν, �) are e v aluated at the radius R c of
 circular orbit with angular momentum 

˜ 
 = 

√ 

( | J φ | + k R J R + k z J z ) 2 + 

˜ J 2 min , (9) 

here k R = k z = 0.25 and following S22 we set ˜ J min = 10 kpc km s −1 .
he two dispersion functions, ˜ σR and ˜ σz , are given by 

˜ 2 R ( R c ) = σ 2 
R0 exp ( −2( R c − R NSD ) /R σ,R ) + σ 2 

min , 

˜ σ 2 
z ( R c ) = 2 H 

2 
NSD ν

2 ( R c ) + σ 2 
min . (10) 

here again following S22 we set σmin = 10 km s −1 . 
A disadvantage of the quasi-isothermal DFs is they make explicit

eference to the potential through the use of the epicyclic frequencies.
his makes them slightly awkward when constructing self-consistent
istribution functions. For this reason, alternative DFs have been
roposed by Vasiliev ( 2019 ) and Binney & Vasiliev ( 2023 ). However,
e opt to use the quasi-isothermal DFs as (i) they were used

n S22 , (ii) our aim is not to construct self-consistent DFs (the
NRAS 530, 2972–2993 (2024) 
otential is fixed), and (iii) we have found the quasi-isothermal DF
arametrization is more physically interpretable than the alternatives.
The introduced DF has four free parameters (for our purposes,

he normalization 
 0 can be absorbed into the mass ratio w( P )):
he scale length R NSD , the scale height H NSD , the radial dispersion
t the scale length of the disc σ R 0 and the radial scale length of
he dispersion fall-off, R σ , R (note this is slightly different to S22 ,
ho normalize the radial dispersion at R = 0). In our modelling,

hese are either fixed independent of period or modelled as flexible
nterpolated cubic splines in period. 

S22 used the quasi-isothermal DF models to fit the line-of-
ight velocity from Fritz et al. ( 2021 ) and proper motion dis-
ributions from VIRAC (Smith et al. 2018 ). They used a fully
elf-consistent procedure assuming the observed stars traced the
nderlying mass distribution (modified by a selection function)
hich together with a fixed potential for the NSC then sourced the
otential the DF was computed in. As fiducial values, we consider
he probability f S22 ( J ) of being part of the NSD as defined by
he fitted S22 distribution function. Note the best-fitting quasi-
sothermal DF parameters reported in S22 do not quite give the
est quasi-isothermal DF fit to the NSD in our chosen potential
ue to the impact of the iterative self-consistency procedure in
22 . The best-fitting parameters are ( R NSD , H NSD , σR0 , R σ,R ) S22 =
51 pc , 19 pc , 112 km s −1 , 330 pc ), which will serve as useful data
or priors in the subsequent modelling. S22 found the uncertainty
n these parameters was 5 per cent for R NSD , 10 per cent for H NSD ,
 per cent for σ R 0 and R σ , R is prior-dominated and only a lower limit
s obtained. Note that these parameters are only loosely related to the
enuine scale length, scale height, etc., of the model. For example,
he scale length and scale height can be measured directly from a
odel realization as 74 pc and 26 pc respectively. 

.2 Bar–disc contamination model 

n addition to the component of interest, the NSD, we must also
odel the contribution from the other foreground and background

omponents of the Galaxy. S22 have shown that the ‘contamination’
or a spectroscopically targeted sample is significant across the entire
SD region so it is reasonable to assume our Mira variable sample

uffers from similar contamination. 
The model for this contaminant component, p bar , is taken from

n N -body model from Portail et al. ( 2017 ) with the central nuclear
omponent remo v ed (the NSD model fulfils this role in our model).
his model has been fitted using the made-to-measure method to
ar(-bulge) star counts, spectroscopy and proper motion data and
as demonstrated by S22 to accurately capture the 3D velocity
istributions of giant stars in the NSD region when combined with
n NSD model. We remo v e model star particles at distances beyond
 kpc from the Galactic centre as (i) the outer disc ( R > 5 . 5 kpc )
f the Portail et al. ( 2017 ) model was imposed as a data-moti v ated
onstant-scale height exponential disc but not explicitly fitted to data,
ii) it is likely extinction means few very distant disc stars enter our
ample and the extinction maps used in Appendix A only extend to

10 . 5 kpc from the Sun, and most importantly (iii) the Wesenheit
uts employed by Sanders et al. ( 2022b ) to clean the sample remo v e
ny stars more distant than ∼ 16 kpc from the Sun (see fig. D1 from
anders et al. 2022b ). The Portail et al. ( 2017 ) model is rotated
uch that the major axis of the bar lies at an angle of 25 deg with
espect to the Sun–Galactic Centre line. This component has a fixed
unctional form in the fitting. Only its relative contribution as a
unction of P is considered [via w( P )]. We compute kernel density
stimates (KDEs) of p bar ( ̃  μ, s| �, b) and p bar ( s | � , b ) weighted by the
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Table 1. Fitted DF parameters for models independent of period. The first 
columns give the results fixing the NSD DF parameters to their values from 

Sormani et al. ( 2022a , given in the fourth column) with and without a selection 
function. The third column gives the results when the DF parameters are also 
fitted incorporating the priors implemented in log-space using the means as 
the logarithms of the values from the fourth column and the prior widths in 
log-space from the fifth column as shown in equation ( 14 ). 

Parameter Fixed No SF Marg. S22 Prior width 

w 0.8 ± 0.1 0.9 ± 0.2 0.7 ± 0.1 1 3 

R NSD [pc] − − 56 ± 7 51 0.6 

H NSD [pc] − − 16 ± 1 19 0.6 

σ R , 0 [km s −1 ] − − 124 ± 17 112 0.3 

R σ , R [pc] − − 257 ± 83 331 0.3 
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ass of each particle for a regular grid of small circular regions
n ( � , b ) of solid angle ��. The KDEs are computed using a fast
ourier transform with the KDEpy package. 2 Furthermore, we store 
 bar ( � , b ) at these locations by simply summing the mass in each
egion and dividing by the on-sky area of the region. When required,
hese quantities are linearly interpolated in ( � , b ) for an arbitrary star
ocation. 

.3 Coordinate systems 

e follow S22 and define two Cartesian coordinate systems: 
he first is centred a distance 8 . 275 kpc from the Sun (Grav-
ty Collaboration et al. 2021 ) towards ( � , b ) = (0, 0) with
he Sun-Galactic centre line in the ( x , y ) plane, and the sec-
nd is aligned with the first but shifted by 8 . 0 pc in the direc-
ion opposite Galactic rotation and 6 . 6 pc towards the Galactic 
outh Pole. In this way, the origin of the second system is
entred on Sgr A ∗ at ( �, b) = ( −0 . 056 , −0 . 046) deg , the bottom
f the potential well used in the modelling. We set the so-
ar motion as 4 . 74 × 6 . 41 mas yr −1 × 8 . 275 kpc = 251 . 4 km s −1 in
he � direction (Reid & Brunthaler 2020 ), 11 . 1 km s −1 towards
he centre of the Galaxy and 7 . 25 km s −1 towards the Galactic
orth Pole (Sch ̈onrich et al. 2010 ). The multicomponent potential 

nd action coordinates are computed in the frame centred on 
gr A ∗. 

.4 Computational specifics 

ur fitting procedure relies on marginal distributions so per-star 
ntegrals are required. We follow Zhang & Sanders ( 2023 ) in the
fficient computation of these integrals. N s proper motion samples 
re generated for each star from the uncertainty distributions: 
′ ∼ N ( ̃  μ, � μ). 3 These are complemented by line-of-sight velocity 

amples and distance samples drawn from two Gaussians: v ′ ∼
 ( v 0 , σv ) with v 0 = 0 and σv = 200 km s −1 and s ′ ∼ N ( s 0 , σs )
ith s 0 = 8 . 275 kpc and σs = 0 . 2 kpc , respectively. The actions and

requencies for each star’s set of samples are pre-computed. Then, 
or each star, we compute p NSD ( �, b, s, ˜ μ| P ) as 

 NSD ( �, b, ˜ μ| P ) ≈ 1 

N s 

N s ∑ 

i 

S( �, b, s ′ i , P ) s ′ 4 i cos b f ( J ′ ) 
N ( v ′ | v 0 , σv ) N ( s ′ | s 0 , σs ) 

. (11) 

imilarly, the denominator terms are found by drawing samples for 
 

′ = ( v ′ � , v 
′ 
b , v 

′ 
los ) ∼ N ( v 0 , diag ( σ v )) with v 0 = ( −250 , 0 , 0) km s −1 

nd σ v = (100 , 100 , 100) km s −1 pre-computing all of the actions
nd frequencies ( J ′ ), and e v aluating 

 NSD ( �, b| P ) ≈ 1 

N s 

N s ∑ 

i 

S( �, b, s ′ i , P ) s ′ 2 i cos b f ( J ′ ) 
N ( v ′ | v 0 , σ v ) N ( s ′ | s 0 , σs ) 

. (12) 

ote that as we are generating samples in the physical velocity space,
ot the proper motion space the Jacobian is s 2 instead of s 4 . We use
 s = 500 samples for the ‘numerator’ quantities and N s = 1000

or the ‘denominator’. We adopt a very similar procedure for the 
 https:// kdepy.readthedocs.io/ en/ latest/ index.html 
 We use the notation x ∼ N ( μ, σ ) to denote that x is a random variate drawn 
rom a normal distribution with mean μ and standard deviation σ , and x ∼
 ( μ, � ) for the vector version where � is a covariance matrix. N ( x| μ, σ ) 

enotes e v aluating the normal distribution with mean μ and standard de viation 
at x , and similar for the vector version. 

a

omputation of the integrals over the background bar model as 

 bar ( �, b, ˜ μ| P ) ≈ 1 

N 

′ 
s 

N ′ s ∑ 

i 

S( �, b, s ′ i , P ) p bar ( s, ˜ μ| �, b) p bar ( �, b) 

N ( s ′ | s 0 , σ ′ 
s ) 

, 

(13) 

here N 

′ 
s = 10 N s , σ ′ 

s = 3 kpc and the terms in the numerator are
escribed in Section 3.2 . The computation of p bar ( � , b | P ) is very
imilar (using p bar ( s | � , b ) instead of p bar ( s, ˜ μ| �, b)). Where possible,
hese quantities are pre-computed. With all components of our 
odelling approach defined, we now turn to fitting the models to

he data sample. 

.5 Priors and model implementation 

e place priors on the logarithms of the various parameters to
nsure positivity. For period-independent models, we use the priors 
isted in Table 1 (identical to those given in equation 14 ). For

ore flexible models we allow the relative weight ln w( P ) and
he NSD DF parameters (ln R NSD , ln H NSD , ln σ R , 0 , ln R σ , R ) to be
tted interpolated cubic splines in log 10 P . By default, we use 12
qually spaced knots in log 10 P /d between 1.9 and 3.1 (although
e also consider equally spaced in age later). The 12 knot values

or each free function are the parameters of the model on which
e place priors. Extreme regions of parameter space can be as-

igned high likelihood due to poor estimates of the integrals from
he samples we use. For this reason, we introduce smooth lower
imits to the parameters at ( R NSD , H NSD , σR, 0 , R σ,R , 1 /w( P )) =
5 pc , 5 pc , 50 km s −1 , 50 pc , 10 −6 ). 

Identifiability of the model components is important. Giving the 
SD component too much freedom allows it to replicate the bar-
ulge component and we are unable to distinguish NSD versus bar-
ulge stars. From the work of S22 , we have prior knowledge of the
pproximate form of the NSD DF. We, therefore, place priors on all
he knots as 

ln w( P ) ∼ N (0 , 3) , 

ln R NSD ∼ N ( ln R NSD , S22 , 0 . 6) , 

ln H NSD ∼ N ( ln H NSD , S22 , 0 . 6) , 

ln σR, 0 ∼ N ( ln σR, 0 , S22 , 0 . 3) , 

ln R σ,R ∼ N ( ln R σ,R, S22 , 0 . 3) , (14) 

nd then we introduce a smoothing prior P smooth e.g. 

ln P smooth ∝ 

∑ 

i 

− ( ln w i ( P ) − ln w i+ 1 ( P )) 2 

2 ln σ 2 
w 

− ln ln σw (15) 
MNRAS 530, 2972–2993 (2024) 
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or w( P ) where the smoothing scales are hyperparameters following
alf-normal priors σi ∼ N (0 , τi ) where 

ln ( τR NSD , τH NSD , τσR, 0 , τR σ,R 
, τw ) = (0 . 3 , 0 . 3 , 0 . 3 , 0 . 3 , 1) . 

ote that this combination of a Gaussian prior on each knot value
nd a smoothing prior makes the ef fecti ve prior on each knot value
ighter than just the Gaussian prior would suggest. 12 knots is a
ood compromise between speed and flexibility. As smoothing priors
re adopted, the risk of ‘o v erfitting’ is minimal and more knots are
referable to capture all significant data features. To check the results,
e also fit models binned by period adopting the priors given in

quation ( 14 ). The models are implemented in JAX (Bradbury et al.
018 ) and NUMPYRO (Bingham et al. 2019 ; Phan et al. 2019 ), and
ampled using the NUTS sampler (Hoffman et al. 2014 ). 

 DY NA M I C A L  M O D E L  FITTING  RESULTS  

e use the sample of 1163 stars described in Section 2 : ‘reliable’,
igh-amplitude ( � K s > 0.4), low latitude ( | b| < 0 . 4 deg ) and with
 3 σ outliers in proper motion remo v ed. 

.1 Global models 

e begin by performing ‘global fits’ which ne glect an y dependence
f the NSD properties with period. The results of these investigations
re shown in Table 1 . 

First, we consider a model where the relative weight w is inde-
endent of period. The uncertainty on the mass from the S22 model
s around 10 per cent and the bar–disc total mass within the region
s uncertain to around 6 per cent (Portail et al. 2017 ) such that from
rior data w is constrained as w = (1.00 ± 0.12). We use the NSD
eights from the S22 model, f S22 ( J ), finding w = (0.85 ± 0.14).
xcluding the selection function leads to w = (0.92 ± 0.16) as the
election function biases towards the more distant, background stars
hich mimic the colder dispersion of the NSD meaning a lower
eight of NSD is required. Ho we ver, in both cases w is consistent
ith the unity value found by S22 demonstrating that the sample

s representative of stars in the NSD region. If we simultaneously
t the DF parameters alongside the relative weight using the priors

n equation ( 14 ), we find NSD parameters highly consistent with
he results of S22 (see Table 1 ) although our constraint on R σ , R is
ntirely prior-dominated. In this model, the relative weight decreases
o w = (0.66 ± 0.13) but is still consistent with the measurement
rom S22 within the respective uncertainties. These models further
onfirm that our sample contains NSD and bar -b ulge stars in similar
roportions to that found by S22 so is unbiased. 

.2 Period-dependent models 

e now model the variation of the weighting term, w( P ), with period.
s described in the previous section, we use an interpolated cubic

pline. The DF parameters are fixed to their values from S22 . We
efer to this model as our ‘ Fiducial ’ model. We show the resulting
t in Fig. 5 . We notice that at short period the relative NSD to bar
eight is significantly smaller than w = 1 (the average value o v er

he full population) whilst at long period the NSD dominates with w 

2. The transition occurs around a period of 350 d (corresponding
o an approximate age of 7 Gyr using the relations from Zhang &
anders 2023 ). This transition appears suggestive of the formation
f the NSD but we delay the detailed consequences of this model to
 later section. 
NRAS 530, 2972–2993 (2024) 
We further fit a model allowing all the NSD DF parameters to
e free functions of P , dubbed ‘ Fully marginalized ’ model, using
he priors given in Section 3.5 . As shown in Fig. 5 , we find a much
eaker transition from NSD kinematics to bar kinematics, but still the

ransition occurs around the same period. As discussed previously,
dentifiability becomes an issue and a very thick NSD can resemble
he bar population. Indeed that appears to be happening as seen in
he lower panels of Fig. 5 where panel (c) shows how the NSD
cale height, H NSD increases at short period to mimic the broader
ar -b ulge population echoing the conclusion of Fig. 3 where the
ertical dispersion of the NSD component behaves similarly. The
ther parameters are relatively flat with period. We observe that
eriods longer than 300 day (so ages less than ∼ 8 Gyr ) there is
 weak suggestion of inside-out formation ( R NSD decreasing with
ge) and dynamical heating ( H NSD increasing with age). Ho we ver,
argely the data appears consistent with no gradients in period. This is
omewhat at odds with the results from Nogueras-Lara et al. ( 2022 )
or the Milky Way and Bittner et al. ( 2020 ) for external galaxies.
o we ver, dynamical mixing is likely significant in the NSD (where

he orbital time is ∼ 1 Myr ) so any formation gradients may get
apidly washed out (e.g. Frankel et al. 2020 ). These conclusions are
orroborated by the fits binned by period also shown in Fig. 5 . In
he bin around ∼400 d, a very large NSD fraction is found, possibly
uggesting a very significant burst at this epoch that is smoothed over
y the spline model, but the uncertainties are large. 

.3 Model variants 

e now explore a number of model variants that test different
ssumptions in our modelling. Although our selection function is
ell moti v ated, it is quite likely that there are some shortcomings

n the approach. As an alternate extreme, we now consider a model
ithout a selection function term (i.e. S = 1), dubbed ‘ No selection

unction ’ model. We have already seen in the ‘global model’ that the
election function has minimal impact. Here we opt to fix the DF
arameters with period to the S22 values. We display the result in
he top panel of Fig. 5 which agrees well with the fiducial model
ncorporating the selection function but with a slightly shorter period
ransition from bar-dominated to NSD-dominated kinematics. 

One concern with the modelling approach is that the 3D extinction
aps are not sufficient to resolve extinction within the NSD region. It

ould well be that in some regions we fail to observe Mira variables
n the far side of the NSD due to extreme extinction inside the
SD. This effect will severely bias the Galactic longitude proper
otion distributions reducing the height of the more ne gativ e μ� 

eak. Ho we ver, the Galactic latitude proper motion distributions will
e less biased as at the distance of the NSD the near- and far-sides
f the NSD have ef fecti vely the same distributions. Similarly, any
iasing from missing bright nearside NSD stars due to saturation
ffects will have a lesser impact on the NSD μb distributions.
e, therefore, run a model, dubbed the ‘ Only using μb ’ model,

gnoring the μ� measurements and instead marginalize o v er them
n the way described in Section 3.4 . This still ignores any extreme
xtinction variation in the NSD but makes the modelling less sensitive
o such effects. Finally, as highlighted in Section 2 , the proper
otion uncertainties may be poorly estimated both from saturation

ffects (see Fig. 1 ) and also more broadly due to other calibration
ssues (Luna et al. 2023 ). We, therefore, consider the proper motion
ncertainties inflated by the unit weight error shown in Fig. 1 and
roadened by a further factor of 1.1 (Luna et al. 2023 ). This model is
ubbed the ‘ Scaled proper motion errors ’ model. Both the ‘ Only
sing μb ’ model and the ‘ Scaled proper motion errors ’ model
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(a)

(b) (c) (d) (e)

Figure 5. Dynamical model fitting results: panel (a) shows the relative weight of the NSD to the bar [ w( P ) in the modelling]. The points are estimates using 
Mira variables split into bins [circles are the fully marginalized model and triangles the model with a fixed DF from Sormani et al. ( 2022a )]. The three lines are 
from the spline models with fixed weights (solid), no selection function (dashed), and fully marginalized (dotted). Panels (b–e) show the NSD DF fit results for 
the fully marginalized model as a function of period (age) [the scale length R NSD in panel (b), scale height H NSD in panel (c), central radial dispersion σR , 0 in 
panel (d), and the radial scale length of the radial dispersion fall-off R σ , R in panel (e)]. The binned fits are the points and the line is the spline fit result. Faint 
horizontal lines show the ±1 σ for the prior width for the spline (inner) and binned (outer) models. The black error bars outside each panel show the results for 
the period-independent models [triangle: fiducial, square: no selection function, circle: fully marginalized; note as the fiducial and no selection function models 
use fixed NSD DF parameters, only the fully marginalized results are shown for panels (b–e)]. In all panels, the crosses show the locations of spline knots. 
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roduce very similar results to the fiducial model as we will see
n Section 4.5 . 

.4 Posterior predicti v e checks from mock sample generation 

o perform posterior predictive checks, we generate mock samples 
rom the fitted models. We use EMCEE (F oreman-Macke y et al. 2017 )
o generate samples in the observable space ( �, b, s, μ, v || , P ) from
 

4 cos b f ( J | P ) U( log 10 P ) where U is a uniform distribution and
ssign a total mass of M NSD to the samples. We then select a subset
f particles with associated masses from the Portail et al. ( 2017 )
odels within the on-sky NSD region and assign them periods log- 

niformly sampled between 100 and 1000 d. We multiply the NSD 

article masses by w( P ) and then all particle masses by the selection
raction S ( � , b , s , P ). From the combined set of NSD and bar samples,
e randomly draw a subset of particles with probability proportional 

o their particle mass. This sample has the correct balance of bar and
SD at each location but does not capture the on-sky and period
istributions of the data. To do this, we, for each datum, find the 100
earest mock stars in ( � , b ) and P using a Euclidean distance with
cales of � log 10 P = 0.05 and ( ��, �b) = (0 . 05 , 0 . 05) deg . Finally,
e convolve the mock proper motions with the errors of the matched
atum. When a sample unaffected by selection function effects is 
equired, we do not multiply the masses by the selection function
nd instead compute the period distribution of the data using the
rocedure described in the next subsection, and then reweight the 
amples by this distribution. 

The results of this mock generation procedure for the fiducial 
odel are shown in Figs 6 and B1 in Appendix B where the

roper motion and line-of-sight velocity histograms for the data are 
ompared to the model samples. From Fig. 6 , we observe, for all
eriod bins, a good model fit to the data. We note a weakly significant
ut systematic model underestimate of the μb ≈ 0 bins. Inspection of 
ig. B1 shows this arises from model deficiencies at higher latitude

hat we attribute to limitations of the background disc model. The
ine-of-sight velocities are not used in the fits so they give good
orroboration of the results and demonstrate the power of using a
ynamical model. As the period increases, there is an increasing 
ominance of the NSD relative to the bar. 
Further evidence of the presence of NSD member stars in our

ample at long periods is given in Fig. 7 . By restricting to stars in
 0 . 4 deg × 0 . 4 deg region centred on ( � , b ) = (0, 0), we see that
hort-period ( P < 250 d, old) stars have a unimodal μ� distribution
entred on the motion of Sgr A ∗ with a skew towards positive μ� 
MNRAS 530, 2972–2993 (2024) 
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M

Figure 6. Velocity distributions for the data (grey with Poisson uncertainty shaded interval) compared to the best-fitting model split by period (age). The green 
line is the total model, blue short-dashed line is the NSD model, and orange long-dashed line is the bar/disc contamination model. The top ro w sho ws the 
Galactic longitude proper motions, μ� , the middle ro w sho ws the Galactic latitude proper motions μb , and the bottom row shows line-of-sight velocities, v los , 
not used in the analysis. Each column corresponds to a different period bin as indicated abo v e the top row. In the top row, the number of stars in the proper 
motion panels is given and in the middle panel, the model fraction of the NSD to the bar is shown. 

Figure 7. Galactic longitude proper motion distributions for two samples 
located | � | < 0 . 2 deg and b < 0 . 2 deg and with proper motion uncertainties 
< 1 . 5 mas yr −1 . The blue solid line shows a ‘young’ sample with periods 
> 450 d where the rotation of the NSD is visible whilst the orange dashed 
line shows an ‘old’ sample with periods < 250 d showing no net rotation with 
respect to Sgr A ∗. 
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haracteristic of the background bar–disc population, whilst the long-
eriod ( P > 450 d, young) stars have a bimodal distribution char-
cteristic of the rotating NSD population (e.g. Shahzamanian et al.
022 ) with a rotation amplitude of ∼ 90 km s −1 . This demonstrates
hat our sample appears to probe both sides of the NSD and we
re not limited by dust within the NSD region (at least in some
arts). 
NRAS 530, 2972–2993 (2024) 
.5 NSD star formation history and the bar formation time 

e now proceed to estimate the star formation history of the NSD
nd in turn the epoch of formation of the Galactic bar. Under the
ssumptions of our model, the relative contribution of NSD stars and
ontaminant bar/disc stars at each location is given by F ( � , b , P )
rom equation ( 4 ). Therefore, we can convert the observed period
istribution at a given location p ( P | � , b ) into the period distribution
f the NSD, p NSD ( P ), as 

 NSD ( P ) = 

p NSD ,S= 1 ( �, b| P ) 

p NSD ( �, b| P ) 

p( P | �, b) 

1 + F ( �, b, P ) 
, (16) 

nd similarly using the weight factor F /(1 + F ) for p bar ( P ). The first
atio is the impact of the selection function on the period distributions:
he ratio of the on-sky density given period under the selection
unction divided by the same but without considering the selection
unction. The second ratio gives the observed period distribution of
he NSD which is affected by the selection function. Multiplication
y the first term undoes this effect. The left-hand side is independent
f the on-sky position so can be estimated using any subset of stars.
e, therefore, construct histograms of the period distribution of the

ample weighted by (1 + F ) −1 and have confirmed that similar
istograms are obtained when limiting only to ‘high’-latitude stars.
o convert these distributions into star formation histories we have to
rst adopt a period–age relation. We consider the ‘Both’ and ‘With
C’ 4 relations from table 3 of Zhang & Sanders ( 2023 ). These share

he parametric form 

( P ) = 

τ0 

2 

(
1 + tanh 

[ 330 d − P 

P 

] )
, (17) 



Bar formation epoch from NSD Mira variables 2983 

w  

(  

fi
d
m
i
i  

2  

2  

p
T  

a  

r  

 

s  

g  

≡  

m  

i

w  

o  

s
l

T
o
t  

t  

q  

s  

s
i  

a
p

F  

u  

l  

a
a  

i  

N
o  

fi
&  

m  

a  

∼  

m  

a  

U
o

(a)

(b)

Figure 8. Star formation history of the NSD: panel (a) shows the ‘raw’ 
age distribution of the sample using two period–age relations as described 
in the te xt. P anel (b) shows the resulting inferred normalized star formation 
histories for the NSD (blue) and the background bar -b ulge/disc (orange) using 
the ‘with GC’ distribution from panel (a). 

Table 2. Bar formation epoch estimates: best estimates of the bar age using 
different modelling configurations. The scatter and possible systematic error 
in the period–age relation is around 1 Gyr as is the typical time difference 
between bar formation and the peak star formation in the NSD. We quote 
three significant figures just to illustrate the differences between the models. 

Setup 
Estimate 

[Gyr] 

Fiducial 7.90 
Alternate period–age relation 7.29 
Marginalized 7.91 
No selection function 7.87 
Only μb 7.88 
Scaled proper motion errors 7.90 
Age-separated knots 7.91 
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ith ( τ0 , P 0 ) = (13 . 7 Gyr , 401 d) for the ‘Both’ fit and ( τ0 , P 0 ) =
14 . 7 Gyr , 308 d) for the ‘With GC’ fit. The first of these fits is a joint
t to the period–velocity dispersion in both the radial and vertical 
irections, whilst the second also includes information from cluster 
embers. Both relations are quite similar but the ‘With GC’ relation 

s slightly steeper. They are also consistent with other relations used 
n the literature (e.g. Wyatt & Cahn 1983 ; Feast & Whitelock 1987 ,
014 ; Catchpole et al. 2016 ; L ́opez-Corredoira 2017 ; Grady et al.
020 ; Nikzat et al. 2022 ). There is likely significant scatter in the Mira
eriod–age relation as demonstrated in the theoretical models from 

rabucchi et al. ( 2019 ). Based on the differences between dynamical
ges and cluster member ages, Zhang & Sanders ( 2023 ) quote a
elative age scatter at fixed period in their ‘With GC’ fit of 11 per cent.

The next step is to convert the number density in age into a
tar formation rate. The number of Mira variables per unit age, τ ,
iven a star formation rate law �( τ ) ≡ d M � /d τ and an IMF ξ ( M )

d N /d M ∝ ( M / M �) −2.3 (the number of stars formed per unit stellar
ass normalized to give a total mass of star formation of M � = M �)

s 

d N 

d τ
= 

∫ M u ( τ ) 

M l ( τ ) 
d M �( τ ) ξ ( M) , (18) 

here M u ( τ ) and M l ( τ ) are the upper and lower initial masses of stars
f age τ in the Mira phase. If the Mira phase lasts τMira ( M ) and a
tar becomes a Mira variable after approximately the main sequence 
ifetime of τ = (10 Gyr )( M/M �) −2 . 5 then we can write 

d N 

d τ
≈ τMira ( τ ) 

(
− d M 

d τ

)
�( τ ) ξ ( M) , 

∝ τMira ( τ ) 
(10 Gyr 

τ

)0 . 48 
�( τ ) . (19) 

he τ 0.48 factor gives the combination of the number of stars formed 
f age τ that have masses consistent with being giant stars and 
he rate at which these giant stars are forming. τMira ( τ ) gives the
ime stars born an age τ ago will be Mira variables for. This
uantity is quite uncertain. Trabucchi et al. ( 2019 ) presented models
howing the time spent in the Mira fundamental pulsation phase for
tars of metallicity Z = 0.008 and masses M = (1.5, 2.6, 4.8) M �
s ∼ (0 . 2 , 0 . 15 , 0 . 3) Myr . This suggests we can assume τMira is
pproximately constant with age. In conclusion, we can map the 
eriod distribution to a star formation rate using 

d M � 

d τ
∝ τ 0 . 48 d P 

d τ

d N 

d P 

. (20) 

We apply this procedure using the ‘fiducial’ model as displayed in 
ig. 8 . The top panel of this figure shows the ‘raw’ age distribution
sing both period–age relations from Zhang & Sanders ( 2023 ). In the
ower panel, we show the inferred star formation history of the NSD
nd the bar contaminant model. We define the ‘bar formation epoch’ 
s the time at which the NSD star formation history is maximally
ncreasing. Baba & Kawata ( 2020 ) show from simulations that the
SD star formation history has a peak after bar formation validating 
ur choice. From Fig. 8 we see this corresponds to ∼ 8 Gyr for the
ducial model using the ‘with GC’ period–age relation from Zhang 
 Sanders ( 2023 ). The full set of results is given for each of the
odel variants in Table 2 and the inferred star formation histories

re displayed in Fig. 9 . We see that all models are consistent with the
8 Gyr bar age estimate. Fig. 9 shows that in the fully marginalized

odel there is less separation between the bar -b ulge and the NSD
t old ages due to the identifiability issue discussed in Section 4.2 .
sing no selection function weakly reduces the NSD contribution at 
lder ages as the selection function biases weakly against observing 
SD stars. Using only μb produces a stronger age separation of 
SD and bar -b ulge evidencing the rob ustness of the conclusions to

he uncertain interstellar dust distribution that could bias μ� . Both 
he scaled proper motion uncertainties model and the linear-spaced 
 g e knots model are very similar to the fiducial case. 
Using the period–age relation from Zhang & Sanders ( 2023 ) that

oesn’t consider the cluster results (‘Both’) produces a 0 . 6 Gyr lower
ar age estimate so we can consider an approximate 1 Gyr systematic
ncertainty in the bar age estimate arising from the choice of period–
ge relation. Zhang & Sanders ( 2023 ) also investigated biases arising
rom velocity uncertainties in the age-velocity-dispersion relation 
MNRAS 530, 2972–2993 (2024) 
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M

(a) (b) (c) (d) (e) (f)

Figure 9. Inferred normalized star formation histories for the NSD (blue) and the bar/disc background (orange) with different modelling assumptions (as 
denoted abo v e each panel; see Sections 4.2 and 4.3 for more details). 
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alibration. By assuming a uniform stellar age distribution they found
hat the period–age relation is essentially insensitive to velocity
ncertainties around 8 Gyr meaning the systematic uncertainty on
ur result from this source of calibration error is subdominant.
ig. 8 also supports the metric proposed by Baba, Kawata &
ch ̈onrich ( 2022 ) where in a simulation without bar buckling the
ar formation time is estimated from the transition age between
he bar -b ulge star formation history and that of the NSD. In a
imilar vein, in Appendix C we consider how the Milky Way bar
ge would be inferred by an external observer of the galaxy using the
ntegrated field unit method of De S ́a-Freitas et al. ( 2023a , b ) finding
onsistent estimates. This gives good corroboration that methods for
xternal galaxies match expectations when applied to observational
ata. 

 DISCUSSION  A N D  C O N C L U S I O N S  

n summary, our results from analysing the proper motions of Mira
ariables in the NSD region indicate: 

(i) Around the 350-d period there is a transition in the proper
otion kinematics with the shorter period (older) Mira variables

ppearing to have more bar-like kinematics whilst the longer period
younger) have more NSD-like kinematics (both colder kinematics
nd a multimodal rotation signature). This is evidenced by detailed
istribution function modelling accounting for selection effects
Fig. 6 ), more basic Gaussian mixture models (Fig. 3 ) and simply
lotting the data (Fig. 7 ). 
(ii) Using a period–age relation, this implies that there is a sharp

ncrease in star formation in the NSD around (8 ± 1) Gyr which
e have identified with the time of bar formation. This feature is
resent irrespective of whether the selection function is included,
hether the longitudinal proper motions are ignored and whether

he proper motion errors are weakly modified. There is evidence for
ome NSD members older than 8 Gyr although as the bar kinematics
re dominant in this regime this is somewhat uncertain. 

(iii) More flexible models of the NSD with period demonstrate
eak gradients in the NSD scale length, scale height and radial
elocity dispersion with period consistent with the NSD forming
nside-out and having undergone dynamical heating o v er time but
he formation gradients have likely been washed out by significant
ynamical mixing. 

To close, we will now discuss the significance of these results and
ighlight some limitations of the work and possible future extensions.
NRAS 530, 2972–2993 (2024) 
.1 Modelling limitations 

here are several assumptions in our modelling that could be relaxed
n future work or with a better understanding of the NSD and its
tellar tracers. For example, we have assumed that the age distribution
f the background bar–disc ‘contamination’ model is independent
f distance and that the velocity distributions at a given location
re independent of age. It is well known that velocity dispersion-
ge-position correlations exist in the disc and the bar -b ulge (e.g.
asselquist et al. 2020 ; Sharma et al. 2021 ). Too much freedom

o the background model will remo v e our constraining power as
he background can become confused with the NSD component,
o more prior information from the literature and other data sets
ould be required, or a more detailed understanding of the distance
istribution of our sample employed. 
Our discussion of the selection function highlighted that different
ira variable populations could trace different K s period–luminosity

elations (Sanders 2023 ). The cause for this is unclear but the first-
rder effects might be related to metallicity (Trabucchi et al. 2019 ).
ithout detailed spectroscopy, even approximate metallicities for

ur sample are not possible, but it seems likely there is some
etallicity variation in our sample and in particular, a variation in
ean metallicity between the NSD and bar populations (Schultheis

t al. 2021 ). This adds a layer of complexity to the selection function
here we may be losing the intrinsically brighter more metal-poor
bjects that make up the bar population in fa v our of the fainter metal-
ich objects that are preferentially part of the NSD population. We
ave demonstrated that our conclusions are independent of selection
ffects so this effect is not a significant concern but it highlights
hat there is potential in future work to combine the models with
pectroscopic data sets (Fritz et al. 2021 ; Schultheis et al. 2021 , S22 )
o yield more powerful constraints. 

.2 Comparison with other NSD studies 

ur derived formation epoch for the NSD is consistent with the idea
f a ‘middle-aged’ to old Galactic bar as found in other studies (Bovy
t al. 2019 ; Nogueras-Lara et al. 2020 ; Wylie et al. 2022 ; Sch ̈odel
t al. 2023 ; Nogueras-Lara et al. 2023b ) and seems to strongly rule
ut any suggestion that the Milky Way bar is only a few Gyr old. We
ere discuss more critically the comparison of our result with other
elated work. Our derived star formation histories for the NSD and
ar are compared to other studies in Fig. 10 . We have opted to plot
he results against fractional time to divide out small age systematics
e will discuss below. 
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Figure 10. Comparison with other studies: the histograms show cumulative 
mass growth of the NSD (thick blue), bar -b ulge (thinner orange), and the NSC 

region (thinnest green). The orange line shows the cumulative star formation 
history of the bar -b ulge inferred by Bernard et al. ( 2018 ), the dashed orange 
line shows the cumulative bar -b ulge star formation history inferred from 

Gaia DR3 Mira variables within | � | < 1 . 5 deg and | b| < 1 . 5 deg , and the 
blue error bars are cumulative mass measurements for two regions of the 
NSD from Nogueras-Lara et al. ( 2022 ). The grey line is a uniform star 
formation history as advocated by Figer et al. ( 2004 ). The x -axis is fractional 
time (time/maximum time) to accommodate slightly different age scales (see 
the text for details). 
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Our NSD star formation history is approximately consistent with 
he idea of an old burst as advocated by Nogueras-Lara et al.
 2020 , 2023b ) and Sch ̈odel et al. ( 2023 ). Somewhat different to
hose studies, we find weak evidence for very ancient ( � 10 Gyr )
opulations in the NSD. Our derived star formation history is 
elatively continuous with age (Figer et al. 2004 ). Simulations of
he nuclear stellar discs, such as those of Seo et al. ( 2019 ), predict a
ighly bursty star formation history highly dependent on the large- 
cale supply of gas. Ho we v er, when smoothed o v er the typical scatter
n the Mira variable period–age relation or ∼ 1 Gyr (Trabucchi & 

owlavi 2022 ; Zhang & Sanders 2023 ), these simulations appear 
elatively consistent with the results presented here. One feature of 
he Nogueras-Lara et al. ( 2020 ) picture we are missing is a recent
 Gyr ago star formation burst in the NSD (Sch ̈odel et al. 2023 ,
nds this burst could constitute ∼15 per cent of the mass in the
SD). It is clear from the presence of very young stellar tracers

hat there is ongoing star formation in the NSD region (Morris &
erabyn 1996 ; Matsunaga et al. 2015 ; Henshaw et al. 2023 ) but the

dentification of these less recent significant star formation episodes 
omes primarily from the presence of secondary red clump stars 
Nogueras-Lara et al. 2020 ; Sch ̈odel et al. 2023 ). Another indicator
f recent star formation is C-rich Mira variables (Boyer et al. 2013 ;
atsunaga et al. 2017 ; Sanders & Matsunaga 2023 ). The single star

ormation channel for these objects is through dredge-up making 
heir production more ef fecti ve for massi ve and/or metal-poor stars.
o we ver, binary formation channels are also likely (Matsunaga 
t al. 2017 ; Sanders & Matsunaga 2023 ). Sanders et al. ( 2022b )
sed colour–colour diagrams to demonstrate � 10 per cent of the
resent sample is consistent with being C-rich but this number is
omewhat uncertain due to extinction effects. It is uncertain whether 
his number of objects is consistent solely with production through 
inary channels or whether it indicates some recent star formation in
he population. Another possibility for missing a significant recent 
tar formation episode is that our Mira variable selection is lacking
ong-period objects. Long-period Mira variables are easily identified 
s they are high amplitude, but they could be missed due to significant
ust embedding or very irregular light curves due to circumstellar 
ust. A final reason for the discrepancy at recent times could be
rom our simple conversion from Mira variable number density to 
tar formation history and/or the employed Mira period–age relation 
s inappropriate for the youngest stars (our employed period–age 
elations are an extrapolation below ∼ 3 Gyr ). 

It is interesting to briefly consider the relationship between 
he NSD and NSC star formation histories. The NSC appears to
redominantly contain stars that are older than 5 Gyr but on average
ounger than the bar -b ulge (see the summary and references given by
eumayer et al. 2020 ). The recent study of Chen et al. ( 2023 ) argued

he NSC has an age of 5 + 3 
−2 Gyr , younger than previous estimates

ue to their more flexible modelling of the metallicity distribution. 
nterestingly, this is very similar to the mean age of the NSD from our
nalysis. In Fig. 10 , we show the cumulative mass fraction from the 51
ira variables we have within a projected distance of 2 r eff = 8 . 4 pc

rom the NSC centre where we notice an uptick at exactly the bar
ormation time proposed in this w ork. These tw o pieces of evidence
uggest a close evolutionary link between the NSD and the NSC
Nogueras-Lara et al. 2023a ). 

Although not the focus of the work, our inferred bar star forma-
ion history at | b| � 0 . 4 deg is approximately consistent with that
resented by Bernard et al. ( 2018 ) using HST data in several bar-
ulge fields at 2 deg � | b| � 5 deg . Our age scale saturates around
2 Gyr whilst the age scale of Bernard et al. ( 2018 ) extends to 14 Gyr .
his is suggestive of a 12 / 14 × 8 Gyr ≈ 1 Gyr systematic in our bar
ge estimate. For this reason, we have opted to plot the fractional
ime in Fig. 10 . Even accounting for this, our bar star formation
istory is biased slightly young with respect to the results of Bernard
t al. ( 2018 ). This result could be interpreted as the product of
ractionation when the bar formed (Debattista et al. 2017 ) whereby
he older hotter population forms a more v ertically e xtended boxy-
eanut bulge than the younger cooler population, thus producing a 
ertical age gradient through the bulge. Ho we ver, the models using
nly the Galactic latitude proper motion (see Fig. 9 ) are biased older
nd more consistent with the results of Bernard et al. ( 2018 ) so
his discrepancy appears within the systematics of our methodology. 
inally, the central bar -b ulge Mira variables in Gaia DR3 (Lebzelter
t al. 2023 ), as identified with a G -band semi-amplitude cut of 0.45,
eriods between 100 and 1000 d and in the region | � | < 1 . 5 deg and
 b| < 1 . 5 deg , produce a star formation history consistent with our
ar -b ulge star formation history with a slightly younger bias possibly
ue to foreground disc contamination. 

.3 Alternati v e NSD formation scenarios 

e have weak evidence that the NSD is older than the ∼ 8 Gyr
tar formation burst signal as some fraction of the oldest stars are
ttributed to the NSD. This could reflect contamination in the sample
r shortcomings of the bar–disc model as discussed abo v e, or could
enuinely reflect a much more ancient NSD that had a ‘slow start’.
 slow-start picture is somewhat opposed to the expectation from 
MNRAS 530, 2972–2993 (2024) 
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imulations (Baba & Kawata 2020 ) where a significant burst in star
ormation is expected at the time of formation. Ho we ver, potentially
he Galaxy was relatively gas-poor at these early times (although
his seems unlikely, Daddi et al. 2010 ) and only at some later epoch
possibly coinciding with a merger event) was significantly more gas
ccreted leading to a star formation burst. This discussion highlights
hat our bar age estimate is only ever going to be a lower bound as gas
s required in the Galaxy at the time of bar formation and then some
ime is required for its transport to the centre. Another interpretation
s that an ancient NSD formed after an early bar formation, the
ar w as destro yed (again possibly related to merger events) and
hen later a second bar formed. This idea is somewhat supported
y the differing NSD kinematics for stars younger and older than
 Gyr . Ho we ver, there is limited evidence for the destruction of bars
fter formation both theoretically and observationally [see discussion
n section V.B.6 of Sell w ood 2014 , although see recent simulation
ork from Bi et al. ( 2022 ) and Cavanagh et al. ( 2022 )]. Therefore,
e are well-justified in discussing a single bar formation epoch.
inally, it is possible that the old NSD material formed through a
ifferent channel. For instance, it could be produced by accretion
hrough mergers that sink and remain intact deep into the Milky Way
otential. From our calculations, the old NSD material makes up a
ignificant fraction of the mass (30 per cent so around 3 × 10 8 M �)
hich would require the order of hundreds of accreted clusters so

eems unlikely. Another possibility is we are seeing the remnant of
he very earliest ‘disc’ that formed in the primordial Milky Way, an
nalogue of those seen at high redshift (Kikuchihara et al. 2020 ; Ono
t al. 2023 ). 

.4 Future obser v ational prospects 

ne limitation of using VVV data to probe the Mira variables in the
SD region is that, due to saturation, for K s � 10 . 5 mag we only
etect those NSD Mira variables with significant circumstellar and/or
nterstellar extinction. Additionally, this means our sample is strongly
onfined to high-e xtinction re gions in the Galactic plane. In the
resented modelling, we have included this effect and demonstrated
t has a relatively weak impact on the conclusions. Ideally, we
ould use all Mira variables in the NSD. Ho we ver, this requires
oth their identification from multiepoch data and measured proper
otions. One option is Gaia : unfortunately due to the effects of

xtinction the Gaia DR3 Mira variable sample (Lebzelter et al.
023 ) is confined to | b| � 0 . 5 deg where the NSD stars are expected
o only contribute � 10 per cent relative to the background bar-
ulge (see Fig. 2 ). Therefore, there is a ‘gap’ in both the Mira
ariable on-sky and magnitude (9 � K s � 10.5) distributions between
he Gaia stars and the VIRAC sample presented here. This is
omewhat filled in by the Matsunaga et al. ( 2009 ) sample, but these
ack proper motion information. One promising future candidate
or filling this gap is the Japan Astrometry Satellite Mission for
Nfr ared Explor ation ( JASMINE , Ka wata et al. 2023 ), a planned
ointed astrometric satellite mission of the central Galactic bulge.
ASMINE ’s Galactic Centre Surv e y is designed to co v er e xactly this
n-sky and magnitude range (9.5 � H w � 14.5) so if there are Mira
ariables there, JASMINE should find them. Finally, it is possible that
he Roman telescope could reach down to the main sequence turn-
ff in the NSD (Terry et al. 2023 ) although confusion, crowding and
oreground/background subtraction may still be challenging. This
ould provide an independent way to date the different components
f the NSD and also give a way to measure the age-metallicity
ariations in the NSD, an option not possible with Mira variables
nd currently only possible through combination with spectroscopic
NRAS 530, 2972–2993 (2024) 
ata sets (Fritz et al. 2021 ; Schultheis et al. 2021 ; Sormani et al.
022a ). Our results demonstrate the great promise of further pursuing
ore sophisticated modelling of the limited NSD data sets as well

s future surv e ys and projects to better understand this important but
ard-to-study region of the Galaxy. 

.5 The timeline of the Galaxy and the wider context 

e close by returning to our initial goal: placing the bar formation
poch in the timeline of the Milky W ay. W e have presented evidence
hat the Milky Way bar formed ∼ 8 Gyr ago. Within the expected
ystematic uncertainties of both estimates ( ∼ 1 Gyr ), this could place
he bar formation time close to the infall of the Gaia-Sausage-
nceladus merger around 9 –10 Gyr ago (Belokurov et al. 2018 , 2020 ;
onaca et al. 2020 ) such that potentially the Milky Way has a tidally

nduced bar ( Łokas et al. 2014 ; Merrow et al. 2023 ). Ho we ver, it is
lso likely that the early disc growth (Belokurov & Kravtsov 2022 ;
illamore et al. 2023 ; Khoperskov et al. 2023 ; Semenov et al. 2023 )

nd relative dynamical quietness after the early mergers in the Milky
ay gave rise to conditions in the disc that were more conducive to

ar formation. Either hunting for observational signatures that the
ilky Way bar is tidally induced (Miwa & Noguchi 1998 ) or more

ccurate timing of both the bar formation and the merger time of
S/E will be needed to answer this question more concretely. It is also

ntriguing that around this ∼ 8 –10 Gyr age the Milky Way transitions
rom thick disc dominance to thin disc dominance. There is then the
uggestion that the bar formation plays a role in this population
eparation (Khoperskov et al. 2018 ) or possibly as with the merger
iscussion both are driven by the same root cause (Grand et al.
020 ). Finally, measurement of the bar age can be combined with
he observations of a presently slowing bar (Chiba & Sch ̈onrich 2021 ;
hiba et al. 2021 ) to approximately extrapolate to find the pattern

peed of the bar at formation. This is ambitious and would require
etailed modelling through simulations but may reveal insights into
he relative importance of dark matter and gas for angular momentum
ransfer o v er the lifetime of the Galaxy. In conclusion, the synergy
etween high-redshift studies, large cosmological simulation suites
nd resolved stellar studies in the Milky Way of the type presented
ere are beginning to present a coherent picture of bar formation
cross the Universe. 
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nstitutions participating in the Gaia Multilateral Agreement. Based 
n data products from observations made with ESO Telescopes 
t the La Silla or Paranal Observatories under ESO programme 
D 179.B-2002. This paper made use of NUMPY (van der Walt, 
olbert & Varoquaux 2011 ), JAX (Bradbury et al. 2018 ), NUMPYRO

Bingham et al. 2019 ; Phan et al. 2019 ), SCIPY (Virtanen et al. 2020 ),
ATPLOTLIB (Hunter 2007 ), SEABORN (Waskom 2021 ), PANDAS 

McKinney 2010 ), ASTROPY (Astropy Collaboration 2013 ; Price- 
helan et al. 2018 ), and AGAMA (Vasiliev 2019 ). 

ATA  AVA ILA BILITY  

he Mira variable data set from the work of Sanders et al. ( 2022b )
ill be made available along with the proper motions via Vizier. 
ode related to this project is available at https://github.com/jls713/ 
ira nsd . 
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PPEN D IX  A :  SELECTION  F U N C T I O N  O F  T H E  

I R A  VA R IABLE  SAMPLE  

n equation ( 1 ), S ( � , b , s , P ) is the selection function, which is the
raction of stars at each ( � , b , s , P ) entering our sample. We compute
his quantity as 

( �, b, s, P ) = S( K s ( �, b, s, P )) 

= S 
(
M K s , NSD ( P ) + 5 log 10 (100[ s/ kpc ]) 

+ A K s 
( �, b, s) 

)
. (A1) 

his expression consists of several components. S ( K s ) is the com-
leteness curve given by Sanders et al. ( 2022b ), which is largely
o v erned by the failure to detect bright objects due to saturation
n VVV. Sanders et al. ( 2022b ) assessed the impact of this effect
sing both artificial star tests and a comparison with the sample of
atsunaga et al. ( 2009 ). The two methods produce similar results

hat are well approximated by the simple functional form 

( K s ) = 0 . 45(1 + tanh [2 . 5( K s − 10 . 3)]) , (A2) 

.e. the sample is maximally around 90 per cent complete and stars
ith K s � 10.3 have a significant probability to be missed. There are

n insufficient number of Mira variables from Matsunaga et al. ( 2009 )
o fully assess the completeness at the faint end. The search of Sanders
t al. ( 2022b ) did not impose any explicit K s cuts at faint magnitudes
ut period–Wesenheit magnitude cuts were employed by Sanders 
t al. ( 2022b ) to clean the sample (see their fig. D1). These cuts
re approximated by removing model star particles beyond ∼ 16 kpc 
see Section 3.2 ). The inclusion of a faint limit taper in S ( K s ) at K s 

13 produces minimal changes to the selection-function-weighted 
ar model. 
A K s 

( �, b, s) is the 3D extinction map from Schultheis et al.
 2014 ). We use a coefficient A K s 

/E( H − K s ) = 1 . 306 (Sanders et al.
022a ) to convert the E ( H − K s ) values reported by Schultheis
t al. ( 2014 ). The resolution of the Schultheis et al. ( 2014 ) maps
s 0 . 1 deg × 0 . 1 deg , so highly variable extinction on small on-sky
cales will not be well captured. Ho we ver, we later will describe
ow we also consider the reported extinction scatter in our proce-
ure, which mitigates this effect. Furthermore, we have found the 
esults in this paper change very little when we instead use the 2d
xtinction maps of Sanders et al. ( 2022a ) combined with the distance
ependence of the Schultheis et al. ( 2014 ) map assuming that the 2d
ap represents the extinction at the Galactic Centre distance. 

1 NSD Mira variable period–luminosity relation 

 K s , NSD ( P ) is the period–luminosity relation of the Mira variables
n our sample. As discussed e xtensiv ely by Sanders et al. ( 2022b ),
fter correcting the K s magnitudes of the Mira variable sample for
nterstellar extinction (in that case using the extinction maps from 

anders et al. 2022a ), the Mira variables in the NSD region are
ignificantly fainter than those in the solar neighbourhood and LMC, 
s assessed by the period–luminosity relation M K s , LMC ( P ) (Sanders
023 , see also Glass et al. 2001 and Lewis et al. 2023 ) assuming the
ulk of the observed stars are around the Galactic Centre distance.
his can be seen in panel (b) of Fig. A1 and is slightly at odds
ith observations that suggest a near universality of the O-rich Mira
ariable K s period–luminosity relation based on the comparison of 
bservations of the solar neighbourhood and the LMC (Whitelock, 
east & Van Leeuwen 2008 ; Sanders 2023 ) although it is possible

hat metallicity effects for the supersolar NSD stars also play a
ole here (Schultheis et al. 2021 ). There are several other possible
easons for this discrepancy: (i) there is very significant background 
isc contamination – this would require some Mira variables being 
t distances far beyond the expected edge of the far side of the
alactic disc (e.g. see Nikzat et al. 2022 ) and also the colours of
MNRAS 530, 2972–2993 (2024) 
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he dereddened Mira variables do not agree with the expectation
rom the LMC (see panel a of Fig. A1 ). Furthermore, Sanders et al.
 2022b ) showed that several of the period–Wesenheit distributions
or the NSD Mira variables (particularly those using mid-infrared
ands) agree with LMC relations shifted to the Galactic Centre
istance. These observations make this first hypothesis unlikely; (ii)
he interstellar extinction is poorly estimated – this might be possible
ue to the highly fractal nature and extinction maps being averaged
 v er large re gions biased to wards lo w extinction objects whilst we are
iased towards high extinction objects). However, panel (a) shows
hat the colour excess discrepancy with respect to the LMC relation
s a function of period which suggests that it is not a result of poorly
stimated interstellar extinction unless there is a significant bias
f finding longer period Mira variables in more heavily extincted
egions which is a possibility; (iii) there is significantly more
ircumstellar extinction around these Mira variables than observed
or the solar neighbourhood and LMC samples. This is likely to
e a significant effect for the longer-period Mira variables but for
 � 300 d circumstellar extinction is anticipated to be low (Ita &
atsunaga 2011 ). It appears likely that the cause of the discrepancy

s a combination of options (ii) and (iii): interstellar and circumstellar
 xtinction effects. F ortunately, the approach we take is agnostic to
ow these two effects are separated. Furthermore, the main results in
he paper are insensitive to the inclusion or exclusion of the selection
unction. 

We can relate the period–luminosity relation of the Mira variables
n our sample to those in the LMC as 

 K s , NSD ( P ) = M K s , LMC ( P ) + A K s ,R ( P ) , (A3) 

here A K s ,R ( P ) is a residual level of interstellar plus circumstellar
xtinction after the interstellar extinction correction from Schultheis
t al. ( 2014 ). The residual extinction can be estimated by comparison
f the colours of our sample to the period–colour relations for LMC
ira variables 

( K s − c) ≡ ( K s − c) 0 + E I ( K s − c) , 

= ( K s − c) LMC ( P ) + E I ( K s − c) + E R ( K s − c) , 
(A4) 

here c is some arbitrary magnitude, ( K s − c ) LMC ( P ) is the period–
olour relation for the LMC, E R ( K s − c ) is the residual reddening
nd ( K s − c ) 0 is the dereddened colour accounting solely for
he interstellar reddening, E I ( K s − c ), using the Schultheis et al.
 2014 ) maps e v aluated at s = 8 . 275 kpc as described abo v e and the
 xtinction la w from Sanders et al. ( 2022a ). We then estimate the
esidual extinction term as a function of period by computing a
unning median of the relation 

 R ( K s − c)( P ) = ( K s − c) 0 − ( K s − c) LMC ( P ) . (A5) 

e convert the residual reddening, E R ( K s − c )( P ), into a resid-
al extinction A K s ,R ( P ) using a choice of extinction coefficient,
 c ≡ A K s ,R /E R ( K s − c), which we will discuss shortly. At each
eriod P , we also naturally expect some variation in the circumstellar
xtinction properties (possibly through some metallicity variation).
n a similar way to the computation of the period–luminosity relation,
e compute its spread using the spread in the residual extinction via

unning medians in period as 

K s , NSD ( P ) 2 = C 

2 
R 

[ 
Var ( K s − c) − σ 2 

E I 
( K s − c) 

− �E 

2 
I ( K s − c) − � 

2 ( K s − c) 
] 
, (A6) 

here Var( K s − c ) is the variance of data and σE I ( K s − c) is the ex-
inction uncertainty reported by Schultheis et al. ( 2014 ) e v aluated at a
NRAS 530, 2972–2993 (2024) 
istance of 8 . 275 kpc and � E I ( K s − c ) is half the difference between
he extinction at s = 6 . 275 kpc and s = 10 . 275 kpc (approximately
he expected distance range of the sample). The extinction spread
erm is subdominant so this assumption is not very important for
he o v erall selection function calculation. � ( K s − c ) is the spread of
he colour arising from the variability of the stars. We use a mean
 s measurement so this is only significant for the magnitude c . The
ncertainties in the measurements of K s and c are small so we do not
onsider them as contributing to the scatter. We put a 0 . 13 mag floor
n σK s , NSD as this is the scatter in the period–luminosity relation for
-rich LMC stars using the LMCNISS data (Macri et al. 2015 ; Yuan

t al. 2017b ; Sanders 2023 ) although this choice of floor is not too
mportant as it is much narrower than the width of S ( K s ) in equation
 A2 ). 

2 Application of the selection function pr ocedur e 

his procedure is illustrated in panels (a) and (b) of Fig. A1 using the
election of stars described at the start of Section 2 (not restricted to
ow latitude only). We choose c = [4.5] as our reference magnitude.
ecause it is available from Spitzer /GLIMPSE catalogues (Ram ́ırez
t al. 2008 ; Churchwell et al. 2009 ) for the majority of our sample,
nd because, as [4.5] is a redder band, the variability is small. Addi-
ionally, Sanders et al. ( 2022b ) demonstrated the period–Wesenheit

agnitude relations using K s and [4.5] for the sample were similar
o the LMC and solar neighbourhood samples (particularly for short-
eriod stars). This may be because circumstellar extinction effects
ecome minimal around 3 μm (Ita & Matsunaga 2011 ; Lewis et al.
023 ). The GLIMPSE data set is built by averaging over two epochs.
omparison with the model-average W 2 WISE measurements from
anders et al. ( 2022b ) suggests the scatter arising from variability,
 ( K s − [4.5]), is around 0 . 3 mag with a weakly increasing trend

owards longer periods. 
In our procedure, we must adopt an extinction law for the Mira

ariables to connect the residual extinction A K s ,R to the residual red-
ening E R ( K s − [4.5]), C [4 . 5] ≡ A K s ,R /E R ( K s − [4 . 5]). As discussed
n the previous section, this residual extinction is likely a combination
f interstellar and circumstellar extinction so this is not a simple
 x ercise. There hav e been sev eral inv estigations into the properties
f circumstellar dust around Mira variables in both the Galactic bar-
ulge and the LMC in the J , H and K s bands (Matsunaga, Fukushi
 Nakada 2005 ; Ita & Matsunaga 2011 ; Yuan et al. 2017a ; Lewis

t al. 2023 ) with most studies concluding the circumstellar extinction
aw in these bands differ from the interstellar extinction law (note
hat Matsunaga et al. 2005 argue the interstellar and circumstellar
 xtinction la ws are similar although only when considering shallower
nterstellar extinction laws now disfa v oured for the Galactic bar-
ulge region). 

In panel (c) of Fig. A1 , we show the ratio of the discrepancy
f [4.5] 0 dereddened using the Schultheis et al. ( 2014 ) maps with
espect to the LMC relation shifted to the Galactic Centre distance
odulus relative to the same for K s . This ratio should give the

esidual A [4 . 5] /A K s 
reddening. We find a relatively flat trend with

 median around the expectation from interstellar extinction laws
Fritz et al. 2011 ; Sanders et al. 2022a ). There is a slight trend for
igher coefficients for shorter-period stars, but this could be due
o the relative importance of circumstellar and residual interstellar
xtinction with period or due to the distance distribution of the
ample. Assuming different mean distances to the sample produces
trong trends in this plane giving confidence that both the residual
xtinction coefficient is near the interstellar expectation and the
ample is mostly located around the Galactic Centre distance. This
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(a) (b)

(c) (d)

(e) (f)

(g)

Figure A1. Illustration of the selection function calculation procedure. The grey points in all panels are the NSD Mira variable sample. Panel (a) shows the ( K s 

− [4.5]) colour corrected for interstellar extinction from the maps of Schultheis et al. ( 2014 ) versus period of the NSD Mira variable sample. The orange line is 
the measured relation for the LMC, and the cyan line and bracket show the median and ±1 σ for the NSD Mira variable sample. The grey line with larger grey 
points shows the median for (Matsunaga et al. 2009 , M09) Mira variables with K s < 10.5. Panel (b) shows similar but for dereddened absolute K s (computed 
assuming all stars are at the Galactic Centre distance). The cyan line and bracket have been computed by adjusting the LMC period–luminosity relation (orange 
line) by the residual dust extinction as measured by the colour excess in panel (a) and removing the extinction scatter and multiepoch scatter for the bracket. 
Panel (c) shows the ratio of the residual reddening in [4.5] and K s assuming all stars are at the Galactic Centre distance. The pink line is the median and the 
four horizontal lines are different interstellar extinction calculations as labelled in panel (e). Panel (d) shows ( K s − [4.5]) versus ( K s − [3.6]) dereddened by the 
Schultheis et al. ( 2014 ) maps with the interstellar e xtinction la ws o v erplotted. P anel (e) shows K s dereddened by the Schultheis et al. ( 2014 ) maps minus the 
absolute magnitude relation for the LMC, M K s , LMC [as displayed in panel (b)], against the colour excess from panel (a). Panel (f) shows the distance modulus 
computed from K s dereddened by the Schultheis et al. ( 2014 ) maps and the NSD period–luminosity relation, M K s , NSD , from panel (b) against the colour excess 
from panel (a). Finally, panel (g) shows the selection fraction, S ( � , b , s , P ), with distance for two representative on-sky positions (distinguished by the line styles) 
and five periods (distinguished by the colours). Shorter-period stars are fainter so less affected by saturation. The Galactic Centre distance is marked along with 
the maximum distance resolved by the extinction maps of Schultheis et al. ( 2014 ). The distance distribution of the NSD Mira variable sample is shown assuming 
M K s , NSD from panel (b). 
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s further corroborated by panel (d) showing ( K s − [4.5]) 0 versus
 K s − [3.6]) 0 dereddened by the Schultheis et al. ( 2014 ) maps. This
istribution has a slope very similar to the interstellar extinction law 

within a few per cent) and panel (e) which shows the dereddened
esidual with respect to M K s , LMC (not correcting for an assumed 
istance modulus) versus the colour residual with respect to the 
MC relation. The sample is consistent with being around a fixed 
istance and reddened according to an extinction law approximately 
imilar to the interstellar extinction law. If we assume all of the
esidual extinction arises from circumstellar extinction, we confirm 

he result of Lewis et al. ( 2023 ) that the circumstellar extinction
aw has a smaller A H 

/A K s 
than the interstellar e xtinction la w for

his sample. Ho we ver, it appears that around the K s , [3.6] and [4.5]
 avelengths the tw o e xtinction la ws are quite similar. Using the
MNRAS 530, 2972–2993 (2024) 
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nterstellar extinction coefficient to relate A K s ,R to E R ( K s − [4.5])
ives the blue line in panel (b). We see it neatly lies o v er the data
istribution (which we assumed for the purpose of plotting is all
ocated at the Galactic Centre distance). This is further evidenced in
anel (f) showing the distance modulus assuming M K s , NSD versus the
olour residual. The distribution is centred around the Galactic Centre
istance with a bias arising from the lack of [4.5] measurements for
tars brighter than 5 . 5 mag due to saturation. This bias does not affect
ur selection function as we are considering the selection in K s . 
It is advantageous that the residual e xtinction la w is similar to

he interstellar e xtinction la w as it is then irrele v ant ho w we portion
ut colour excess to each effect provided we do so consistently. The
rgument of the selection function is 

 s = M K s , LMC ( P ) + 5 log 10 (100[ s/ kpc ]) 

+ C [4 . 5] 

[ 
( K s − [4 . 5]) − ( K s − [4 . 5]) LMC ( P ) 

] 
+ A K s 

− C [4 . 5] E I ( K s − [4 . 5]) , (A7) 

here if C [4 . 5] = A K s 
/E I ( K s − [4 . 5]) the interstellar part cancels.

his is also true in the handling of the scatter term although one could
onsider making different assumptions about the scatter in colour
xcess arising from interstellar extinction variation along a given
ine-of-sight which might weakly affect the final scatter calculation.

ultiplying the residual extinction coefficient C [4.5] by 0.9 to better
atch the distribution in panel (e) of Fig. A1 produces negligible

hanges to the selection function. A disadvantage of our procedure
s that residual issues with interstellar extinction are not considered
s a function of on-sky location, only period. 

For our selection function approach to be valid, M K s , NSD ( P ) must
eflect the period–magnitude relation of all Mira variables in the
SD region, not just those we have observed. This is naturally quite
ifficult to assess. In panels (a) and (b) we show ( K s − [4.5]) 0 and K s , 0 

μGC both dereddened by the Schultheis et al. ( 2014 ) maps for the
atsunaga et al. ( 2009 ) sample, which contains many stars brighter

han our sample and itself is subject to selection effects. As shown by
anders et al. ( 2022b ), the Matsunaga et al. ( 2009 ) sample is bluer and
NRAS 530, 2972–2993 (2024) 

o

igure B1. Velocity distributions for the data (grey with Poisson uncertainty sha
left) and Galactic latitude (right). See the caption of Fig. 6 for more information. 

/

righter than the sample inspected here suggesting our sample is not
ompletely representative and we should be cautious extrapolating
he properties of our Mira variable sample and M K s , NSD ( P ) to lower
 xtinction re gions. 

With the period–luminosity relation, M K s , NSD ( P ), and its scatter,
K s , NSD ( P ), defined, we can return to equation ( A1 ) to e v aluate

he selection function. We convolve S ( K s ) with 
√ 

σ 2 
K s , NSD + σ 2 

A K s 
to

ccount for the scatter in both the interstellar and residual extinction.
he properties of the selection function are shown in Fig. A1 . For
xed period, the selection function biases the sample towards more
istant stars, particularly those in the background disc. Due to the
catter in the extinction, the differential selection effects across the
SD region are minimal, although this is likely also a reflection of

he shortcomings of the low-resolution 3D extinction maps we are
imited to using. When comparing different stars of different periods,
e see that stars with periods around 300 day are most strongly

ffected by selection effects (this is approximately the turno v er in
 K s , NSD in panel b of Fig. A1 ) with shorter and longer period stars
ore readily detected in VVV. 
The selection effects do not appear to significantly affect the

onclusions of our work. Ho we ver, there is certainly scope to further
nderstand the interstellar and circumstellar extinction effects on this
ample. This may be possible through a more detailed study of the
aia sample located at higher latitudes and lower extinctions. 

PPENDI X  B:  A D D I T I O NA L  POSTERI OR  

REDI CTI VE  C H E C K S  

n addition to posterior predictive checks split by period in the main
ody of the paper (see Fig. 6 ), we show in Fig. B1 the mock samples
plit by on-sky location. This demonstrates the validity of the model
ts to the data and demonstrates the decreasing dominance of the
SD with increasing | � | and | b | . There is weak evidence of the
odel underpredicting the peak in μb which could arise in part from
issing background disc stars in the model (possibly from slight
 v ersmoothing in the kernel density estimates). 
ded interval) compared to the best-fitting model split by Galactic longitude 
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APPEN D IX  C :  RELATION  TO  BA R  AG E  

ESTIMATES  F O R  EXTERNA L  G A L A X I E S  
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e can connect our results to studies of measuring the bar 
ormation epochs in other galaxies (Gadotti et al. 2015 , 2018 ,
020 ; De S ́a-Freitas et al. 2023a , b ). In Fig. C1 , we dis-
lay a mass-weighted age map of the inner few kpc as seen
y an observer looking down on the disc of the Galaxy from
nfinity, the type of data one might obtain from an IFU. The
igure C1. The Milky Way NSD as seen by an external observer: Panel (a) show
n observer located at infinity towards the Galactic North Pole. The white circle sh
ocated to the left outside the diagram. No extinction is considered. Panel (b) show
 R NSD (with uncertainty given by the shaded bracket and the two dotted lines the
arameters from Planck Collaboration ( 2020 ). Following De S ́a-Freitas et al. ( 202
ominant star-forming component within 2 R NSD leading to the error bar and annot

his paper has been typeset from a T E 

X/L 

A T E 

X file prepared by the author. 

2024 The Author(s). 
ublished by Oxford University Press on behalf of Royal Astronomical Society. This is an Open
 https://cr eativecommons.or g/licenses/by/4.0/), which permits unrestricted reuse, distribution, and rep
nly apparent within 2–3 R NSD . De S ́a-Freitas et al. ( 2023a , b )
resent a methodology for constraining a bar’s age from IFU data.
s in our methodology, the bar contamination within the NSD 

egion is significant, so De S ́a-Freitas et al. ( 2023b ) give good
vidence of the self-consistency of this method of estimating the 
ar age. 
SD stands out as a slightly younger structure within the old
ar. The difference in mean age is quite subtle ( ∼ 1 Gyr ) and
MNRAS 530, 2972–2993 (2024) 

(a)

(b)

s the mass-weighted age map of the inner regions of the Galaxy as seen by 
ows the region encompassing two scale lengths of the NSD and the Sun is 
s the ratio of the NSD to Bar star formation histories within a cylinder of 
 results within 1 and 3 R NSD . Redshift is computed using the cosmological 
3b ), we define the bar formation epoch as the age at which the NSD is the 

ated age for the Milky Way bar as inferred by an outside observer. 
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