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#### Abstract

We study time-inconsistent recursive stochastic control problems, i.e., for which Bellman's principle of optimality does not hold. For this class of problems classical optimal controls may fail to exist, or to be relevant in practice, and dynamic programming is not easily applicable. Therefore, the notion of optimality is defined through a game-theoretic framework by means of subgame-perfect equilibrium: we interpret our preference changes which, realistically, are inconsistent over time, as players in a game for which we want to find a Nash equilibrium. The approach followed in our work relies on the stochastic (Pontryagin) maximum principle: we adapt the classical spike variation technique to obtain a characterization of equilibrium strategies in terms of a generalized second-order Hamiltonian function defined through pairs of backward stochastic differential equations, even in the multidimensional case. The theoretical results are applied in the financial field to finite horizon investment-consumption policies with non-exponential actualization. Here the existence of non-trivial equilibrium policies is also ascertained. © 2023 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).


## 0. Introduction

In this paper, we study time-inconsistent recursive stochastic control problems where the notion of optimality is defined by means of subgame-perfect equilibrium. In recent years, there has been increasing attention to time-inconsistent control problems, especially for their applicability to mathematical finance and economics. Time-inconsistency means that the Bellman's principle of optimality does not hold. In practice, a restriction of an optimal control for a specific initial pair on a later time interval might not be optimal for that corresponding initial pair. This happens, for instance, in dynamic utility maximization problems for consumption-investment strategies under non-exponential discounting. To handle that problem

[^0]in a time-consisting way, we need to introduce a different concept of solutions instead of the classical one. One of the main approaches to dealing with time-inconsistency is to find equilibrium controls, which are within a game theoretic framework.

In a continuous-time setting, such controls have been rigorously introduced in [8] and [10], later completed in [9], and can be thought of as "infinitesimally optimal via spike variation": i.e., they are optimal with respect to a penalty represented by deviations during an infinitesimal amount of time.

In particular, in [10], the authors apply the classical maximum principle theory of [34] to deal with the linear Merton portfolio management problem in the context of pseudo-exponential actualization, introducing the concept of subgame-perfect equilibrium policy as a notion to ensure the time-consistency of the portfolio strategy-possibly not unique. They arrive at equivalent formulations in terms of PDEs, or even ODEs, and integral equations due to the special form of discounting.

The first aim of this paper is to perform similar operations for a more general control problem in the context of recursive utilities and we apply our results to the financial sphere. The approach followed in our work is inspired by [10] and [16] and relies on the stochastic maximum principle; see also [25], [24] and [4]. We adapt the classical spike variation technique to obtain a characterization of closed-loop equilibrium strategies in terms of a generalized Hamiltonian function $\mathcal{H}$ defined through a pair of backward stochastic differential equations (BSDEs). Our generalized Hamiltonian function, compared with the classical one, contains the driver coefficient of the recursive utility (which has more variables than its analogue in the classical case) and involves a second-order stochastic process.

We emphasize that, similarly to the classical case, equilibrium strategies are characterized through both a necessary condition and a sufficient condition involving the generalized Hamiltonian function; whereas, contrary to the classical case, this sufficient condition works even in the absence of extra convexity assumptions. Also, we point out that the spike variation technique, explicitly required by the definition of equilibrium policy, applies indiscriminately to the case in which the control domain $U$ satisfies particular geometric conditions such as convexity or linearity and to more general cases; see [21] for a different approach (a terminal perturbation method) which is applicable only to the case of time-consistent optimal controls in the classical sense.

Later on, the theoretical results are applied in the financial field to finite horizon investment-consumption policies with non-exponential actualization (e.g., a hyperbolic one). In particular, we extend the results contained in the aforementioned works [8], [9] and [10] by introducing the recursive utilities. An explicit characterization will smoothly be computed for a portfolio problem that we will consider at the end. We would like to observe here that the assumptions we adopt for the coefficients of our stochastic control system - a decoupled forward-backward stochastic differential equation - are substantially those proposed in [16], although the concept of equilibrium is not used there. We look for controls in feedback or closed-loop form, partially mimicking what is done in [10] (or [9]), where explicit calculations are feasible. The shape of the recursive utility follows the classic Uzawa type (see [7]), but many other choices are possible. See also [13], [20], [32] and [26].

The theory of recursive optimal control problems in continuous time has attracted remarkable attention in recent years, both from a theoretical and an applicative viewpoint. For the time-consistent framework, we refer in particular to the fundamental works [7] and [12] (see also [11] and references therein). Timeinconsistent problems were first analyzed through subgame-perfect equilibrium strategies by [29] and [28], and this line of research has been pursued by many others. We mention the series of studies by Yong (see, e.g., [30]), whose approach focuses on dynamic programming, i.e., on Hamilton-Jacobi-Bellman equations (HJB equations). In [1], the time-inconsistent control problem is considered in a general Markov framework, and an extended HJB equation together with the verification theorem is derived. Considering the hyperbolic discounting, [9] studies the portfolio management problem for an investor who is allowed to consume and take out life insurance, and the equilibrium strategy is characterized by an integral equation. See also [18], [2], [3], [1], [19], [32], [33] and references therein for various kinds of problems.

Very recently, [15] considered a time-inconsistent investment-consumption problem with random endowments in a possibly incomplete market under general discount functions. Finally, we mention [14] for recent results concerning with time-inconsistent recursive stochastic control problems where the cost functional is defined by the solution to a backward stochastic Volterra integral equation. Differently from our approach, anyway, the author here focuses on open-loop equilibrium controls.

The contributions of this paper are summarized as follows.

- The extension to the framework of recursive stochastic control problems of the definition of the equilibrium concept (given in [10]) within a class of closed-loop strategies.
- The characterization of an equilibrium policy through the solution of a flow of BSDEs and to show that, under sufficiently general assumptions of the coefficients, this flow of BSDEs has a solution.
- The formulation of a necessary and sufficient condition for a closed-loop equilibrium control via variational methods (Theorem 1).
- The treatment of an illustrative example concerned with an investment-consumption problem under non-exponential discounting, which also shows the existence of an equilibrium policy.

The remainder of the paper is organized as follows. In Section 1, we introduce the notation. In Section 2, we formulate the notion of (subgame-perfect) equilibrium policy and the class of problems which we are interested in. In Section 3, we recall some preliminary results. In Section 4, we present and prove necessary and sufficient conditions for the existence of an equilibrium policy, even with a brief mention to the multidimensional case, deferring the more technical part to Appendix A. In Section 5, we analyze a significant portfolio management problem as an application of the results obtained in the previous sections. In Section 6, we discuss possible future research.

## 1. Notation

Set $T \in] 0, \infty[$ as a finite deterministic horizon and let $(\Omega, \mathcal{F}, \mathbf{P})$ be a complete probability space such that we can define a one-dimensional Brownian motion, or Wiener process, $W=(W(t))_{t \in[0, T]}$ on it. Let $\mathbb{F}=\left(\mathcal{F}_{t}\right)_{t \in[0, T]}$ be the completed filtration generated by $W$, for which we suppose that

$$
\mathcal{F}_{T}=\mathcal{F}
$$

(system noise is the only source of uncertainty in the problem). Thus, the filtered space $(\Omega, \mathcal{F}, \mathbb{F}, \mathbf{P})$ satisfies the usual conditions. In this regard, see, e.g., [34, Chap. 1, Sect. 2].

Remark 1. For any non-empty set $\mathcal{I}$ of indices $\imath$, we will keep implicit the dependence on the sample variable $\omega \in \Omega$ for each stochastic process on $\mathcal{I} \times \Omega$, as is usually done (and as indeed we have just done for $W$ ). We specify also that any stochastic process on $\mathcal{I} \times \Omega$ must be seen as its equivalence class given by the quotient with respect to the equivalence relation $\sim$ of indistinguishability: i.e., for any process $X=(X(\imath))_{\imath \in \mathcal{I}}$, $\tilde{X}=(\tilde{X}(\imath))_{\imath \in \mathcal{I}}$ on $\mathcal{I} \times \Omega, X \sim \tilde{X}$ if and only if

$$
\mathbf{P}[\forall \imath \in \mathcal{I}, X(\imath)=\tilde{X}(\imath)]=1 .
$$

We introduce the following, rather familiar, notation, in which $E \in \mathcal{B}(\mathbb{R}), d \in \mathbb{N}^{*}=\mathbb{N} \backslash\{0\}, V \subseteq \mathbb{R}^{d}=$ $\mathbb{R}^{d \times 1}$ is a vector subspace, $t, \tau \in[0, T]$ with $t \neq T$, and $p \in[1, \infty[$.

- $\lesssim$ Less than or equal to, unless there are positive multiplicative constants (independent of what is involved) about which we are not particularly interested in being more explicit.
- $\mathbf{m}[\cdot]$. The one-dimensional Lebesgue measure on $\mathcal{B}(\mathbb{R})$.
- $\mathbb{1}_{E}(\cdot)$. The indicator function of the set $E$, i.e., for any $x \in \mathbb{R}$,

$$
\mathbb{1}_{E}(x):= \begin{cases}1, & \text { if } x \in E, \\ 0, & \text { if } x \notin E .\end{cases}
$$

- $\mathbf{E}[\cdot]$. The expected value w.r.t. $\mathbf{P}$ of a ( $\mathbf{P}$-integrable) real-valued $\mathcal{F}$-measurable random variable $X$ on $\Omega$, i.e.,

$$
\mathbf{E}[X] \equiv \mathbf{E} X:=\int_{\Omega} X(\omega) d \mathbf{P}(\omega) \in \mathbb{R}
$$

- $L_{\tau}^{p}(\Omega ; V)$. The (Banach) space of $V$-valued $\mathcal{F}_{\tau}$-measurable random variables $X$ on $\Omega$ such that

$$
\|X\|_{p}^{p}:=\mathbf{E}|X|^{p}<\infty .
$$

- $L_{\tau}^{\infty}(\Omega ; V)$. The space of ( $\mathbf{P}$-a.s.) bounded $V$-valued $\mathcal{F}_{\tau}$-measurable random variables $X$ on $\Omega$, i.e., with

$$
\|X\|_{\infty}:=\inf \{K \in[0, \infty[| | X \mid \leq K \text { P-a.s. }\}<\infty
$$

where eventually, by convention,

$$
\inf \emptyset=\infty
$$

- $\mathcal{L}_{\mathbb{F}}^{p}(t, T ; V)$. The space of $V$-valued $\left(\mathcal{F}_{s}\right)_{s \in[t, T]}$-progressively measurable processes $X=(X(s))_{s \in[t, T]}$ on $[t, T] \times \Omega($ or $X(\cdot)$, for short) such that

$$
\|X(\cdot)\|_{p}^{p} \equiv\|X\|_{p}^{p}:=\mathbf{E} \int_{t}^{T}|X(s)|^{p} d s<\infty .
$$

- $\mathcal{L}_{\mathbb{F}}^{\infty}(t, T ; V)$. The space of bounded $V$-valued $\left(\mathcal{F}_{s}\right)_{s \in[t, T]}$-progressively measurable processes $X=$ $(X(s))_{s \in[t, T]}$ on $[t, T] \times \Omega$, i.e., with

$$
\|X(\cdot)\|_{\infty} \equiv\|X\|_{\infty}:=\inf \left\{K \in \left[0, \infty\left[\left|\sup _{s \in[t, T]}\right| X(s) \mid \leq K \text { P-a.s. }\right\}<\infty .\right.\right.
$$

- $\mathcal{L}_{\mathbb{F}}^{p}(\Omega ; \mathcal{C}([t, T] ; V))$. The space of $V$-valued $\left(\mathcal{F}_{s}\right)_{s \in[t, T]}$-adapted (P-a.s.) continuous processes $X=$ $(X(s))_{s \in[t, T]}$ on $[t, T] \times \Omega$ such that

$$
\|X(\cdot)\|_{\mathcal{C}, p}^{p} \equiv\|X\|_{\mathcal{C}, p}^{p}:=\mathbf{E} \sup _{s \in[t, T]}|X(s)|^{p}<\infty .
$$

Remark 2. For $X=(X(s))_{s \in[t, T]} \in \mathcal{L}_{\mathbb{F}}^{p}(t, T ; V)$,

$$
\mathbf{E}\left(\int_{t}^{T}|X(s)| d s\right)^{p} \leq\|X(\cdot)\|_{p}^{p}<\infty
$$

(by the classical Jensen's inequality, w.r.t. the Lebesgue measure on $[t, T]$, for a.a. fixed $\omega \in \Omega$ ).

Remark 3. A $\mathbb{R}^{d}$-valued $\left(\mathcal{F}_{s}\right)_{s \in[t, T] \text {-adapted process }} X=(X(s))_{s \in[t, T]}$ on $[t, T] \times \Omega$ admits an $\left(\mathcal{F}_{s}\right)_{s \in[t, T]^{-}}$ progressively measurable modification (stochastically equivalent process) and, if $X$ is ( $\mathbf{P}$-a.s.) left continuous or right continuous as a process, then $X$ itself is $\left(\mathcal{F}_{s}\right)_{s \in[t, T]}$-progressively measurable. See, e.g., [34, Chap. 1, Sect. 2].

## 2. Problem formulation

Before establishing definitions, assumptions and purposes, we would like to emphasize that the generalized optimization problem which we will deal with (see Problem 1) would generally be affected by time-inconsistency due to the form of what will be our recursive utility (see Definition 4) and, consequently, of the corresponding utility functional (see Definition 6). Indeed, from a financial point of view, we can interpret it as having a structure of non-exponential time discounting and, therefore, a not constant (psychological) discount rate. This, on the other hand, explains why (spike variation technique and) equilibrium strategies are considered (see Definitions 7 and 8). See Section 5 for more details. We also refer to [10] and [30].

Take $n \in \mathbb{N}^{*}$ and $\mathbb{R}^{n}$ equipped with the Euclidean topology and the Borel $\sigma$-algebra $\mathcal{B}\left(\mathbb{R}^{n}\right)$ with its Lebesgue measure, as will be the case for any other Euclidean space, and choose a control domain

$$
U \in \mathcal{B}\left(\mathbb{R}^{n}\right) \backslash\{\emptyset\},
$$

not necessarily convex nor bounded (in $\mathbb{R}^{n}$ ).
Definition 1 (Admissible control). Fix an arbitrary initial instant

$$
t \in[0, T[.
$$

For an appropriate

$$
p \in[2, \infty[,
$$

that we do not want to give in explicit form (see [16, Introduction]), we set

$$
\begin{equation*}
\mathscr{U}[t, T] \doteq\left\{\boldsymbol{u}(\cdot) \in \mathcal{L}_{\mathbb{F}}^{p}\left(t, T ; \mathbb{R}^{n}\right) \mid \boldsymbol{u}(\cdot) \text { is } U \text {-valued }\right\} \tag{1}
\end{equation*}
$$

and we call an admissible control any element $\boldsymbol{u}(\cdot)$ of $\mathscr{U}[t, T]$.
Remark 4. If $U$ is bounded, then the class $\mathscr{U}[t, T]$ in (1) simply coincides with the one constituted by the $U$-valued processes $\boldsymbol{u}(\cdot)$ on $[t, T] \times \Omega$ such that $\boldsymbol{u}(\cdot)$ is $\left(\mathcal{F}_{s}\right)_{s \in[t, T]}$-progressively measurable.

Definition 2 (Spike variation). Fix $t \in[0, T[, \overline{\boldsymbol{u}}(\cdot) \in \mathscr{U}[t, T], \varepsilon \in] 0, T-t[$, and a set

$$
E_{t}^{\varepsilon} \in \mathcal{B}([t, T])
$$

with length

$$
\left|E_{t}^{\varepsilon}\right|:=\mathbf{m}\left[E_{t}^{\varepsilon}\right]=\varepsilon .
$$

For $\boldsymbol{u}(\cdot) \in \mathscr{U}[t, T]$, we call the spike (or needle) variation of $\overline{\boldsymbol{u}}(\cdot)$ w.r.t. $\boldsymbol{u}(\cdot)$ and $E_{t}^{\varepsilon}$ the admissible control $\overline{\boldsymbol{u}}^{\varepsilon}(\cdot) \in \mathscr{U}[t, T]$ defined by setting

$$
\begin{equation*}
\overline{\boldsymbol{u}}^{\varepsilon} \doteq \overline{\boldsymbol{u}}+(\boldsymbol{u}-\overline{\boldsymbol{u}}) \mathbb{1}_{E_{t}^{\varepsilon}} . \tag{2}
\end{equation*}
$$

Remark 5. The spike variation $\overline{\boldsymbol{u}}^{\varepsilon}(\cdot)$ in (2) is explicitly given, for any $s \in[t, T]$, by

$$
\overline{\boldsymbol{u}}^{\varepsilon}(s)= \begin{cases}\overline{\boldsymbol{u}}(s), & \text { if } s \in[t, T] \backslash E_{t}^{\varepsilon}, \\ \boldsymbol{u}(s), & \text { if } s \in E_{t}^{\varepsilon}\end{cases}
$$

Notation 1. Any alphabetic letter appearing as a subscript of a prescribed set that appears explicitly as (part of) the domain of a function such as, among others, $\boldsymbol{u}=\left(u_{1}, \ldots, u_{n}\right)^{\top}$ for

$$
U=U_{u}
$$

or $x$ for

$$
\mathbb{R}=\mathbb{R}_{x}
$$

should be seen as our preferred notation for the generic variable element of that domain.

Fix four deterministic maps

$$
\begin{aligned}
& b, \sigma:[0, T]_{s} \times \mathbb{R}_{x} \times U_{\boldsymbol{u}} \rightarrow \mathbb{R} \\
& f:[0, T]_{s} \times \mathbb{R}_{x} \times U_{\boldsymbol{u}} \times \mathbb{R}_{y} \times \mathbb{R}_{z} \times\left[0, T\left[_{t} \rightarrow \mathbb{R}\right.\right.
\end{aligned}
$$

and

$$
h: \mathbb{R}_{x} \times[0, T[t \rightarrow \mathbb{R}
$$

(i.e., they do not depend on $\omega \in \Omega$ ) such that the following assumption holds, similarly to [16] (to which we refer to better understand why such strong assumptions are needed).

Assumption 1. The maps $b, \sigma, f, h$ are continuous w.r.t. all their variables and, for any $t \in[0, T[$, there exists $\left.L_{t} \in\right] 0, \infty[$ such that, whatever map

$$
\varphi(s, x, \boldsymbol{u}, y, z ; t)
$$

between $b(s, x, \boldsymbol{u}), \sigma(s, x, \boldsymbol{u}), f(s, x, \boldsymbol{u}, y, z ; t)$, and $h(x ; t)$ is taken, and for any $s \in[t, T], \boldsymbol{u} \in U$ and $x, y, z \in \mathbb{R}$,

$$
|\varphi(s, x, \boldsymbol{u}, y, z ; t)| \leq L_{t}(1+|x|+|\boldsymbol{u}|+|y|+|z|) .
$$

Next, $b, \sigma, h$ are of (differentiability) class $C^{2}$ w.r.t. the variable $x \in \mathbb{R} ; b_{x}, b_{x x}, \sigma_{x}, \sigma_{x x}$ are bounded (on $\left.[t, T]_{s} \times \mathbb{R}_{x} \times U_{\boldsymbol{u}}\right)$ and continuous w.r.t. $(x, \boldsymbol{u}) \in \mathbb{R} \times U ; h_{x}, h_{x x}$ are bounded and continuous (on $\mathbb{R}_{x}$ ); $f(\cdot ; t)$ is of class $C^{2}$ w.r.t. $(x, y, z) \in \mathbb{R}^{3}$, with $\mathrm{D} f(\cdot ; t)$ and $\mathrm{D}^{2} f(\cdot ; t)$ (gradient and Hessian matrix of $f(\cdot ; t)$ w.r.t. $(x, y, z)$ respectively) being bounded (on $[t, T]_{s} \times \mathbb{R}_{x} \times U_{\boldsymbol{u}} \times \mathbb{R}_{y} \times \mathbb{R}_{z}$ ) and continuous w.r.t. $(x, \boldsymbol{u}, y, z) \in \mathbb{R} \times U \times \mathbb{R} \times \mathbb{R}$.

Remark 6. Regarding Assumption 1, we point out the following.

- The relations with $\varphi=b$ and $\varphi=\sigma$ could really depend on $t$ through the fact that $s \in[t, T]$.
- The conditions of sublinear growth and boundedness imply something that is somehow stronger than implied by the classic conditions in [34, Chap. 3, Sect. 3]: more precisely, for any $t \in[0, T[$, there exists $\left.L_{t} \in\right] 0, \infty[$ such that, whatever map $\varphi(s, x, \boldsymbol{u}, y, z ; t)$ between $b(s, x, \boldsymbol{u}), \sigma(s, x, \boldsymbol{u}), f(s, x, \boldsymbol{u}, y, z ; t)$, and $h(x ; t)$ is taken, for any $s \in[t, T], \boldsymbol{u}, \hat{\boldsymbol{u}} \in U$, and $x, \hat{x}, y, \hat{y}, z, \hat{z} \in \mathbb{R}$,

$$
\begin{aligned}
& |\varphi(s, x, \boldsymbol{u}, y, z ; t)-\varphi(s, \hat{x}, \hat{\boldsymbol{u}}, \hat{y}, \hat{z} ; t)| \\
& \qquad\left|\varphi_{x}(s, x, \boldsymbol{u}, y, z ; t)-\varphi_{x}(s, \hat{x}, \hat{\boldsymbol{u}}, \hat{y}, \hat{z} ; t)\right| \\
& \quad \vee\left|\varphi_{x x}(s, x, \boldsymbol{u}, y, z ; t)-\varphi_{x x}(s, \hat{x}, \hat{\boldsymbol{u}}, \hat{y}, \hat{z} ; t)\right| \\
& \quad \leq L_{t}(|x-\hat{x}|+|\boldsymbol{u}-\hat{\boldsymbol{u}}|+|y-\hat{y}|+|z-\hat{z}|)
\end{aligned}
$$

and

$$
|\varphi(s, 0, \boldsymbol{u}, 0,0 ; t)| \leq L_{t}
$$

- See Section 5 for a situation where the maps $b, \sigma, f$ and $h$ satisfy all the regularity conditions required by Assumption 1.

Now, choose a state domain

$$
I \subseteq \mathbb{R}
$$

that is a non-empty open interval. For fixed $t \in[0, T[$, all the following stochastic differential equations and corresponding (adapted) solutions are taken on

$$
[t, T] \times \Omega
$$

Definition 3 (Admissible state process). Fix $t \in[0, T[$ and $\boldsymbol{u}(\cdot) \in \mathscr{U}[t, T]$. For an arbitrary fixed initial state

$$
x \in I,
$$

we call the state equation or controlled system (in the strong formulation) the forward stochastic differential equation

$$
\left\{\begin{array}{l}
d X(s)=b(s, X(s), \boldsymbol{u}(s)) d s+\sigma(s, X(s), \boldsymbol{u}(s)) d W(s),  \tag{3}\\
X(t)=x
\end{array}\right.
$$

(where $s \in[t, T]$ ) and we call an admissible state process any solution $X(\cdot)$ of (3) that belongs to

$$
\mathcal{L}_{\mathbb{F}}^{2}(t, T ; \mathbb{R})
$$

Remark 7. Regarding Definition 3, we point out the following.

- The equation (3) is a controlled forward stochastic differential equation (FSDE) in Itô differential form, with finite deterministic horizon $T$ and with random coefficients that depend on the sample $\omega \in \Omega$ only through $\boldsymbol{u}(\cdot)$ and $X(\cdot)$ itself, and it depends also on $b, \sigma, t$, and $x$ (as well as $W$ ).
- The term "strong formulation", which henceforth we will not repeat, alludes to the fact that the filtered space of probability $(\Omega, \mathcal{F}, \mathbb{F}, \mathbf{P})$ is fixed a priori together with $W$ and therefore must not be sought as part of the solution of (3) (see, e.g., [34, Chap. 1, Sect. 6]).
- Suppose Assumption 1 holds, at least as regards $b$ and $\sigma$. Fix $t \in[0, T[, x \in I$, and $\boldsymbol{u}(\cdot) \in \mathscr{U}[t, T]$. Then there exists a unique solution

$$
X(\cdot) \in \mathcal{L}_{\mathbb{F}}^{2}(\Omega ; \mathcal{C}([t, T] ; \mathbb{R}))
$$

of the FSDE (3) and its Itô integral form is given, for any $s \in[t, T]$, by

$$
\begin{equation*}
X(s)=x+\int_{t}^{s} b(r, X(r), \boldsymbol{u}(r)) d r+\int_{t}^{s} \sigma(r, X(r), \boldsymbol{u}(r)) d W(r) . \tag{4}
\end{equation*}
$$

See, e.g., Proposition 1 below.

Notation 2. We specify the dependence on the elements involved by writing

$$
X(\cdot)=X^{t, x, u}(\cdot):=X(\cdot ; t, x, \boldsymbol{u}(-)) .
$$

Assumption 2. For $t \in[0, T[, \boldsymbol{u}(\cdot) \in \mathscr{U}[t, T], x \in I, s \in[t, T]$, and $\mathbf{P}$-a.s.,

$$
X^{t, x, u}(s) \in I .
$$

Remark 8. Under Assumption 2, the interval $I$ may depend on $T$ : e.g., the larger $T$ is, the larger $I$ may also be (however, in the worst case scenario, we could always take $I=\mathbb{R}$ ). Moreover, if we prefer, we can imagine that the domain component in the variable $x$ of the maps $b, \sigma, f$ and $h$ is restricted precisely to $I$ in such a way that the (analogue of) Assumption 1 still holds. See Section 5 for a situation where Assumption 2 is satisfied.

Definition 4 (Admissible recursive utility). For $t \in[0, T[, x \in I$ and $\boldsymbol{u}(\cdot) \in \mathscr{U}[t, T]$, let $X(\cdot)$ be an admissible state process as in Definition 3. We call a recursive (dis)utility system a backward stochastic differential equation

$$
\left\{\begin{array}{l}
d Y(s ; t)=-f(s, X(s), \boldsymbol{u}(s), Y(s ; t), Z(s ; t) ; t) d s+Z(s ; t) d W(s),  \tag{5}\\
Y(T ; t)=h(X(T) ; t)
\end{array}\right.
$$

(where $s \in[t, T]$ ) and we call an admissible recursive utility any process $Y(\cdot ; t)$ such that $(Y(\cdot ; t), Z(\cdot ; t)$ ) is a pair solution of (5) that belongs to

$$
\mathcal{L}_{\mathbb{F}}^{2}(\Omega ; \mathcal{C}([t, T] ; \mathbb{R})) \times \mathcal{L}_{\mathbb{F}}^{2}(t, T ; \mathbb{R}) .
$$

Remark 9. Regarding Definition 4, we point out the following.

- The equation (5) is a backward stochastic differential equation (BSDE) in Itô differential form, decoupled from the FSDE (3) of Definition 3 on which it totally depends. Here, we have something much more general than a stochastic differential (dis)utility (SDU) in its original meaning: that is, essentially, a BSDE such as

$$
\left\{\begin{array}{l}
d \Xi(s ; t)=-F(s, \boldsymbol{u}(s), \Xi(s ; t) ; t) d s+\mathrm{O}(s ; t) d W(s), \\
\Xi(T ; t)=\xi_{t},
\end{array}\right.
$$

(where $\xi_{t} \in L_{T}^{2}(\Omega ; \mathbb{R})$ and $s \in[t, T]$ ). See, e.g., [7] and references therein.

- The term "disutility" anticipates the fact that there will be something to be minimized (not maximized). This will be done in a more general sense than the classic one: precisely, in the sense of subgame-perfect equilibrium strategies.
- Suppose Assumption 1 holds and fix $t \in[0, T[, x \in I$, and $\boldsymbol{u}(\cdot) \in \mathscr{U}[t, T]$. Then there exists a unique pair solution

$$
(Y(\cdot ; t), Z(\cdot ; t)) \in \mathcal{L}_{\mathbb{F}}^{2}(\Omega ; \mathcal{C}([t, T] ; \mathbb{R})) \times \mathcal{L}_{\mathbb{F}}^{2}(t, T ; \mathbb{R})
$$

of the BSDE (5), whose Itô integral form is given, for any $s \in[t, T]$, by

$$
\begin{equation*}
Y(s ; t)=h(X(T) ; t)+\int_{s}^{T} f(r, X(r), \boldsymbol{u}(r), Y(r ; t), Z(r ; t) ; t) d r-\int_{s}^{T} Z(r ; t) d W(r) \tag{6}
\end{equation*}
$$

See Proposition 1 below and, for everything related to the fundamental theory of BSDEs, see, e.g., [34, Chap. 7] and [11].

Notation 3. We specify the dependence on the elements involved by writing

$$
Y(\cdot ; t)=Y^{x, \boldsymbol{u}}(\cdot ; t):=Y(\cdot ; t, x, \boldsymbol{u}(-))
$$

and

$$
Z(\cdot ; t)=Z^{x, u}(\cdot ; t):=Z(\cdot ; t, x, \boldsymbol{u}(-))
$$

Remark 10. $Y(t ; t)$ is a deterministic constant. Indeed, since $x$ is a deterministic constant, $X(T)$ (see (4)) is measurable w.r.t. the completed $\sigma$-algebra $\tilde{\mathcal{F}}_{t, T}$ on $\Omega$ generated by the process

$$
(W(s)-W(t))_{s \in[t, T]}
$$

and therefore $Y(t ; t)$ (see (6)) is simultaneously measurable w.r.t. the two mutually independent $\sigma$-algebras $\mathcal{F}_{t}$ and $\tilde{\mathcal{F}}_{t, T}$ (an argument of this kind is found in, e.g., [6]). Consequently,

$$
\begin{aligned}
\mathbf{E} Y(t ; t) & \equiv \mathbf{E}\left[\int_{t}^{T} f(s, X(s), \boldsymbol{u}(s), Y(s ; t), Z(s ; t) ; t) d s+h(X(T) ; t)\right] \\
& =Y(t ; t)
\end{aligned}
$$

On the other hand, it is not possible to establish in general that $Z(t ; t)$ is a deterministic constant.
Remark 11. We will prefer the notation $X(\cdot)$ to other possible notations such as $X(\cdot ; t)$, but we will retain the notations $Y(\cdot ; t)$ and $Z(\cdot ; t)$.

Definition 5 (Recursive stochastic control problem). Fix $t \in[0, T[, x \in I$ and $\boldsymbol{u}(\cdot) \in \mathscr{U}[t, T]$. We call the recursive stochastic control problem the combination of the two stochastic differential equations (3) and (5), i.e.,

$$
\left\{\begin{array}{l}
d X(s)=b(s, X(s), \boldsymbol{u}(s)) d s+\sigma(s, X(s), \boldsymbol{u}(s)) d W(s)  \tag{7}\\
d Y(s ; t)=-f(s, X(s), \boldsymbol{u}(s), Y(s ; t), Z(s ; t) ; t) d s+Z(s ; t) d W(s), \\
X(t)=x, \quad Y(T ; t)=h(X(T) ; t)
\end{array}\right.
$$

(where $s \in[t, T])$ and, if $(X(\cdot), Y(\cdot ; t), Z(\cdot ; t))$ is a solution of $(7)$ that belongs to

$$
\mathcal{L}_{\mathbb{F}}^{2}(t, T ; \mathbb{R}) \times \mathcal{L}_{\mathbb{F}}^{2}(\Omega ; \mathcal{C}([t, T] ; \mathbb{R})) \times \mathcal{L}_{\mathbb{F}}^{2}(t, T ; \mathbb{R}),
$$

then we call $(\boldsymbol{u}(\cdot), X(\cdot), Y(\cdot ; t), Z(\cdot ; t))$ an admissible 4-tuple.
Remark 12. The equation/system (7) is a controlled decoupled forward-backward stochastic differential equation/system (FBSDE) in Itô differential form and, of course, we could use Notations 2 and 3 for the respective components of the corresponding solution.

Regarding the recursive stochastic control problem (7) of Definition 5, the following standard result for existence, uniqueness, and regularity holds (see, e.g., [22]).

Proposition 1. Suppose Assumption 1 holds and fix $t \in[0, T[, x \in I$ and $\boldsymbol{u}(\cdot) \in \mathscr{U}[t, T]$. Then there exists a unique solution

$$
(X(\cdot), Y(\cdot ; t), Z(\cdot ; t)) \in \mathcal{L}_{\mathbb{F}}^{2}(\Omega ; \mathcal{C}([t, T] ; \mathbb{R}))^{2} \times \mathcal{L}_{\mathbb{F}}^{2}(t, T ; \mathbb{R})
$$

of the FBSDE (7) and

$$
\mathbf{E} \sup _{s \in[t, T]}|X(s)|^{2}+\mathbf{E} \sup _{s \in[t, T]}|Y(s ; t)|^{2}+\mathbf{E} \int_{t}^{T}|Z(s ; t)|^{2} d s \lesssim 1+x^{2}+\mathbf{E} \int_{t}^{T}|\boldsymbol{u}(s)|^{2} d s
$$

Definition 6 (Utility functional). Suppose Assumption 1 holds, and fix $t \in[0, T[$ and $x \in I$. For any $\boldsymbol{u}(\cdot) \in \mathscr{U}[t, T]$, consider the solution $(X(\cdot), Y(\cdot ; t), Z(\cdot ; t))$ of the FBSDE (7) as in Proposition 1. We call (dis)utility or cost functional the map $J(\cdot ; t, x): \mathscr{U}[t, T] \rightarrow \mathbb{R}$ given by

$$
\begin{equation*}
J(\boldsymbol{u}(\cdot) ; t, x) \doteq Y(t ; t) \tag{8}
\end{equation*}
$$

(see also Remark 10).
Remark 13. The functional $J(\cdot ; t, x)$ in (8) is a real-valued generalized Bolza-type functional and, for any $\boldsymbol{u}(\cdot) \in \mathscr{U}[t, T]$, it can be written as

$$
J(\boldsymbol{u}(\cdot) ; t, x)=\mathbf{E}\left[\int_{t}^{T} f(s, X(s), \boldsymbol{u}(s), Y(s ; t), Z(s ; t) ; t) d s+h(X(T) ; t)\right]
$$

Note that the running or intertemporal utility and the terminal utility are explicitly specified in the above expression (see again Remark 10). In particular, the more constant $f$ is w.r.t. the variables $y$ and $z$, the more we return to the classical sphere of stochastic optimal control theory.

Definition 7 (Equilibrium policy). Suppose Assumptions 1 and 2 hold. We call a (subgame-perfect) equilibrium policy associated with $T, I, U, W$ and $b, \sigma, f, h$ any measurable map

$$
\boldsymbol{\Pi}:[0, T]_{s} \times I_{x} \rightarrow U
$$

such that, for any $t \in[0, T[$ and $x \in I$, there exists a unique $I$-valued Itô process

$$
\begin{equation*}
\bar{X}(\cdot):=X^{t, x, \Pi}(\cdot) \tag{9}
\end{equation*}
$$

that is a solution belonging to $\mathcal{L}_{\mathbb{F}}^{2}(t, T ; \mathbb{R})$ of the $\operatorname{FSDE}$

$$
\left\{\begin{array}{l}
d X(s)=b(s, X(s), \boldsymbol{\Pi}(s, X(s))) d s+\sigma(s, X(s), \boldsymbol{\Pi}(s, X(s))) d W(s) \\
X(t)=x
\end{array}\right.
$$

(where $s \in[t, T]$ ) and is such that if we denote, for any $s \in[t, T]$ (and $\mathbf{P}$-a.s.),

$$
\begin{equation*}
\overline{\boldsymbol{u}}(s) \doteq \boldsymbol{\Pi}(s, \bar{X}(s)), \tag{10}
\end{equation*}
$$

then we have $\overline{\boldsymbol{u}}(\cdot) \in \mathscr{U}[t, T]$ and, for any other $\boldsymbol{u}(\cdot) \in \mathscr{U}[t, T]$,

$$
\begin{equation*}
\liminf _{\varepsilon \downarrow 0} \frac{J\left(\overline{\boldsymbol{u}}^{\varepsilon}(\cdot) ; t, x\right)-J(\overline{\boldsymbol{u}}(\cdot) ; t, x)}{\varepsilon} \geq 0 \tag{11}
\end{equation*}
$$

where, for $\varepsilon \downarrow 0, \overline{\boldsymbol{u}}^{\varepsilon}(\cdot)$ is the spike variation of $\overline{\boldsymbol{u}}(\cdot)$ w.r.t. $\boldsymbol{u}(\cdot)$ and $E_{t}^{\varepsilon}$ is given by

$$
\begin{equation*}
E_{t}^{\varepsilon}:=[t, t+\varepsilon] \tag{12}
\end{equation*}
$$

(see also Definition 2).
Remark 14. The lim $\inf _{\varepsilon \downarrow 0}$ in (11) will turn out to be an actual limit (see Lemma 2 in Section 4).
Notation 4. With respect to the notation of Definition 7, we specify the dependence on the elements involved by writing

$$
\bar{X}(\cdot):=X^{t, x, \bar{u}}(\cdot), \quad \bar{Y}(\cdot ; t):=Y^{x, \bar{u}}(\cdot ; t), \quad \bar{Z}(\cdot ; t):=Z^{x, \bar{u}}(\cdot ; t)
$$

and

$$
X^{\varepsilon}(\cdot):=X^{t, x, \overline{\boldsymbol{u}}^{\varepsilon}}(\cdot), \quad Y^{\varepsilon}(\cdot ; t):=Y^{x, \overline{\boldsymbol{u}}^{\varepsilon}}(\cdot ; t), \quad Z^{\varepsilon}(\cdot ; t):=Z^{x, \overline{\boldsymbol{u}}^{\varepsilon}}(\cdot ; t)
$$

(similarly to Notations 2 and 3).
Definition 8 (Equilibrium control/pair/4-tuple). With respect to the notations of Definition 7 and Notation 4, we call:

$$
\overline{\boldsymbol{u}}(\cdot)
$$

a (subgame-perfect) equilibrium control (or strategy),

$$
(\overline{\boldsymbol{u}}(\cdot), \bar{X}(\cdot))
$$

a (subgame-perfect) equilibrium pair and

$$
(\overline{\boldsymbol{u}}(\cdot), \bar{X}(\cdot), \bar{Y}(\cdot ; t), \bar{Z}(\cdot ; t))
$$

a (subgame-perfect) equilibrium 4-tuple.
Remark 15. Regarding Definitions 7 and 8, we point out the following.

- If $\overline{\boldsymbol{u}}(\cdot)$ as in (10) is an optimal control in the classical sense, i.e., $\overline{\boldsymbol{u}}(\cdot)$ minimizes the objective functional $J(\cdot ; t, x)$ over $\mathscr{U}[t, T]$, then $\overline{\boldsymbol{u}}(\cdot)$ is also an equilibrium control (the opposite cannot be true, in general).
- We could specify an equilibrium policy/control/pair/4-tuple to be strong in cases in which the inequality in (11) is strong, i.e., narrow (adjusting the entire sequel accordingly).
- In general, we cannot expect an equilibrium policy/control/pair/4-tuple to be unique, even if it exists. It might therefore be an idea to select one uniquely through a constraint: this will be the subject of our future studies (see also Section 6).
- If $(\overline{\boldsymbol{u}}(\cdot), \bar{X}(\cdot))$ is an equilibrium pair, then, by (10),

$$
\overline{\boldsymbol{u}}(t)=\boldsymbol{\Pi}(t, x)
$$

which, by definition of $\Pi$, is a deterministic constant (vector in $U$ ).

- The condition (11) can be rewritten as

$$
\begin{equation*}
\liminf _{\varepsilon \downarrow 0} \frac{Y^{\varepsilon}(t ; t)-\bar{Y}(t ; t)}{\varepsilon} \geq 0 \tag{13}
\end{equation*}
$$

(see Definition 6 and Notation 4).

- Section 5 attests that an equilibrium policy exists (at least in simple special cases).

The stochastic control problem that we will deal with, for which it is essentially a matter of obtaining a (Pontryagin) maximum principle, can be stated as follows (see Definition 8).

Problem 1. Find necessary and sufficient conditions for an equilibrium 4-tuple.

## 3. Some preliminary results

We recall a standard estimate for BSDEs that is decisive in [16] (on which we rely) and that can be found in, e.g., [4]. Its meaning is essentially the continuous dependence of the pair solution on the assigned data.

Lemma 1. Fix $t \in\left[0, T[\right.$. Take $p \in] 1, \infty\left[, \xi_{t}, \hat{\xi}_{t} \in L_{T}^{p}(\Omega ; \mathbb{R})\right.$ and two measurable maps

$$
F, \hat{F}:[0, T]_{s} \times \mathbb{R}_{y} \times \mathbb{R}_{z} \times \Omega_{\omega} \times\left[0, T\left[_{t} \rightarrow \mathbb{R}\right.\right.
$$

that are s-P-uniformly Lipschitz w.r.t. $(y, z)$ such that, for any $y, z \in \mathbb{R}, F(\cdot, y, z ; t)$ and $\hat{F}(\cdot, y, z ; t)$ are real $\left(\mathcal{F}_{s}\right)_{s \in[t, T]}$-progressively measurable processes with $F(\cdot, 0,0 ; t), \hat{F}(\cdot, 0,0 ; t) \in \mathcal{L}_{\mathbb{F}}^{p}(t, T ; \mathbb{R})$. Consider the BSDEs with parameters $\left(-F, \xi_{t}\right)$ and $\left(-\hat{F}, \hat{\xi}_{t}\right)$ respectively, i.e.,

$$
\left\{\begin{array}{l}
d \Xi(s ; t)=-F(s, \Xi(s ; t), \mathrm{O}(s ; t) ; t) d s+\mathrm{O}(s ; t) d W(s), \\
\Xi(T ; t)=\xi_{t}
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
d \hat{\Xi}(s ; t)=-\hat{F}(s, \hat{\Xi}(s ; t), \hat{\mathrm{O}}(s ; t) ; t) d s+\hat{\mathrm{O}}(s ; t) d W(s), \\
\hat{\Xi}(T ; t)=\hat{\xi}_{t}
\end{array}\right.
$$

(where $s \in[t, T]$ ). Then there exists a constant $\left.K_{p} \in\right] 0, \infty[$ such that

$$
\begin{aligned}
& \mathbf{E} \sup _{s \in[t, T]}|\Xi(s ; t)-\hat{\Xi}(s ; t)|^{p}+\mathbf{E}\left(\int_{t}^{T}|\mathrm{O}(s ; t)-\hat{\mathrm{O}}(s ; t)|^{2} d s\right)^{p / 2} \leq K_{p} \mathbf{E}\left|\xi_{t}-\hat{\xi}_{t}\right|^{p} \\
&+K_{p} \mathbf{E}\left(\int_{t}^{T}|F(s, \Xi(s ; t), \mathrm{O}(s ; t) ; t)-\hat{F}(s, \Xi(s ; t), \mathrm{O}(s ; t) ; t)| d s\right)^{p} .
\end{aligned}
$$

Remark 16. Regarding Lemma 1, we point out the following.

- The constant $K_{p}$ depends also on $t, T$, and the Lipschitz constants, but neither on $\xi_{t}(\cdot), \hat{\xi}_{t}(\cdot)$, $\Xi(\cdot ; t), \mathrm{O}(\cdot ; t)$ nor on $\hat{\Xi}(\cdot ; t), \hat{\mathrm{O}}(\cdot ; t)$.
- The main result underlying the whole theory of BSDEs is the classic representation theorem of integrable square continuous martingales, and thus it is crucial that the reference filtration remains the completed filtration $\mathbb{F}$ generated by $W$.

We conclude the current section with a brief discussion of the classic comparison theorem for BSDEs, which, in the context of linearity, boils down to a simple observation, Remark 17 below, which will be important for our discussion, especially because what we will call adjoint equations will be linear BSDEs. See, e.g., [11].

Proposition 2. Fix $t \in[0, T[$. Take

$$
\beta(\cdot ; t), \gamma(\cdot ; t) \in \mathcal{L}_{\mathbb{F}}^{\infty}(t, T ; \mathbb{R})
$$

and $\eta(\cdot ; t)$ such that

$$
\left\{\begin{array}{l}
d \eta(s ; t)=\eta(s ; t)[\beta(s ; t) d s+\gamma(s ; t) d W(s)] \\
\eta(t ; t)=1,
\end{array}\right.
$$

(where $s \in[t, T]$ ), i.e., explicitly,

$$
\eta(s ; t)=\exp \left\{\int_{t}^{s}\left[\beta(r ; t)-\frac{\gamma^{2}(r ; t)}{2}\right] d r+\int_{t}^{s} \gamma(r ; t) d W(r)\right\}
$$

Then, for any $\alpha(\cdot ; t) \in \mathcal{L}_{\mathbb{F}}^{2}(t, T ; \mathbb{R})$ and $\xi_{t} \in L_{T}^{2}(\Omega ; \mathbb{R})$, there exists a unique pair solution

$$
(\Xi(\cdot ; t), \mathrm{O}(\cdot ; t)) \in \mathcal{L}_{\mathbb{F}}^{2}(\Omega ; \mathcal{C}([t, T] ; \mathbb{R})) \times \mathcal{L}_{\mathbb{F}}^{2}(t, T ; \mathbb{R})
$$

of the BSDE

$$
\left\{\begin{array}{l}
d \Xi(s ; t)=-[\alpha(s ; t)+\beta(s ; t) \Xi(s ; t)+\gamma(s ; t) \mathrm{O}(s ; t)] d s+\mathrm{O}(s ; t) d W(s)  \tag{14}\\
\Xi(T ; t)=\xi_{t}
\end{array}\right.
$$

(where $s \in[t, T]$ ) and the process $\Xi(\cdot ; t)$ is the conditional expectation given by, for any $s \in[t, T]$ (and P-a.s.),

$$
\begin{equation*}
\Xi(s ; t)=\eta^{-1}(s ; t) \mathbf{E}\left[\eta(T ; t) \xi_{t}+\int_{s}^{T} \eta(r ; t) \alpha(r ; t) d r \mid \mathcal{F}_{s}\right] . \tag{15}
\end{equation*}
$$

Remark 17. Regarding Proposition 2, we point out the following.

- Since $\eta(\cdot ; t)>0$, it follows from (15) that

$$
\left\{\begin{array}{l}
\xi_{t} \geq 0  \tag{16}\\
\alpha(\cdot ; t) \geq 0
\end{array} \quad \Longrightarrow \quad \Xi(\cdot ; t) \geq 0\right.
$$

(and similarly with $\leq$ everywhere), and, moreover, the narrow inequality for $\Xi(\cdot ; t)$ holds even if only one of the two other inequalities is narrow: e.g.,

$$
\left\{\begin{array}{l}
\xi_{t}>0 \\
\alpha(\cdot ; t) \geq 0
\end{array} \quad \Longrightarrow \quad \Xi(\cdot ; t)>0\right.
$$

- In general, for $\tau \in[s, T]$,

$$
\eta(\tau ; t) \eta^{-1}(s ; t) \neq \eta(\tau ; s)
$$

(owing to the dependence on $t$ of $\beta(\cdot ; t)$ and $\gamma(\cdot ; t)$ ), and therefore we can expect that, as processes,

$$
\Xi(s ; t) \neq \mathbf{E}\left[\eta(T ; s) \xi_{t}+\int_{s}^{T} \eta(r ; s) \alpha(r ; t) d r \mid \mathcal{F}_{s}\right]
$$

(in which the latter term differs from $\Xi(s ; s)$ through the dependence on $t$ of $\alpha(\cdot ; t)$ and $\xi_{t}$ ).

## 4. A maximum principle: necessary and sufficient conditions

In this section, we solve Problem 1 by adapting the calculations of [16] appropriately. Therefore, heuristics concerning the form of the adjoint equations/processes and their respective generalized Hamiltonian functions are not provided.

Let us now highlight the key difference w.r.t. the classical maximum principle. As will be shown in Appendix A, the utility functional $J(\cdot ; t, x)$ must be optimized in the ("weak") sense of equilibrium policies: in particular, through the usual spike variation technique. So, on the one hand, we proceed along the lines developed in [34, Chap. 3, Sect. 4]. On the other hand, since $J(\cdot ; t, x)$ has a precise ("strong") structure that derives from a recursive utility system and, thus, a BSDE, we extend the powerful techniques proposed in [16] to the time-inconsistent framework.

We suppose Assumptions 1 and 2 hold and we fix ( $t \in[0, T[, x \in I$ and $)$ an admissible 4 -tuple

$$
(\overline{\boldsymbol{u}}(\cdot), \bar{X}(\cdot), \bar{Y}(\cdot ; t), \bar{Z}(\cdot ; t))
$$

(see Definition 5) that we see as a candidate equilibrium 4-tuple (see Definitions 7 and 8).
Notation 5. For any map $\varphi(s, x, \boldsymbol{u})$ between $b(s, x, \boldsymbol{u}), \sigma(s, x, \boldsymbol{u})$ and their derivatives up to second order, and for $s \in[t, T]$ (and $\mathbf{P}$-a.s.), we write

$$
\varphi(s):=\varphi(s, \bar{X}(s), \overline{\boldsymbol{u}}(s))
$$

and, for $\boldsymbol{u}(\cdot) \in \mathscr{U}[t, T]$,

$$
\delta \varphi(s):=\varphi(s, \bar{X}(s), \boldsymbol{u}(s))-\varphi(s)
$$

while similarly, for any map $\varphi(s, x, \boldsymbol{u}, y, z ; t)$ between $f(s, x, \boldsymbol{u}, y, z ; t)$ and its derivatives up to second order, and for $s \in[t, T]$ (and $\mathbf{P}$-a.s.), we write

$$
\varphi(s ; t):=\varphi(s, \bar{X}(s), \overline{\boldsymbol{u}}(s), \bar{Y}(s ; t), \bar{Z}(s ; t) ; t)
$$

Regarding the following, let us keep in mind Notation 5.

Definition $9(\kappa(\cdot ; t))$. Associated with $(\overline{\boldsymbol{u}}(\cdot), \bar{X}(\cdot), \bar{Y}(\cdot ; t), \bar{Z}(\cdot ; t))$, we define the process $\kappa(\cdot ; t)$ as the solution of the linear FSDE

$$
\left\{\begin{array}{l}
d \kappa(s ; t)=\kappa(s ; t)\left[f_{y}(s ; t) d s+f_{z}(s ; t) d W(s)\right]  \tag{17}\\
\kappa(t ; t)=1
\end{array}\right.
$$

(where $s \in[t, T]$ ).

Remark 18. The process $\kappa(\cdot ; t)$ in (17) is strictly positive and can be interpreted as a change of numéraire relative to the (dis)utility and corresponding to the coefficients $f_{y}(\cdot ; t)$ and $f_{z}(\cdot ; t)$.

Definition 10 (Adjoint equation/process of first order). We call the adjoint equation of first order associated with $(\overline{\boldsymbol{u}}(\cdot), \bar{X}(\cdot), \bar{Y}(\cdot ; t), \bar{Z}(\cdot ; t))$ the linear BSDE

$$
\left\{\begin{array}{l}
d p(s ; t)=-g(s, p(s ; t), q(s ; t) ; t) d s+q(s ; t) d W(s)  \tag{18}\\
p(T ; t)=h_{x}(\bar{X}(T) ; t)
\end{array}\right.
$$

(where $s \in[t, T]$ and) where the map

$$
g:[0, T]_{s} \times \mathbb{R}_{p} \times \mathbb{R}_{q} \times\left[0, T\left[_{t} \rightarrow \mathbb{R}\right.\right.
$$

is given, for $s \in[t, T]$ (and $\mathbf{P}$-a.s.), by

$$
\begin{equation*}
g(s, p, q ; t):=\left[b_{x}(s)+f_{z}(s ; t) \sigma_{x}(s)+f_{y}(s ; t)\right] p+\left[\sigma_{x}(s)+f_{z}(s ; t)\right] q+f_{x}(s ; t) \tag{19}
\end{equation*}
$$

(the dependence on $\omega \in \Omega$ is implicit). We call adjoint process of first order associated with $(\overline{\boldsymbol{u}}(\cdot), \bar{X}(\cdot)$, $\bar{Y}(\cdot ; t), \bar{Z}(\cdot ; t))$ any process

$$
p(\cdot ; t)
$$

such that $(p(\cdot ; t), q(\cdot ; t))$ is a pair solution of (18) that belongs to

$$
\mathcal{L}_{\mathbb{F}}^{2}(\Omega ; \mathcal{C}([t, T] ; \mathbb{R})) \times \mathcal{L}_{\mathbb{F}}^{2}(t, T ; \mathbb{R})
$$

Remark 19. The process $p(\cdot ; t)$, or the independent variable $p$ of $g$ in (19) are not to be confused with the summability exponent $p$ (see Definition 1), especially because we might want the latter to take the fixed value $p=2$.

Definition 11 (Adjoint equation/process of second order). We call the adjoint equation of second order associated with $(\overline{\boldsymbol{u}}(\cdot), \bar{X}(\cdot), \bar{Y}(\cdot ; t), \bar{Z}(\cdot ; t))$ the linear BSDE

$$
\left\{\begin{array}{l}
d P(s ; t)=-G(s, P(s ; t), Q(s ; t) ; t) d s+Q(s ; t) d W(s)  \tag{20}\\
P(T ; t)=h_{x x}(\bar{X}(T) ; t)
\end{array}\right.
$$

(where $s \in[t, T]$ and) where the map

$$
G:[0, T]_{s} \times \mathbb{R}_{P} \times \mathbb{R}_{Q} \times\left[0, T\left[_{t} \rightarrow \mathbb{R}\right.\right.
$$

is given, for $s \in[t, T]$ (and $\mathbf{P}$-a.s.), by

$$
\begin{align*}
& G(s, P, Q ; t):=\left[2 b_{x}(s)+\sigma_{x}(s)^{2}+2 f_{z}(s ; t) \sigma_{x}(s)+f_{y}(s ; t)\right] P \\
& \quad+\left[2 \sigma_{x}(s)+f_{z}(s ; t)\right] Q+b_{x x}(s) p(s ; t)+\sigma_{x x}(s)\left[f_{z}(s ; t) p(s ; t)+q(s ; t)\right] \\
&  \tag{21}\\
& \quad+\left(1, p(s ; t), \sigma_{x}(s) p(s ; t)+q(s ; t)\right) \cdot \mathrm{D}^{2} f(s ; t) \cdot\left(1, p(s ; t), \sigma_{x}(s) p(s ; t)+q(s ; t)\right)^{\top}
\end{align*}
$$

(the dependence on $\omega \in \Omega$ is implicit). We call adjoint process of second order associated with $(\overline{\boldsymbol{u}}(\cdot), \bar{X}(\cdot), \bar{Y}(\cdot ; t), \bar{Z}(\cdot ; t))$ any process

$$
P(\cdot ; t)
$$

such that $(P(\cdot ; t), Q(\cdot ; t))$ is a pair solution of $(20)$ that belongs to

$$
\mathcal{L}_{\mathbb{F}}^{2}(\Omega ; \mathcal{C}([t, T] ; \mathbb{R})) \times \mathcal{L}_{\mathbb{F}}^{2}(t, T ; \mathbb{R}) .
$$

For the adjoint equations (18) and (20) of Definitions 10 and 11, respectively, the following result regarding existence, uniqueness, and regularity holds (see [16]).

Proposition 3. There exist unique pair solutions $(p(\cdot ; t), q(\cdot ; t))$ of (18) and $(P(\cdot ; t), Q(\cdot ; t)$ ) of (20) such that, for any $k \in[1, \infty[$,

$$
\mathbf{E} \sup _{s \in[t, T]}\left[|p(s ; t)|^{2 k}+|P(s ; t)|^{2 k}\right]+\mathbf{E}\left(\int_{t}^{T}\left[|q(s ; t)|^{2}+|Q(s ; t)|^{2}\right] d s\right)^{k}<\infty .
$$

Remark 20. $p(t ; t)$ and $P(t ; t)$ are deterministic constants (for similar reasons to those given in Remark 10), while it is not possible to say the same in general about $q(t ; t)$ and $Q(t ; t)$.

Definition 12 (Generalized Hamiltonian function of first order). We call the generalized Hamiltonian (function) of first order associated with $b, \sigma, f$ the map

$$
H:[0, T]_{s} \times \mathbb{R}_{x} \times U_{\boldsymbol{u}} \times \mathbb{R}_{y} \times \mathbb{R}_{z} \times \mathbb{R}_{p} \times \mathbb{R}_{q} \times\left[0, T\left[_{t} \times I_{\bar{x}} \times U_{\bar{u}} \rightarrow \mathbb{R}\right.\right.
$$

given by

$$
\begin{equation*}
H(s, x, \boldsymbol{u}, y, z, p, q ; t, \bar{x}, \overline{\boldsymbol{u}}) \doteq p b(s, x, \boldsymbol{u})+q \sigma(s, x, \boldsymbol{u})+f(s, x, \boldsymbol{u}, y, z+p[\sigma(s, x, \boldsymbol{u})-\sigma(s, \bar{x}, \overline{\boldsymbol{u}})] ; t) . \tag{22}
\end{equation*}
$$

Definition 13 (Generalized Hamiltonian function of second order). We call the generalized Hamiltonian (function) of second order associated with $b, \sigma, f$ the map

$$
\mathcal{H}:[0, T]_{s} \times \mathbb{R}_{x} \times U_{\boldsymbol{u}} \times \mathbb{R}_{y} \times \mathbb{R}_{z} \times \mathbb{R}_{p} \times \mathbb{R}_{q} \times \mathbb{R}_{P} \times\left[0, T\left[t \times I_{\bar{x}} \times U_{\overline{\boldsymbol{u}}} \rightarrow \mathbb{R}\right.\right.
$$

given by

$$
\begin{equation*}
\mathcal{H}(s, x, \boldsymbol{u}, y, z, p, q, P ; t, \bar{x}, \overline{\boldsymbol{u}}) \doteq H(s, x, \boldsymbol{u}, y, z, p, q ; t, \bar{x}, \overline{\boldsymbol{u}})+\frac{1}{2} P[\sigma(s, x, \boldsymbol{u})-\sigma(s, \bar{x}, \overline{\boldsymbol{u}})]^{2} . \tag{23}
\end{equation*}
$$

Notation 6. With respect to $(\overline{\boldsymbol{u}}(\cdot), \bar{X}(\cdot), \bar{Y}(\cdot ; t), \bar{Z}(\cdot ; t))$ and the corresponding adjoint processes $p(\cdot ; t)$ and $P(\cdot ; t)$ as in Definitions 10 and 11 respectively, and for $s \in[t, T]$ (and $\mathbf{P}$-a.s.), we write

$$
\mathcal{H}(s ; t):=\mathcal{H}(s, \bar{X}(s), \overline{\boldsymbol{u}}(s), \bar{Y}(s ; t), \bar{Z}(s ; t), p(s ; t), q(s ; t), P(s ; t) ; t, \bar{X}(s), \overline{\boldsymbol{u}}(s))
$$

and, for $\boldsymbol{u} \in U$,

$$
\delta \mathcal{H}(s ; t, \boldsymbol{u}):=\mathcal{H}(s, \bar{X}(s), \boldsymbol{u}, \bar{Y}(s ; t), \bar{Z}(s ; t), p(s ; t), q(s ; t), P(s ; t) ; t, \bar{X}(s), \overline{\boldsymbol{u}}(s))-\mathcal{H}(s ; t)
$$

Regarding the following, let us keep in mind Notation 6.
Remark 21. For $s \in[t, T]$ and $\boldsymbol{u} \in U, \mathcal{H}(s ; t)$ and $\delta \mathcal{H}(s ; t, \boldsymbol{u})$ belong to $L_{s}^{1}(\Omega ; \mathbb{R})$ and, moreover,

$$
\begin{equation*}
\delta \mathcal{H}(s ; t, \overline{\boldsymbol{u}}(s))=0 . \tag{24}
\end{equation*}
$$

The key result is the following lemma, which we will prove in Appendix A.
Lemma 2. Fix $\boldsymbol{u}(\cdot) \in \mathscr{U}[t, T]$. For $\varepsilon \in] 0, T-t\left[\right.$ and $s \in[t, T]$, let $E_{t}^{\varepsilon} \equiv E_{t, s}^{\varepsilon}$ be given by

$$
E_{t}^{\varepsilon}:=\left\{\begin{array}{lc}
{[s, s+\varepsilon],} & \text { if } s<T  \tag{25}\\
{[T-\varepsilon, T],} & \text { if } s=T
\end{array}\right.
$$

and let $\overline{\boldsymbol{u}}^{\varepsilon}(\cdot)$ be the spike variation of $\overline{\boldsymbol{u}}(\cdot)$ w.r.t. $\boldsymbol{u}(\cdot)$ and $E_{t}^{\varepsilon}$. Then, for any $s \in[t, T]$, the $\liminf _{\varepsilon \downarrow 0}$ as in (11) is an actual limit and takes the form

$$
\begin{equation*}
\liminf _{\varepsilon \downarrow 0} \frac{J\left(\overline{\boldsymbol{u}}^{\varepsilon}(\cdot) ; t, x\right)-J(\overline{\boldsymbol{u}}(\cdot) ; t, x)}{\varepsilon}=\mathbf{E}[\kappa(s ; t) \delta \mathcal{H}(s ; t, \boldsymbol{u}(s))] . \tag{26}
\end{equation*}
$$

Remark 22. As we will understand shortly, instead of (25), we could take, among other possibilities,

$$
E_{t}^{\varepsilon}:= \begin{cases}{[s, s+\varepsilon[,} & \text { if } s<T \\ ] T-\varepsilon, T], & \text { if } s=T\end{cases}
$$

Corollary 1 (Sufficient conditions). Suppose there exists a measurable map $\boldsymbol{\Pi}:[0, T] \times I \rightarrow U$ such that, for any $s \in[t, T]$ (and $\mathbf{P}$-a.s.),

$$
\begin{equation*}
\overline{\boldsymbol{u}}(s)=\boldsymbol{\Pi}(s, \bar{X}(s)) \tag{27}
\end{equation*}
$$

and suppose that, for any $\boldsymbol{u} \in U$ (and $\mathbf{P}$-a.s.),

$$
\begin{equation*}
\delta \mathcal{H}(t ; t, \boldsymbol{u}) \geq 0 . \tag{28}
\end{equation*}
$$

Then $\boldsymbol{\Pi}$ is an equilibrium policy, i.e.,

$$
(\overline{\boldsymbol{u}}(\cdot), \bar{X}(\cdot), \bar{Y}(\cdot ; t), \bar{Z}(\cdot ; t))
$$

is an equilibrium 4-tuple.

Proof. By (26) of Lemma 2, with $E_{t}^{\varepsilon}$ as in (12), that is,

$$
s=t
$$

the inequality (11) holds (see also Definition 9).
Remark 23. Regarding Corollary 1, we point out that, if $\bar{Z}(t ; t)$ and $q(t ; t)$ are assumed to be deterministic constants, then the condition (28) is equivalent to

$$
\begin{equation*}
\boldsymbol{\Pi}(t, x) \in \underset{u \in U}{\arg \min } \mathcal{H}(t, x, \boldsymbol{u}, \bar{Y}(t ; t), \bar{Z}(t ; t), p(t ; t), q(t ; t), P(t ; t) ; t, x, \boldsymbol{\Pi}(t, x)) \tag{29}
\end{equation*}
$$

because, by (27),

$$
\boldsymbol{\Pi}(t, x)=\overline{\boldsymbol{u}}(t) .
$$

See Section 5 to figure out that assuming $\bar{Z}(t ; t)$ and $q(t ; t)$ as deterministic may be superfluous or circumventable in concrete applications.

We are finally ready to present the first of our main results (see also Corollary 1 and Remark 23).
Theorem 1 (Maximum principle). Suppose there exists a measurable map $\boldsymbol{\Pi}:[0, T] \times I \rightarrow U$ such that, for any $s \in[t, T]$ (and $\mathbf{P}$-a.s.),

$$
\overline{\boldsymbol{u}}(s)=\boldsymbol{\Pi}(s, \bar{X}(s)) .
$$

Then the following three conditions are equivalent.

1. $\Pi$ is an equilibrium policy, i.e., $(\overline{\boldsymbol{u}}(\cdot), \bar{X}(\cdot), \bar{Y}(\cdot ; t), \bar{Z}(\cdot ; t))$ is an equilibrium 4 -tuple.
2. For any $\boldsymbol{u} \in U$ (and $\mathbf{P}$-a.s.),

$$
\delta \mathcal{H}(t ; t, \boldsymbol{u}) \geq 0
$$

3. If $\bar{Z}(t ; t)$ and $q(t ; t)$ are deterministic constants, then

$$
\boldsymbol{\Pi}(t, x) \in \underset{u \in U}{\arg \min } \mathcal{H}(t, x, \boldsymbol{u}, \bar{Y}(t ; t), \bar{Z}(t ; t), p(t ; t), q(t ; t), P(t ; t) ; t, x, \boldsymbol{\Pi}(t, x)) .
$$

Proof. In light of what we saw in Corollary 1 and Remark 23, we just need to show that

$$
1 \Rightarrow 2
$$

(necessary conditions, we would now say). To this end suppose, by contradiction, that there exist $t^{*} \in[0, T[$, $\boldsymbol{u}^{*} \in U$, and $\mathcal{N} \in \mathcal{F}$ with $\mathbf{P}[\mathcal{N}]>0$, such that

$$
\delta \mathcal{H}\left(t^{*} ; t^{*}, \boldsymbol{u}^{*}\right)<0
$$

on $\mathcal{N}$. Then any $\boldsymbol{u}(\cdot) \in \mathscr{U}\left[t^{*}, T\right]$ such that, $\mathbf{P}$-a.s.,

$$
\boldsymbol{u}\left(t^{*}\right)= \begin{cases}\overline{\boldsymbol{u}}\left(t^{*}\right), & \text { on } \Omega \backslash \mathcal{N}, \\ \boldsymbol{u}^{*}, & \text { on } \mathcal{N}\end{cases}
$$

(e.g., the trivial one) satisfies

$$
\delta \mathcal{H}\left(t^{*} ; t^{*}, \boldsymbol{u}\left(t^{*}\right)\right)=\delta \mathcal{H}\left(t^{*} ; t^{*}, \boldsymbol{u}^{*}\right) \mathbb{1}_{\mathcal{N}}
$$

(see also (24)), and therefore, since $\mathbf{P}[\mathcal{N}]>0$,

$$
\mathbf{E}\left[\delta \mathcal{H}\left(t^{*} ; t^{*}, \boldsymbol{u}\left(t^{*}\right)\right)\right]<0
$$

which is a contradiction (see also (26)).
Under appropriate assumptions on our coefficients, we can replace $\mathcal{H}$ with $H$ in Theorem 1 thus obtaining the following result, which will be used in Section 5 . Let us keep in mind also Definition 11.

Corollary 2. Suppose there exists a measurable map $\boldsymbol{\Pi}:[0, T] \times I \rightarrow U$ such that, for any $s \in[t, T]$ (and P-a.s.),

$$
\overline{\boldsymbol{u}}(s)=\boldsymbol{\Pi}(s, \bar{X}(s))
$$

and suppose that $\bar{Z}(t ; t)$ and $q(t ; t)$ are deterministic constants. If $h(\cdot ; t)$ is convex and

$$
G(\cdot, 0,0 ; t) \geq 0
$$

then the following two conditions are equivalent.

1. $\boldsymbol{\Pi}$ is an equilibrium policy, i.e., $(\overline{\boldsymbol{u}}(\cdot), \bar{X}(\cdot), \bar{Y}(\cdot ; t), \bar{Z}(\cdot ; t))$ is an equilibrium 4-tuple.
2. $\boldsymbol{\Pi}(t, x) \in \arg \min _{\boldsymbol{u} \in U} H(t, x, \boldsymbol{u}, \bar{Y}(t ; t), \bar{Z}(t ; t), p(t ; t), q(t ; t) ; t, x, \boldsymbol{\Pi}(t, x))$.

Proof. This is a direct consequence of Theorem 1: indeed, comparing ((20) and) (21) of Definition 11 with (14) of Proposition 2 (Section 3), we deduce that

$$
P(\cdot ; t) \geq 0
$$

by (16) of Remark 17 (where $\xi_{t} \equiv h_{x x}(\bar{X}(T) ; t), \alpha(\cdot ; t) \equiv G(\cdot, 0,0 ; t)$ and $\Xi(\cdot ; t) \equiv P(\cdot ; t)$ ) and so the term of $\mathcal{H}$ that depends on it, namely,

$$
\frac{1}{2} P(t ; t)[\sigma(t, x, \boldsymbol{u})-\sigma(t, \bar{x}, \overline{\boldsymbol{u}}(t))]^{2}
$$

is superfluous in calculating the minimum (as in (29)).

It is somewhat standard to define a multidimensional Wiener process, some regular coefficients, an open pluri-interval state domain $I$, a recursive stochastic control problem, the adjoint equations/processes of first and second order (associated with any admissible 4-tuple) and the generalized Hamiltonian of second order (associated with the coefficients) in such a way that, if the (dis)utility functional $J(\cdot ; t, x): \mathscr{U}[t, T] \rightarrow \mathbb{R}$ changes from (8) to

$$
J(\boldsymbol{u}(\cdot) ; t, x) \doteq \gamma(Y(t ; t) ; t)
$$

$(t \in[0, T[$ and $x \in I)$, where

$$
\gamma: \mathbb{R}_{y}^{m} \times\left[0, T\left[_{t} \rightarrow \mathbb{R}\right.\right.
$$

is of class $C^{1}$ w.r.t. the variable $y \in \mathbb{R}^{m}\left(m \in \mathbb{N}^{*}\right)$, then (Lemma 2 and) Theorem 1 can be extended.

Theorem 2. Suppose there exists a measurable map $\boldsymbol{\Pi}:[0, T] \times I \rightarrow U$ such that, for any $s \in[t, T]$ (and $\mathbf{P}$-a.s. $), \overline{\boldsymbol{u}}(s)=\boldsymbol{\Pi}(s, \bar{X}(s))$. Then the following three conditions are equivalent.

1. $\Pi$ is an equilibrium policy, i.e., $(\overline{\boldsymbol{u}}(\cdot), \bar{X}(\cdot), \bar{Y}(\cdot ; t), \bar{Z}(\cdot ; t))$ is an equilibrium 4 -tuple.
2. For any $\boldsymbol{u} \in U$ (and $\mathbf{P}$-a.s.),

$$
\left(\mathrm{D}_{y} \gamma(\bar{Y}(t ; t) ; t)\right)^{\top} \cdot \delta \mathcal{H}(t ; t, \boldsymbol{u}) \geq 0
$$

3. If $\bar{Z}(t ; t)$ and $q(t ; t)$ are deterministic constants, then

$$
\boldsymbol{\Pi}(t, x) \in \underset{\boldsymbol{u} \in U}{\arg \min }\left(\mathrm{D}_{y} \gamma(\bar{Y}(t ; t) ; t)\right)^{\top} \cdot \mathcal{H}(t, x, \boldsymbol{u}, \bar{Y}(t ; t), \bar{Z}(t ; t), p(t ; t), q(t ; t), P(t ; t) ; t, x, \boldsymbol{\Pi}(t, x)) .
$$

It may be useful to consult [16] on this topic, especially regarding the dimensional changes related to the adjoint processes and the generalized Hamiltonian.

## 5. Application to portfolio management

In this section, we investigate the Merton portfolio management problem with recursive utility in the special case of non-exponential discounting and CRRA preferences. In the search for a concrete equilibrium policy $\Pi$, we first fit the sufficient conditions of Theorem 1 to the portfolio problem. Then, we set up a sort of generalized HJB equation for the equilibrium policy. Under precise assumptions, we characterize the equilibrium policy by imposing a suitable ansatz for the value function associated with the problem itself. It turns out that the equilibrium policy is a solution of a partial differential equation whose existence and uniqueness are also investigated. In this regard see, e.g., [10] and [9].

In a Black-Scholes financial market model, let $S_{0}=\left(S_{0}(s)\right)_{s \in[0, T]}$ be the value of a (deterministic) saving account, or bond, which accrues interest at a given constant risk-free rate

$$
r \in] 0, \infty[
$$

(with $\left.S_{0}(0) \in\right] 0, \infty[$ exogenously specified): that is, for $s \in[0, T]$,

$$
d S_{0}(s)=r S_{0}(s) d s
$$

i.e., $S_{0}(s)=S_{0}(0) e^{r s}$. Let $S=(S(s))_{s \in[0, T]}$ be the price of a risky asset, or stock, which evolves as a geometric, or exponential, Brownian motion $W$-based (with $S(0) \in] 0, \infty[$ exogenously specified): that is, for $s \in[0, T]$,

$$
d S(s)=S(s)[\varrho d s+\sigma d W(s)]
$$

i.e., explicitly,

$$
S(s)=S(0) \exp \left\{\left(\varrho-\sigma^{2} / 2\right) s+\sigma W(s)\right\}
$$

where

$$
\varrho \in] r, \infty[
$$

is the mean rate of return by the stock (or appreciation rate of the stock) and

$$
\sigma \in] 0, \infty[
$$

is the volatility of the price (both of which are constant scalars). The generalization to the case of multiple stocks would basically be a matter of formalization.

We assume that the above market is complete (there are no sources of randomness other than the stock) and we denote the excess return, on average, by investment in the stock as

$$
\mu:=\varrho-r .
$$

A decision-maker within this market, or agent for short, is assumed to invest her/his wealth

$$
X(\cdot)
$$

value process of the portfolio at time $s$, in the stock and the bond and to consume continuously over time (on $[0, T]$ ), depending dynamically on the current wealth itself.

Therefore, for $s \in[0, T]$ (and $\mathbf{P}$-a.s.), let

$$
\zeta(s, X(s)) \in \mathbb{R}
$$

be the proportion of current wealth $X(s) \in] 0, \infty[$ invested in the stock at time $s$ (with a sign), and

$$
c(s, X(s)) \in[0, \infty[
$$

be the proportion of $X(s)$ consumed at time $s$. Then $n=2$, the control domain becomes

$$
\begin{equation*}
U=\mathbb{R}_{\zeta} \times[0, \infty[c, \tag{30}
\end{equation*}
$$

and any admissible control $\boldsymbol{u}(\cdot) \in \mathscr{U}[t, T]$ is a portfolio strategy that can be written as

$$
\begin{equation*}
\boldsymbol{u}(\cdot)=(\zeta(\cdot, X(\cdot)), c(\cdot, X(\cdot))) \tag{31}
\end{equation*}
$$

and which we can refer to as investment-consumption policy or trading-consumption policy (see also Definition 1). We remark that any $\boldsymbol{u}(\cdot)$ in (31) depends on $\omega \in \Omega$ only through $X(\cdot)$ and that appears in feedback or closed-loop form w.r.t. $X(\cdot)$ itself.

Remark 24. 1 - $\zeta(\cdot, X(\cdot))$ coincides with the proportion of $X(\cdot)$ invested in the bond.
The equation describing the dynamics of the wealth process $X(\cdot) \equiv X^{u}(\cdot)$ is the controlled (forward) stochastic differential equation on $[0, T] \times \Omega$, in Itô differential form, given by

$$
\begin{equation*}
d X(s)=X(s)[(r+\mu \zeta(s, X(s))-c(s, X(s))) d s+\sigma \zeta(s, X(s)) d W(s)] \tag{32}
\end{equation*}
$$

which, for any possible initial wealth $X(0) \in] 0, \infty[$, admits an unique positive solution

$$
X(\cdot) \in \mathcal{L}_{\mathbb{F}}^{2}(\Omega ; \mathcal{C}([0, T] ; \mathbb{R}))
$$

In particular, the usual self-financing condition is satisfied: namely, the variation in wealth over time is due exclusively to profits and losses from investing in the stock and from consumption (there is no cashflow coming in or out).

Now, we assume that the agent derives utility from intertemporal consumption

$$
c(\cdot, X(\cdot)) X(\cdot)
$$

and final wealth $X(T)$, which she/he tries to optimize by minimizing, at least in a weak sense, a discounted expectation-or, rather, a recursive (dis)utility-involving (dis)utility functions.

Therefore, let $v(\cdot)$ and $\hat{v}(\cdot)$ be two scalar functions of a real variable that satisfy the classical Uzawa-Inada conditions (utility functions, in fact): i.e.,

$$
v:[0, \infty[\rightarrow[0, \infty[
$$

is of class $C^{2}$ and strictly increasing such that, for any $\left.x \in\right] 0, \infty\left[, v^{\prime \prime}(x)<0\right.$ (thus, $v(\cdot)$ is strictly concave on $] 0, \infty[)$, with $v(0)=0$ and

$$
\lim _{x \downarrow 0} v^{\prime}(x)=\infty, \quad \lim _{x \uparrow \infty} v^{\prime}(x)=0
$$

(the same for $\hat{v}(\cdot)$ ).
Remark 25. The marginal disutility function $v^{\prime}:\left[0, \infty[\rightarrow] 0, \infty\left[\right.\right.$ is of class $C^{1}$ and bijective outside the origin, and has an inverse function

$$
\left.\left(v^{\prime}\right)^{-1}:\right] 0, \infty[\rightarrow] 0, \infty[
$$

that is continuous and strictly decreasing with, again,

$$
\lim _{x \downarrow 0}\left(v^{\prime}\right)^{-1}(x)=\infty, \quad \lim _{x \uparrow \infty}\left(v^{\prime}\right)^{-1}(x)=0
$$

and, in particular, $\left(-v^{\prime}\right)^{-1}(\cdot)$ is a positive function with domain $]-\infty, 0\left[\right.$ (the same for $\left.\hat{v}^{\prime}(\cdot)\right)$.
Notation 7. We write

$$
\Upsilon:=\left(-v^{\prime}\right)^{-1} .
$$

Example 1 (CRRA preferences). Regarding $v(\cdot)$, we could take $\lambda \in] 0,1[$ and, for $x \in[0, \infty[$,

$$
v(x) \equiv v_{\lambda}(x) \doteq x^{\lambda} / \lambda
$$

thus obtaining a constant relative risk aversion equal to

$$
1-\lambda \equiv-x v^{\prime \prime}(x) / v^{\prime}(x)
$$

and furthermore, for any $y \in] 0, \infty[$,

$$
\Upsilon(-y)=y^{-\frac{1}{1-\lambda}}
$$

(similarly for $\hat{v}(\cdot))$.

Also, for any fixed $t \in[0, T[$, let $\hbar(\cdot ; t)$ and $\hat{\hbar}(\cdot ; t)$ be two regular discount functions on $[t, T]$ : i.e.,

$$
\hbar(\cdot ; t):[t, T] \rightarrow] 0, \infty[
$$

of class $C^{1}$ with

$$
\hbar(t ; t)=1
$$

(the same for $\hat{\hbar}(\cdot ; t)$ ).

Remark 26. The corresponding (psychological) discount rate

$$
-\hbar^{\prime}(\cdot ; t) / \hbar(\cdot ; t),
$$

i.e., the rate of return used to discount future cashflows back to their present value, should be regarded as a monotonic function (the same for $\hat{\hbar}(\cdot ; t)$ ).

We must emphasize here that time-inconsistency arises from the way the future is discounted, and not from a change in preferences (which are the same for all the decision-makers).

Example 2 (Non-exponential discounting). Regarding $\hbar(\cdot ; t)$, we could take a common regular discount function $h(\cdot)$ on $[0, T-t[$ and define, for $s \in[t, T]$,

$$
\hbar(s ; t) \doteq h(s-t)
$$

where for instance, associated with $K \in] 0, \infty[$, we could imagine that, for $\tau \in[0, T-t[$,

$$
h(\tau) \equiv h_{K}(\tau) \doteq \frac{1}{1+K \tau}
$$

then have to deal with hyperbolic discounting and non-constant discount rate (similarly for $\hat{\hbar}(\cdot ; t)$ ).

Remark 27. A non-exponential discount mechanism, such as the one in Example 2, inevitably leads to time-inconsistency, and we could also interpret this phenomenon by means of non-decomposable financial laws: i.e., given any cashflow $C(\cdot)$ on $] 0, T]$, whose utility through $v(\cdot)$ must be actualized (from future to present), it does not hold that, for any triplet $t, s, \tau$ with $0<t<s<\tau \leq T$,

$$
h(\tau-s) h(s-t)=h(\tau-t)
$$

since, indeed, this is true if and only if $h(s-t)=e^{s-t}$ (as is known and easy to check). In this regard, the diagram below might help.


Finally, choosing

$$
I=] 0, \infty[
$$

(as the state domain), a fixed $t \in[0, T[$, two positive processes

$$
\beta(\cdot ; t), \gamma(\cdot ; t) \in \mathcal{L}_{\mathbb{F}}^{\infty}(t, T ; \mathbb{R}),
$$

$x \in I$ and $\boldsymbol{u}(\cdot)=(\zeta(\cdot, X(\cdot)), c(\cdot, X(\cdot))) \in \mathscr{U}[t, T]$, we consider the recursive stochastic control problem having the state equation as in (32) and the recursive (dis)utility system according to the classic Uzawa type (see also Definition 5): that is,

$$
\left\{\begin{array}{l}
d X(s)=X(s)[(r+\mu \zeta(s, X(s))-c(s, X(s))) d s+\sigma \zeta(s, X(s)) d W(s)],  \tag{33}\\
d Y(s ; t)=-\hbar(s ; t)[-v(c(s, X(s)) X(s))-\beta(s ; t) Y(s ; t)-\gamma(s ; t) Z(s ; t)] d s \\
\quad+Z(s ; t) d W(s),
\end{array} \quad \begin{array}{rl}
X(t)=x, \quad Y(T ; t)=-\hat{\hbar}(T ; t) \hat{v}(X(T)),
\end{array}\right.
$$

(where $s \in[t, T]$ ). See, e.g., [11].
Remark 28. By virtue of Remark 17, also fundamental below, $Y(\cdot ; t)<0$ (P-a.s.).
It is quite simple to verify that the sufficient conditions of Theorem 1 , or rather of Corollary 2, can be expressed as follows and that, indeed, are pratically based on the calculation of the gradient w.r.t. the variable $\boldsymbol{u}=(\zeta, c) \in \mathbb{R} \times] 0, \infty[$ of the generalized Hamiltonian of first order $H$, associated with the coefficients maps of (33), where $s=t, \bar{x}=x$ and $\overline{\boldsymbol{u}}=(\bar{\zeta}, \bar{c})$ (see Definition 12): i.e.,

$$
\begin{equation*}
H(t, x,(\zeta, c), y, z, p, q ; t, x,(\bar{\zeta}, \bar{c}))=x p(\mu \zeta-c)+x \sigma q \zeta-\{v(x c)+y \beta(t ; t)+\gamma(t ; t)[z+x \sigma p(\zeta-\bar{\zeta})]\} . \tag{34}
\end{equation*}
$$

Remark 29. The gradient of $H$ w.r.t. ( $\zeta, c$ ) does not depend on the variable $z$ (see (34)) and, therefore, it will not be necessary to assume that $\bar{Z}(t ; t)$ is a deterministic constant in the following theorem.

Theorem 3. Suppose there exists a measurable map

$$
\left.\boldsymbol{\Pi}=\left(\Pi_{1}, \Pi_{2}\right):[0, T]_{s} \times\right] 0, \infty\left[_{x} \rightarrow \mathbb{R} \times[0, \infty[\right.
$$

of class $C^{2}$ w.r.t. the variable $x$ with bounded first and second derivatives, even if multiplied by the identity function, such that if, for any $t \in[0, T[$ and $x \in] 0, \infty[, \bar{X}(\cdot)$ is the solution of the FSDE

$$
\left\{\begin{array}{l}
d X(s)=X(s)\left[\left(r+\mu \Pi_{1}(s, X(s))-\Pi_{2}(s, X(s))\right) d s+\sigma \Pi_{1}(s, X(s)) d W(s)\right]  \tag{35}\\
X(t)=x
\end{array}\right.
$$

(where $s \in[t, T]$ ), then $\boldsymbol{\Pi}(\cdot, \bar{X}(\cdot)) \in \mathscr{U}[t, T]$ and there exists a pair solution

$$
(p(\cdot ; t), q(\cdot ; t)) \in \mathcal{L}_{\mathbb{F}}^{2}(\Omega ; \mathcal{C}([t, T] ; \mathbb{R})) \times \mathcal{L}_{\mathbb{F}}^{2}(t, T ; \mathbb{R})
$$

of the BSDE

$$
\left\{\begin{align*}
d p(s ; t)=- & \{  \tag{36}\\
& \left\{r+\mu\left[\Pi_{1}(s, \bar{X}(s))+\bar{X}(s) \frac{\partial}{\partial x} \Pi_{1}(s, \bar{X}(s))\right]-\left[\Pi_{2}(s, \bar{X}(s))\right.\right. \\
& \left.+\bar{X}(s) \frac{\partial}{\partial x} \Pi_{2}(s, \bar{X}(s))\right]-\sigma \hbar(s ; t) \gamma(s ; t)\left[\Pi_{1}(s, \bar{X}(s))\right. \\
& \left.\left.+\bar{X}(s) \frac{\partial}{\partial x} \Pi_{1}(s, \bar{X}(s))\right]-\hbar(s ; t) \beta(s ; t)\right\} p(s ; t) \\
& +\left\{\sigma\left[\Pi_{1}(s, \bar{X}(s))+\bar{X}(s) \frac{\partial}{\partial x} \Pi_{1}(s, \bar{X}(s))\right]-\hbar(s ; t) \gamma(s ; t)\right\} q(s ; t) \\
& -\hbar(s ; t) v^{\prime}\left(\Pi_{2}(s, \bar{X}(s)) \bar{X}(s)\right)\left[\Pi_{2}(s, \bar{X}(s))\right. \\
& \left.\left.+\bar{X}(s) \frac{\partial}{\partial x} \Pi_{2}(s, \bar{X}(s))\right]\right\} d s \\
& +q(s ; t) d W(s) \\
p(T ; t)= & -\hat{\hbar}(T ; t) \hat{v}^{\prime}(\bar{X}(T)),
\end{align*}\right.
$$

(where $s \in[t, T]$ ) with, for any $s \in[t, T]$ (and $\mathbf{P}$-a.s.),

$$
\begin{equation*}
p(s ; t)=-\hbar(s ; t) v^{\prime}\left(\Pi_{2}(s, \bar{X}(s)) \bar{X}(s)\right) \tag{37}
\end{equation*}
$$

and

$$
\begin{equation*}
[\mu-\sigma \hbar(s ; t) \gamma(s ; t)] p(s ; t)+\sigma q(s ; t)=0 \tag{38}
\end{equation*}
$$

If $q(t ; t)$ is a deterministic constant, then $\boldsymbol{\Pi}$ is an equilibrium policy having, in particular,

$$
\Pi_{2}(t, x)=\frac{1}{x} \Upsilon(p(t ; t)) .
$$

Remark 30. Under the conditions (37) and (38), the BSDE (36) coincides with

$$
\left\{\begin{array}{l}
d p(s ; t)=-\{r p(s ; t)+\hbar(s ; t)[-\beta(s ; t) p(s ; t)-\gamma(s ; t) q(s ; t)]\} d s+q(s ; t) d W(s)  \tag{39}\\
p(T ; t)=-\hat{\hbar}(T ; t) \hat{v}^{\prime}(\bar{X}(T))
\end{array}\right.
$$

(where $s \in[t, T]$ ), from where, thanks again to Remark 17, we rediscover that

$$
p(\cdot ; t)<0
$$

(P-a.s.), coherently also with (37) itself; furthermore, since $p(t ; t)$ is a deterministic constant (see Remark 20 or, simply, (37)), $q(t ; t)$ is deterministic if and only if $\gamma(t ; t)$ is deterministic (see (38)). However, it is possible to directly check the second condition of Theorem 1, i.e., for any $(\zeta, c) \in \mathbb{R} \times[0, \infty[$ (and $\mathbf{P}$-a.s.),

$$
\delta \mathcal{H}(t ; t,(\zeta, c)) \geq 0
$$

without introducing further assumptions about ( $\bar{Z}(t ; t)$ and) $q(t ; t)$. Here we have deliberately linked the notion of equilibrium policy to such a concrete operation as that of differentiation.

Now, we introduce the Fenchel-Legendre transform $\tilde{v}$ : $] 0, \infty[y \rightarrow] 0, \infty[$ of the (convex) function $-v(-\cdot):]-\infty, 0] \rightarrow]-\infty, 0]$ given, for any $y \in] 0, \infty[$, by

$$
\begin{equation*}
\tilde{v}(y) \doteq \sup _{z \in[0, \infty[ }\{-y z+v(z)\}=v(\Upsilon(-y))-y \Upsilon(-y) \tag{40}
\end{equation*}
$$

(see Remark 25 and Notation 7). Note that $\tilde{v}$ is (convex and) of class $C^{1}$, as well as decreasing, with

$$
\tilde{v}^{\prime}(\cdot)=-\Upsilon(-\cdot) .
$$

Assumption 3. For any $t \in[0, T[, \beta(\cdot ; t)$ and $\gamma(\cdot ; t)$ are actually deterministic and the functions

$$
\hbar(\cdot ; t) \gamma(\cdot ; t), \quad-\frac{\hbar^{\prime}(\cdot ; t)}{\hbar(\cdot ; t)}+\hbar(\cdot ; t) \beta(\cdot ; t),
$$

defined on $[t, T]$, do not depend on $t$ and can be considered as well defined on the whole $[0, T]$. Also,

$$
\frac{\hat{\hbar}(T ; t)}{\hbar(T ; t)}
$$

does not depend on $t$.
Remark 31. It is not difficult to find non-trivial cases in which Assumption 3 is satisfied: for instance, by taking, for any $t \in[0, T[, \beta(\cdot ; t), \gamma(\cdot ; t)$ and $\hbar(\cdot ; t)$ as some exponential functions of the form

$$
e^{A(\cdot)+B(t)},
$$

where $A:[0, T]_{s} \rightarrow \mathbb{R}$ and $B:\left[0, T{ }_{t} \rightarrow \mathbb{R}\right.$ are suitable maps, and then $\hat{\hbar}(\cdot ; t)=\hbar(\cdot ; t)$.
Theorem 4. Suppose Assumption 3 holds and that there exists a function $\left.V:[0, T]_{s} \times\right] 0, \infty[x \rightarrow \mathbb{R}$ of class $C^{1,3}$, with $\frac{\partial V}{\partial x}>0$ and $\frac{\partial^{2} V}{\partial x^{2}} \neq 0$ on $\left.[0, T] \times\right] 0, \infty[$, which satisfies the $P D E$

$$
\begin{align*}
\frac{\partial V}{\partial s}(s, x)+r x \frac{\partial V}{\partial x}(s, x)-\frac{[\mu-\sigma \hbar(s ; t) \gamma(s ; t)]^{2}}{2 \sigma^{2}} & \frac{\left(\frac{\partial V}{\partial x}(s, x)\right)^{2}}{\frac{\partial^{2} V}{\partial x^{2}}(s, x)} \\
& +\tilde{v}\left(\frac{\partial V}{\partial x}(s, x)\right)=\left[-\frac{\hbar^{\prime}(s ; t)}{\hbar(s ; t)}+\hbar(s ; t) \beta(s ; t)\right] V(s, x) \tag{41}
\end{align*}
$$

(where $s \in[0, T]$ and $x \in] 0, \infty[$ ) and the boundary condition

$$
\begin{equation*}
V(T, \cdot)=\frac{\hat{\hbar}(T ; t)}{\hbar(T ; t)} \hat{v}(\cdot) . \tag{42}
\end{equation*}
$$

Let $\left.\boldsymbol{\Pi}=\left(\Pi_{1}, \Pi_{2}\right):[0, T]_{s} \times\right] 0, \infty\left[{ }_{x} \rightarrow \mathbb{R} \times\right] 0, \infty[$ be defined, for any $s \in[0, T]$ and $x \in] 0, \infty[$, by

$$
\begin{equation*}
\Pi_{1}(s, x) \doteq-\frac{[\mu-\sigma \hbar(s ; t) \gamma(s ; t)] \frac{\partial V}{\partial x}(s, x)}{x \sigma^{2} \frac{\partial^{2} V}{\partial x^{2}}(s, x)}, \quad \Pi_{2}(s, x) \doteq \frac{1}{x} \Upsilon\left(-\frac{\partial V}{\partial x}(s, x)\right) . \tag{43}
\end{equation*}
$$

If $\Pi$ is of class $C^{2}$ w.r.t. $x$ with bounded first and second derivatives even if multiplied by $x$ and if, for any $t \in[0, T[$ and $x \in] 0, \infty[, \Pi(\cdot, \bar{X}(\cdot)) \in \mathscr{U}[t, T]$ where $\bar{X}(\cdot)$ is the solution of the FSDE (35), then $\boldsymbol{\Pi}$ is an equilibrium policy.

Proof. For computational convenience, we consider $\left.\boldsymbol{F}=\left(F_{1}, F_{2}\right):[0, T]_{s} \times\right] 0, \infty[x \rightarrow \mathbb{R} \times] 0, \infty[$ given, for any $s \in[0, T]$ and $x \in] 0, \infty[$, by

$$
\begin{equation*}
F_{1}(s, x) \doteq x \Pi_{1}(s, x), \quad F_{2}(s, x) \doteq x \Pi_{2}(s, x) \tag{44}
\end{equation*}
$$

(see (43)). In particular, for any $s \in[0, T]$ and $x \in] 0, \infty[$,

$$
\frac{\partial V}{\partial x}(s, x)=v^{\prime}\left(F_{2}(s, x)\right) .
$$

For any fixed $t \in\left[0, T\left[\right.\right.$, we define the process $(p(\cdot ; t), q(\cdot ; t)) \in \mathcal{L}_{\mathbb{F}}^{2}(\Omega ; \mathcal{C}([t, T] ; \mathbb{R})) \times \mathcal{L}_{\mathbb{F}}^{2}(t, T ; \mathbb{R})$ as

$$
\begin{equation*}
p(s ; t) \doteq-\hbar(s ; t) \frac{\partial V}{\partial x}(s, \bar{X}(s)), \quad q(s ; t) \doteq-\sigma \hbar(s ; t) F_{1}(s, \bar{X}(s)) \frac{\partial^{2} V}{\partial x^{2}}(s, \bar{X}(s)) \tag{45}
\end{equation*}
$$

for any $s \in[t, T]$. Thereby,

$$
p(T ; t)=-\hat{\hbar}(T ; t) \hat{v}^{\prime}(\bar{X}(T))
$$

(see (42)) and the conditions (37) and (38) in Theorem 3 are satisfied (see (44)). Furthermore, $q(t ; t)$ is a deterministic constant (conditional on the event $\bar{X}(t)=x)$. Now the claim is that $(p(\cdot ; t), q(\cdot ; t))$ is the pair solution of the BSDE (39), which would conclude the proof by virtue of Theorem 3 itself (see also Remark 30). To this end, we observe that, by (35) (and (44)),

$$
d \bar{X}(s)=\left[r \bar{X}(s)+\mu F_{1}(s, \bar{X}(s))-F_{2}(s, \bar{X}(s))\right] d s+\sigma F_{1}(s, \bar{X}(s)) d W(s)
$$

(where $s \in[0, T]$ ) and we apply Itô's formula to $p(\cdot ; t)$ (on $[t, T] \times \Omega$ ) obtaining, by (45),

$$
\begin{aligned}
d p(s ; t)=-\hbar(s ; t)\{ & \frac{\hbar^{\prime}(s ; t)}{\hbar(s ; t)} \frac{\partial V}{\partial x}(s, \bar{X}(s))+\frac{\partial^{2} V}{\partial s \partial x}(s, \bar{X}(s)) \\
& +\left[r \bar{X}(s)+\mu F_{1}(s, \bar{X}(s))-F_{2}(s, \bar{X}(s))\right] \frac{\partial^{2} V}{\partial x^{2}}(s, \bar{X}(s)) \\
& \left.+\frac{\sigma^{2}}{2} F_{1}^{2}(s, \bar{X}(s)) \frac{\partial^{3} V}{\partial x^{3}}(s, \bar{X}(s))\right\} d s \\
+ & q(s ; t) d W(s)
\end{aligned}
$$

(where $s \in[t, T]$ ). Therefore, (39) is fulfilled if and only if, for any $s \in[t, T]$ (and $\mathbf{P}$-a.s.),

$$
\begin{aligned}
& \frac{\partial^{2} V}{\partial s \partial x}(s, \bar{X}(s))+r \bar{X}(s) \frac{\partial^{2} V}{\partial x^{2}}(s, \bar{X}(s))+r \frac{\partial V}{\partial x}(s, \bar{X}(s))+\left[\frac{\hbar^{\prime}(s ; t)}{\hbar(s ; t)}-\hbar(s ; t) \beta(s ; t)\right] \frac{\partial V}{\partial x}(s, \bar{X}(s)) \\
&+\left\{[\mu-\sigma \hbar(s ; t) \gamma(s ; t)] F_{1}(s, \bar{X}(s))-F_{2}(s, \bar{X}(s))\right\} \frac{\partial^{2} V}{\partial x^{2}}(s, \bar{X}(s)) \\
&+\frac{\sigma^{2}}{2} F_{1}^{2}(s, \bar{X}(s)) \frac{\partial^{3} V}{\partial x^{3}}(s, \bar{X}(s))=0
\end{aligned}
$$

i.e.,

$$
\frac{\partial}{\partial x}\left\{\frac{\partial V}{\partial s}(s, x)+r x \frac{\partial V}{\partial x}(s, x)+\left[\frac{\hbar^{\prime}(s ; t)}{\hbar(s ; t)}-\hbar(s ; t) \beta(s ; t)\right] V(s, x)\right.
$$

$$
\begin{aligned}
&+\left\{[\mu-\sigma \hbar(s ; t) \gamma(s ; t)] F_{1}(s, x)-F_{2}(s, x)\right\} \frac{\partial V}{\partial x}(s, x) \\
&\left.+\frac{\sigma^{2}}{2} F_{1}^{2}(s, x) \frac{\partial^{2} V}{\partial x^{2}}(s, x)+v\left(F_{2}(s, x)\right)\right\}_{\mid x=\bar{X}(s)}=0
\end{aligned}
$$

which holds due to (41) because, also by (40),

$$
\begin{aligned}
\left\{[\mu-\sigma \hbar(s ; t) \gamma(s ; t)] F_{1}(s, x)-F_{2}(s, x)\right\} \frac{\partial V}{\partial x}(s, x)+ & \frac{\sigma^{2}}{2} F_{1}^{2}(s, x) \frac{\partial^{2} V}{\partial x^{2}}(s, x)+v\left(F_{2}(s, x)\right) \\
& =-\frac{[\mu-\sigma \hbar(s ; t) \gamma(s ; t)]^{2}}{2 \sigma^{2}} \frac{\left(\frac{\partial V}{\partial x}(s, x)\right)^{2}}{\frac{\partial^{2} V}{\partial x^{2}}(s, x)}+\tilde{v}\left(\frac{\partial V}{\partial x}(s, x)\right)
\end{aligned}
$$

for any $s \in[0, T]$ and $x \in] 0, \infty[$.
The PDE (41) is generally affected by non-uniqueness of the possible solutions: consequently, there could be heterogeneous types of equilibrium policies. Here we take $\lambda \in] 0,1[$ and, for $x \in[0, \infty[$,

$$
v(x)=\hat{v}(x) \doteq x^{\lambda} / \lambda
$$

(see Example 1), thus having that, for any $y \in] 0, \infty[$,

$$
\tilde{v}(y)=\frac{1-\lambda}{\lambda} y^{-\frac{\lambda}{1-\lambda}}
$$

(see (40)) and therefore, if we look for a solution $\left.V:[0, T]_{s} \times\right] 0, \infty\left[{ }_{x} \rightarrow \mathbb{R}\right.$ of the PDE (41) satisfying the boundary condition (42) which, for any $s \in[0, T]$ and $x \in] 0, \infty[$, can be decomposed as

$$
V(s, x)=\psi(s) v(x)
$$

where $\psi:[0, T]_{s} \rightarrow \mathbb{R}$ is a suitable map, then Theorem 4 easily reduces to the following result.
Corollary 3. Suppose Assumption 3 holds and that there exists a function $\psi:[0, T]_{s} \rightarrow \mathbb{R}$ of class $C^{1}$ which satisfies the ODE

$$
\begin{equation*}
\psi^{\prime}(s)+\left\{\lambda r+\frac{\lambda[\mu-\sigma \hbar(s ; t) \gamma(s ; t)]^{2}}{2(1-\lambda) \sigma^{2}}\right\} \psi(s)+(1-\lambda)[\psi(s)]^{-\frac{\lambda}{1-\lambda}}=\left[-\frac{\hbar^{\prime}(s ; t)}{\hbar(s ; t)}+\hbar(s ; t) \beta(s ; t)\right] \psi(s) \tag{46}
\end{equation*}
$$

(where $s \in[0, T]$ ) and the boundary condition

$$
\psi(T)=\frac{\hat{\hbar}(T ; t)}{\hbar(T ; t)} .
$$

Let $\left.\boldsymbol{\Pi}=\left(\Pi_{1}, \Pi_{2}\right):[0, T]_{s} \times\right] 0, \infty[x \rightarrow \mathbb{R} \times] 0, \infty[$ be defined, for any $s \in[0, T]$ (and $x \in] 0, \infty[$ ), by

$$
\Pi_{1}(s, x) \doteq \frac{\mu-\sigma \hbar(s ; t) \gamma(s ; t)}{(1-\lambda) \sigma^{2}}, \quad \Pi_{2}(s, x) \doteq[\psi(s)]^{-\frac{1}{1-\lambda}} .
$$

Then $\boldsymbol{\Pi}$ is an equilibrium policy.

Remark 32. Equation (41) in Theorem 4 and (46) in Corollary 3 are of the same type as those obtained in Theorem 3.2, respectively in Lemma 3.1, in [10]. Hence, existence and uniqueness results of (46) can be proved in an analogous, and even easier, way. For more details we refer to ([10], Proof of Lemma 3.1). Note that the local existence of $\psi$ close to $T$ is guaranteed; furthermore, we stress that $\psi$ must remain positive.

## 6. Conclusions

We have formulated the class of time-inconsistent recursive stochastic optimal control problems, where the notion of optimality is defined by means of subgame-perfect equilibrium, and we have obtained sufficient and necessary conditions for existence in the form of a (Pontryagin) maximum principle relying on a generalized second-order Hamiltonian function.

Under suitable conditions of analytical-geometric regularity, it is possible to restrict attention to the first-order part of the Hamiltonian alone, as is done with the investment-consumption policies considered in Section 5.

As regards possible future developments of what has been discussed, the following is highlighted.
Introduce a constraint to the problem and seek at least necessary conditions of existence. Such a constraint could be defined on an expected value - which in turn derives or not from a recursive utility-or it could also be an infinite-dimensional constraint such as

$$
X(T) \in \mathcal{Q} \subset L_{T}^{2}(\Omega ; \mathbb{R})
$$

(see, e.g., [31], [12] and [35]).
We emphasize in this regard that such constrained problems are still quite far from being fully developed: indeed, in the existing literature, stochastic control problems have been studied under the influence of a constraint but, generally, not with recursive utilities. We refer to [27] as one of the first notable works in portfolio choice theory with constant-relative-risk aversion (CRRA)-type preferences, for a convex and compact constraint defined through a (pseudo) risk measure such as value at risk (VaR) on a wealth process at a future time instant "very close" to the present. Here, the market coefficients are random but independent of the Brownian motion driving the stocks. For a generalization, see [23] (CRRA preferences) and also [17] and [5] (martingale methods), among others.

As far as practical applications are concerned, other portfolio management problems should be explored, with various choices of recursive utility and, possibly, of constraint, moving towards the solution of more general and challenging cases than the one discussed in Section 5.

A completely new theory could be constructed once the functional $J(\cdot ; t, x)$ has been modified as

$$
J(\boldsymbol{u}(\cdot) ; t, x) \doteq \mathbf{E}\left[\int_{t}^{T} \ell(s, X(s), \boldsymbol{u}(s), Y(s ; t), Z(s ; t) ; t) d s+\varphi(X(T) ; t)+\gamma(Y(t ; t) ; t)\right]
$$

among others (see, e.g., [21]).
Finally, extensions to the infinite horizon case

$$
T=\infty
$$

or to random horizons $\tau(\cdot)$ (stopping times), should be investigated as well.
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## Appendix A. A proof of Lemma 2

We start from the following notational convention, borrowed from [16], with regard to which there should be no misunderstandings in this section.

Notation 8. For $\varepsilon \downarrow 0$ and $\Lambda^{\varepsilon}(\cdot ; t)=\left(\Lambda^{\varepsilon}(s ; t)\right)_{s \in[t, T]} \in \mathcal{L}_{\mathbb{F}}^{2}(t, T ; \mathbb{R})$ (possibly a random variable), if

$$
\mathbf{E}\left(\int_{t}^{T}\left|\Lambda^{\varepsilon}(s ; t)\right| d s\right)^{2 k}=o_{\varepsilon \downarrow 0}\left(\varepsilon^{2 k}\right)
$$

for any $k \in[1, \infty[$, then we simply write

$$
\Lambda^{\varepsilon}(\cdot ; t)=o_{\varepsilon \downarrow 0}(\varepsilon) .
$$

Fix $\boldsymbol{u}(\cdot) \in \mathscr{U}[t, T]$. For $\varepsilon \in] 0, T-t\left[\right.$ and $s \in[t, T]$, let $E_{t}^{\varepsilon} \equiv E_{t, s}^{\varepsilon}$ be as in (25) (see Lemma 2) and let $\overline{\boldsymbol{u}}^{\varepsilon}(\cdot)$ be the spike variation of $\overline{\boldsymbol{u}}(\cdot)$ w.r.t. $\boldsymbol{u}(\cdot)$ and $E_{t}^{\varepsilon}$.

Consider the usual approximate variational systems/processes of first and second order of the state process $\bar{X}(\cdot)$ w.r.t. the control perturbation $\overline{\boldsymbol{u}}^{\varepsilon}(\cdot)$ : i.e., respectively,

$$
\left\{\begin{array}{l}
d X_{1}^{\varepsilon}(s ; t)=b_{x}(s) X_{1}^{\varepsilon}(s ; t) d s+\left[\sigma_{x}(s) X_{1}^{\varepsilon}(s ; t)+\delta \sigma(s) \mathbb{1}_{E_{t}^{\varepsilon}}(s)\right] d W(s), \\
X_{1}^{\varepsilon}(t ; t)=0
\end{array}\right.
$$

and

$$
\left\{\begin{aligned}
d X_{2}^{\varepsilon}(s ; t)= & {\left[b_{x}(s) X_{2}^{\varepsilon}(s ; t)+\delta b(s) \mathbb{1}_{E_{t}^{\varepsilon}}(s)+\frac{1}{2} b_{x x}(s) X_{1}^{\varepsilon}(s ; t)^{2}\right] d s } \\
& +\left[\sigma_{x}(s) X_{2}^{\varepsilon}(s ; t)+\delta \sigma_{x}(s) X_{1}^{\varepsilon}(s ; t) \mathbb{1}_{E_{t}^{\varepsilon}}(s)\right. \\
& \left.\quad+\frac{1}{2} \sigma_{x x}(s) X_{1}^{\varepsilon}(s ; t)^{2}\right] d W(s)
\end{aligned}\right\}
$$

(where $s \in[t, T]$ ). The following result is Theorem 4.4 in [34, Chap. 3, Sect. 4], about "Taylor expansions."
Lemma 3. For any $k \in[1, \infty[$,

$$
\begin{gathered}
\sup _{s \in[t, T]} \mathbf{E}\left[\left|X^{\varepsilon}(s)-\bar{X}(s)\right|^{2 k}\right]=O\left(\varepsilon^{k}\right), \\
\sup _{s \in[t, T]} \mathbf{E}\left[\left|X_{1}^{\varepsilon}(s ; t)\right|^{2 k}\right]=O\left(\varepsilon^{k}\right), \\
\sup _{s \in[t, T]} \mathbf{E}\left[\left|X^{\varepsilon}(s)-\bar{X}(s)-X_{1}^{\varepsilon}(s ; t)\right|^{2 k}\right]=O\left(\varepsilon^{2 k}\right), \\
\sup _{s \in[t, T]} \mathbf{E}\left[\left|X_{2}^{\varepsilon}(s ; t)\right|^{2 k}\right]=O\left(\varepsilon^{2 k}\right),
\end{gathered}
$$

$$
\sup _{s \in[t, T]} \mathbf{E}\left[\left|X^{\varepsilon}(s)-\bar{X}(s)-X_{1}^{\varepsilon}(s ; t)-X_{2}^{\varepsilon}(s ; t)\right|^{2 k}\right]=o_{\varepsilon \downarrow 0}\left(\varepsilon^{2 k}\right) .
$$

Furthermore,

$$
\begin{equation*}
h\left(X^{\varepsilon}(T) ; t\right)-h(\bar{X}(T) ; t)-h_{x}(\bar{X}(T) ; t)\left[X_{1}^{\varepsilon}(T ; t)+X_{2}^{\varepsilon}(T ; t)\right]-\frac{1}{2} h_{x x}(\bar{X}(T) ; t) X_{1}^{\varepsilon}(T ; t)^{2}=o_{\varepsilon \downarrow 0}(\varepsilon) \tag{A.1}
\end{equation*}
$$

(see Notation 4 and Notation 8).
Remark 33. Regarding Lemma 3, we point out that (A.1) can be rewritten as

$$
Y^{\varepsilon}(T ; t)-\bar{Y}(T ; t)=o_{\varepsilon \downarrow 0}(\varepsilon)+p(T ; t)\left[X_{1}^{\varepsilon}(T ; t)+X_{2}^{\varepsilon}(T ; t)\right]+\frac{1}{2} P(T ; t) X_{1}^{\varepsilon}(T ; t)^{2}
$$

(see Definitions 4, 10 and 11).
What we need to properly estimate is, for $\varepsilon \downarrow 0$,

$$
Y^{\varepsilon}(t ; t)-\bar{Y}(t ; t)
$$

(see (13) in Remark 15), while, in the sense of Lemma 3, we know something useful only about

$$
Y^{\varepsilon}(T ; t)-\bar{Y}(T ; t)
$$

(see Remark 33). Therefore, the idea is to reconstruct information by going back from this term by means of appropriate BSDEs (using the adjoint processes as in Definitions 10 and 11).

Grouping w.r.t. $\mathbb{1}_{E_{t}^{\varepsilon}}(\cdot)$, $X_{1}^{\varepsilon}(\cdot ; t), X_{2}^{\varepsilon}(\cdot ; t), X_{1}^{\varepsilon}(\cdot ; t)^{2}$ and $X_{1}^{\varepsilon}(\cdot ; t) \mathbb{1}_{E_{t}^{\varepsilon}}(\cdot)$ (on $[t, T] \times \Omega$ ), we have

$$
\begin{aligned}
& d\left(p(\cdot ; t)\left[X_{1}^{\varepsilon}(\cdot ; t)+X_{2}^{\varepsilon}(\cdot ; t)\right]+\frac{1}{2} P(\cdot ; t) X_{1}^{\varepsilon}(\cdot ; t)^{2}\right)(s) \\
&=\{ {\left[p(s ; t) \delta b(s)+q(s ; t) \delta \sigma(s)+\frac{1}{2} P(s ; t)(\delta \sigma(s))^{2}\right] \mathbb{1}_{E_{t}^{\varepsilon}}(s) } \\
&+\left[p(s ; t) b_{x}(s)+q(s ; t) \sigma_{x}(s)-g(s, p(s ; t), q(s ; t) ; t)\right]\left[X_{1}^{\varepsilon}(s ; t)+X_{2}^{\varepsilon}(s ; t)\right] \\
&+\frac{1}{2}\left[p(s ; t) b_{x x}(s)+q(s ; t) \sigma_{x x}(s)+2 P(s ; t) b_{x}(s)+2 Q(s ; t) \sigma_{x}(s)\right. \\
&\left.\quad+P(s ; t) \sigma_{x}(s)^{2}-G(s, P(s ; t), Q(s ; t) ; t)\right] X_{1}^{\varepsilon}(s ; t)^{2} \\
&\left.+\left[q(s ; t) \delta \sigma_{x}(s)+P(s ; t) \sigma_{x}(s) \delta \sigma(s)+Q(s ; t) \delta \sigma(s)\right] X_{1}^{\varepsilon}(s ; t) \mathbb{1}_{E_{t}^{\varepsilon}}(s)\right\} d s \\
&+\left\{p(s ; t) \delta \sigma(s) \mathbb{1}_{E_{t}^{\varepsilon}}(s)\right. \\
&+\left[p(s ; t) \sigma_{x}(s)+q(s ; t)\right]\left[X_{1}^{\varepsilon}(s ; t)+X_{2}^{\varepsilon}(s ; t)\right] \\
&+\frac{1}{2}\left[p(s ; t) \sigma_{x x}(s)+2 P(s ; t) \sigma_{x}(s)+Q(s ; t)\right] X_{1}^{\varepsilon}(s ; t)^{2} \\
&\left.+\left[p(s ; t) \delta \sigma_{x}(s)+P(s ; t) \delta \sigma(s)\right] X_{1}^{\varepsilon}(s ; t) \mathbb{1}_{E_{t}^{\varepsilon}}(s)\right\} d W(s)
\end{aligned}
$$

(see also Notation 5). In particular, the maps $g$ and $G$ do not appear in the $W$-term.
For the sake of brevity, we denote, for any $s \in[t, T]$,

$$
A_{1}(s ; t):=p(s ; t) \delta b(s)+q(s ; t) \delta \sigma(s)+\frac{1}{2} P(s ; t)(\delta \sigma(s))^{2},
$$

$$
\begin{gathered}
A_{2}(s ; t):=p(s ; t) b_{x}(s)+q(s ; t) \sigma_{x}(s)-g(s, p(s ; t), q(s ; t) ; t), \\
A_{3}(s ; t):=p(s ; t) b_{x x}(s)+q(s ; t) \sigma_{x x}(s)+2 P(s ; t) b_{x}(s)+2 Q(s ; t) \sigma_{x}(s) \\
\quad+P(s ; t) \sigma_{x}(s)^{2}-G(s, P(s ; t), Q(s ; t) ; t), \\
A_{4}(s ; t):= \\
\quad q(s ; t) \delta \sigma_{x}(s)+P(s ; t) \sigma_{x}(s) \delta \sigma(s)+Q(s ; t) \delta \sigma(s), \\
\Theta_{1}(s ; t):=p(s ; t) \sigma_{x}(s)+q(s ; t), \\
\Theta_{2}(s ; t):=p(s ; t) \sigma_{x x}(s)+2 P(s ; t) \sigma_{x}(s)+Q(s ; t), \\
\Theta_{3}(s ; t):=p(s ; t) \delta \sigma_{x}(s)+P(s ; t) \delta \sigma(s)
\end{gathered}
$$

$\left(p(s ; t) \delta \sigma(s)\right.$ is already short enough). We focus here on the coefficients of $\mathbb{1}_{E_{t}^{\varepsilon}}(\cdot)$.
Remark 34. $A_{4}(\cdot ; t) X_{1}^{\varepsilon}(\cdot ; t) \mathbb{1}_{E_{t}^{\varepsilon}}(\cdot)=o_{\varepsilon \downarrow 0}(\varepsilon)$, which does not hold true for $\Theta_{3}(\cdot ; t)$ (see [16]).
Putting it all together, for any $s \in[t, T]$,

$$
\begin{aligned}
Y^{\varepsilon}(s ; t)= & h(\bar{X}(T) ; t)+o_{\varepsilon \downarrow 0}(\varepsilon)+p(s ; t)\left[X_{1}^{\varepsilon}(s ; t)+X_{2}^{\varepsilon}(s ; t)\right]+\frac{1}{2} P(s ; t) X_{1}^{\varepsilon}(s ; t)^{2} \\
+ & \int_{s}^{T}\left[f\left(r, X^{\varepsilon}(r), \boldsymbol{u}^{\varepsilon}(r), Y^{\varepsilon}(r ; t), Z^{\varepsilon}(r ; t) ; t\right)+A_{1}(r ; t) \mathbb{1}_{E_{t}^{\varepsilon}}(r)\right. \\
& \left.+A_{2}(r ; t)\left[X_{1}^{\varepsilon}(r ; t)+X_{2}^{\varepsilon}(r ; t)\right]+\frac{1}{2} A_{3}(r ; t) X_{1}^{\varepsilon}(r ; t)^{2}\right] d r \\
- & \int_{s}^{T}\left[Z^{\varepsilon}(r ; t)-\left(p(r ; t) \delta \sigma(r) \mathbb{1}_{E_{t}^{\varepsilon}}(r)+\Theta_{1}(r ; t)\left[X_{1}^{\varepsilon}(r ; t)+X_{2}^{\varepsilon}(r ; t)\right]\right.\right. \\
& \left.\left.+\frac{1}{2} \Theta_{2}(r ; t) X_{1}^{\varepsilon}(r ; t)^{2}+\Theta_{3}(r ; t) X_{1}^{\varepsilon}(r ; t) \mathbb{1}_{E_{t}^{\varepsilon}}(r)\right)\right] d W(r) .
\end{aligned}
$$

The key idea is to be able to narrow our analysis to the integral in $d r$. So, if we denote, for $\varepsilon \downarrow 0$,

$$
\tilde{Y}^{\varepsilon}(\cdot ; t):=Y^{\varepsilon}(\cdot ; t)-\left(p(\cdot ; t)\left[X_{1}^{\varepsilon}(\cdot ; t)+X_{2}^{\varepsilon}(\cdot ; t)\right]+\frac{1}{2} P(\cdot ; t) X_{1}^{\varepsilon}(\cdot ; t)^{2}\right)
$$

and

$$
\begin{aligned}
\tilde{Z}^{\varepsilon}(\cdot ; t):= & Z^{\varepsilon}(\cdot ; t)-\left(p(\cdot ; t) \delta \sigma(\cdot) \mathbb{1}_{E_{t}^{\varepsilon}}(\cdot)+\Theta_{1}(\cdot ; t)\left[X_{1}^{\varepsilon}(\cdot ; t)+X_{2}^{\varepsilon}(\cdot ; t)\right]\right. \\
& \left.+\frac{1}{2} \Theta_{2}(\cdot ; t) X_{1}^{\varepsilon}(\cdot ; t)^{2}+\Theta_{3}(\cdot ; t) X_{1}^{\varepsilon}(\cdot ; t) \mathbb{1}_{E_{t}^{\varepsilon}}(\cdot)\right)
\end{aligned}
$$

(on $[t, T] \times \Omega$ ), then we can write, for any $s \in[t, T]$,

$$
\begin{aligned}
\tilde{Y}^{\varepsilon}(s ; t)= & h(\bar{X}(T) ; t)+o_{\varepsilon \downarrow 0}(\varepsilon) \\
+ & \int_{s}^{T}\left[f\left(r, X^{\varepsilon}(r), \boldsymbol{u}^{\varepsilon}(r), Y^{\varepsilon}(r ; t), Z^{\varepsilon}(r ; t) ; t\right)+A_{1}(r ; t) \mathbb{1}_{E_{t}^{\varepsilon}}(r)\right. \\
& \left.\quad+A_{2}(r ; t)\left[X_{1}^{\varepsilon}(r ; t)+X_{2}^{\varepsilon}(r ; t)\right]+\frac{1}{2} A_{3}(r ; t) X_{1}^{\varepsilon}(r ; t)^{2}\right] d r \\
& -\int_{s}^{T} \tilde{Z}^{\varepsilon}(r ; t) d W(r) .
\end{aligned}
$$

For $\varepsilon \downarrow 0$, we define an approximate variational pair process of first order of $(\bar{Y}(\cdot ; t), \bar{Z}(\cdot ; t))$ as

$$
Y_{1}^{\varepsilon}(\cdot ; t):=\tilde{Y}^{\varepsilon}(\cdot ; t)-\bar{Y}(\cdot ; t)
$$

and

$$
Z_{1}^{\varepsilon}(\cdot ; t):=\tilde{Z}^{\varepsilon}(\cdot ; t)-\bar{Z}(\cdot ; t)
$$

(on $[t, T] \times \Omega$ ), and we then get that, for any $s \in[t, T]$,

$$
\begin{aligned}
& Y_{1}^{\varepsilon}(s ; t)=o_{\varepsilon \downarrow 0}(\varepsilon) \\
& +\int_{s}^{T}\left[f\left(r, X^{\varepsilon}(r), \boldsymbol{u}^{\varepsilon}(r), Y^{\varepsilon}(r ; t), Z^{\varepsilon}(r ; t) ; t\right)\right. \\
& -f(r, \bar{X}(r), \overline{\boldsymbol{u}}(r), \bar{Y}(r ; t), \bar{Z}(r ; t) ; t)+A_{1}(r ; t) \mathbb{1}_{E_{t}^{e}}(r) \\
& \left.+A_{2}(r ; t)\left[X_{1}^{\varepsilon}(r ; t)+X_{2}^{\varepsilon}(r ; t)\right]+\frac{1}{2} A_{3}(r ; t) X_{1}^{\varepsilon}(r ; t)^{2}\right] d r \\
& -\int_{s}^{T} Z_{1}^{\varepsilon}(r ; t) d W(r) .
\end{aligned}
$$

Finally, for $\varepsilon \downarrow 0$, let $\left(\Delta Y^{\varepsilon}(\cdot ; t), \Delta Z^{\varepsilon}(\cdot ; t)\right)$ be such that $\Delta Y^{\varepsilon}(T ; t)=0$, and, for any $s \in[t, T]$,

$$
\begin{aligned}
\Delta Y^{\varepsilon}(s ; t)= & \int_{s}^{T}\left\{\begin{array}{l}
f \\
y
\end{array}(r ; t) \Delta Y^{\varepsilon}(r ; t)+f_{z}(r ; t) \Delta Z^{\varepsilon}(r ; t)\right. \\
& +\left[p(r ; t) \delta b(r)+q(r ; t) \delta \sigma(r)+\frac{1}{2} P(r ; t)(\delta \sigma(r))^{2}\right. \\
& \quad+f(r, \bar{X}(r), \boldsymbol{u}(r), \bar{Y}(r ; t), \bar{Z}(r ; t)+p(r ; t) \delta \sigma(r) ; t) \\
& \left.\quad-f(r, \bar{X}(r), \bar{u}(r), \bar{Y}(r ; t), \bar{Z}(r ; t) ; t)] \mathbb{1}_{E_{t}^{\varepsilon}}(r)\right\} d r
\end{aligned} \quad \begin{aligned}
& -\int_{s}^{T} \Delta Z^{\varepsilon}(r ; t) d W(r)
\end{aligned}
$$

(again, $\Delta Y^{\varepsilon}(t ; t)$ is deterministic). The following result is essentially Theorem 1 in [16].
Lemma 4 (Hu (2017)). W.r.t. Notation 8,

$$
\begin{aligned}
Y_{1}^{\varepsilon}(\cdot ; t)-\Delta Y^{\varepsilon}(\cdot ; t) & =o_{\varepsilon \downarrow 0}(\varepsilon), \\
Z_{1}^{\varepsilon}(\cdot ; t)-\Delta Z^{\varepsilon}(\cdot ; t) & =o_{\varepsilon \downarrow 0}(\varepsilon) .
\end{aligned}
$$

As a remarkable corollary of Lemma 4, we get

$$
\begin{equation*}
Y^{\varepsilon}(t ; t)-\bar{Y}(t ; t)=\Delta Y^{\varepsilon}(t ; t)+o_{\varepsilon \downarrow 0}(\varepsilon) \tag{A.2}
\end{equation*}
$$

(as well as $\left.Z^{\varepsilon}(t ; t)=\bar{Z}(t ; t)+\Delta Z^{\varepsilon}(t ; t)+p(t ; t) \delta \sigma(t)+o_{\varepsilon \downarrow 0}(\varepsilon)\right)$.

Furthermore, if $\kappa(\cdot ; t)$ is the change of numéraire defined through (17) of Definition 9, then

$$
\begin{align*}
\Delta Y^{\varepsilon}(t ; t)=\mathbf{E}\left[\int_{t}^{T} \kappa(r ; t)[p(r ; t) \delta b(r)+q(r ; t) \delta \sigma(r)\right. & +\frac{1}{2} P(r ; t)(\delta \sigma(r))^{2} \\
& +f(r, \bar{X}(r), \boldsymbol{u}(r), \bar{Y}(r ; t), \bar{Z}(r ; t)+p(r ; t) \delta \sigma(r) ; t) \\
& \left.\quad-f(r, \bar{X}(r), \overline{\boldsymbol{u}}(r), \bar{Y}(r ; t), \bar{Z}(r ; t) ; t)] \mathbb{1}_{E_{t}^{\varepsilon}}(r) d r\right] . \tag{A.3}
\end{align*}
$$

In conclusion, for any $s \in[t, T]$, by (A.2), (A.3) and the classic Lebesgue differentiation theorem,

$$
\begin{aligned}
\liminf _{\varepsilon \downarrow 0} \frac{J\left(\overline{\boldsymbol{u}}^{\varepsilon}(\cdot) ; t, x\right)-J(\overline{\boldsymbol{u}}(\cdot) ; t, x)}{\varepsilon} & =\lim _{\varepsilon \downarrow 0} \frac{\Delta Y^{\varepsilon}(t ; t)}{\varepsilon} \\
& =\mathbf{E}[\kappa(s ; t) \delta \mathcal{H}(s ; t, \boldsymbol{u}(s))]
\end{aligned}
$$

(see Definitions 12 and 13 and Notation 6), as it was our aim to prove.
Remark 35. $\kappa(t ; t)$ could have been defined, in (17), as a constant $>0$ not necessarily equal to 1 .
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