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Mixed ammonia–hydrogen molecule clusters [H2–(NH3)n] have been studied with the aim of explor-
ing the quantitative importance of the H2 quantum motion in defining their structure and energetics.
Minimum energy structures have been obtained employing genetic algorithm-based optimization
methods in conjunction with accurate pair potentials for NH3–NH3 and H2–NH3. These include both
a full 5D potential and a spherically averaged reduced surface mimicking the presence of a para-H2.
All the putative global minima for n ≥ 7 are characterized by H2 being adsorbed onto a rhomboidal
ammonia tetramer motif formed by two double donor and two double acceptor ammonia molecules.
In a few cases, the choice of specific rhombus seems to be directed by the vicinity of an ammo-
nia ad-molecule. Diffusion Monte Carlo simulations on a subset of the species obtained highlighted
important quantum effects in defining the H2 surface distribution, often resulting in populating rhom-
boidal sites different from the global minimum one, and showing a compelling correlation between
local geometrical features and the relative stability of surface H2. Clathrate-like species have also
been studied and suggested to be metastable over a broad range of conditions if formed. © 2013 AIP
Publishing LLC. [http://dx.doi.org/10.1063/1.4821648]

I. INTRODUCTION

Weak interactions between adsorbed molecules and solid
surfaces, including the ones inside nano-pores or nano-
cavities, are at the heart of many possible scientific inter-
ests and applications. For instance, spectroscopically study-
ing both the surface and adsorbed species may allow a more
detailed characterization of the surface structure and how
the latter facilitates or induces specific reactions. As typi-
cal examples, there are the studies on molecular adsorption
on water ice, with H2

1–8 and HX (X = Cl, Br)9–17 being
perhaps the most studied ad-species. Ammonia18 and small
hydrocarbons19 have also been studied for their peculiarity or
relevance. In a few cases, the thrust behind this effort has been
provided by the need for modeling processes in the interstellar
medium20–23 or in regions of earth atmosphere.24–26

Weak surface-small molecule interactions are also fun-
damental in separation science. For example, isotopic sep-
aration can be achieved exploiting a chromatographic-like
approach based on differences in binding energy induced by
nuclear spin statistics,2, 3, 5, 27 or intermolecular forces.28, 29 In-
terestingly, separation can be kinetically achieved exploiting
the coupling between quantum translational and rotational
motions.30–33 In the latter case, the effect is magnified by
small pores and leads to a ramping up of the selectivity to
a ratio of 50:1 for the pair T2/H2.31

Weak interactions between gases and nano- or porous
materials also bear relevance to the development of gas stor-
age methods employing mild conditions, the latter require-
ment being particularly important for the development of
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hydrogen fuel economy and the safe transportation of dan-
gerous gasses. Whether inside metal organic frameworks
(MOF)28, 34, 35 or in clathrates,36–39 the stored gas must be
trapped in liquid or solid phases tuning the balance between
the gas–gas and the gas–surface interactions. Thus, material–
gas forces must be sufficiently strong to nearly freeze one
or a few gas layers, therefore eliminating the size-dependent
change in melting and boiling points well known in cluster
physics.40, 41

Different from the driving forces that guide the formation
of solid materials (see, e.g., the MOF case42), the fundamen-
tal rules that govern the effects of the interaction between gas
molecules and material surfaces are far less clear despite a
few obvious guidelines based on gas molecular properties.28

This is especially true for quantum species such as H2 and
its isotopomers,43 which require an appropriate treatment
for several juxtaposing effects.2, 3, 5, 27, 30–33, 37, 38, 44 In the con-
text just presented, we thus consider interesting to investi-
gate the structure and energetics of small and medium sized
H2–(NH3)n aggregates. Apart from the lack of basic in-
formation on these systems, which include the general
study of the importance of quantum effects in describing
molecular aggregates, there are several interconnected and di-
rectly supporting motivations for applying ourselves to this
task:

1. Ammonia ice micro-grains compose clouds in the at-
mosphere of several planets and satellites45–47 providing
the mechanical support for chemical reactions involving
molecular species of several kind (among which H2).

2. Radiation damage of ammonia ice48, 49 may be a direct
source of molecular hydrogen as it is methane ice dust,50

a product that can be thermalized and adsorbed on the
surface.
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3. Hydrogen atoms may recombine into H2 on the sur-
face of ammonia ice, a common species in interstellar
space, as it happens on water ice,51, 52 the detailed under-
standing of the possible mechanism requiring energetics
details.53

4. Condensed mixtures of ammonia and hydrogen
molecules, whether as clathrates or “slush,” may be use-
ful for automotive transportation employing ammonia
fueled engines.

5. Since H2 adsorption properties of ammonia ice would
depend on its surface or micropore morphology as it
happens for water ice,2, 3 a better understanding of the
adsorption energy as a function of the surface struc-
tural motifs would be useful in interpreting possible
experiments.

6. H2 tagging can be used as a useful probe of local
structure if the substrate–H2 binding energy is of the
correct order of magnitude;54 forming mixed H2–NH3

species in cold environment may thus help elucidating
the structural details of ammonia clusters formed in gas
phase55–58 and He droplets.59, 60

Given the items discussed above, the explicit aims of the
present work are exploring (a) the possible structural effects
of adding a H2 molecule to a (NH3)n, if any, (b) the binding
sites on the cluster surface to understand the relationship be-
tween the local features and adsorption binding energy, and
(c) the quantum effects intrinsically associated with the libra-
tional motion of adsorbed H2. The latter can, in fact, modify
the classical energy landscape.

As the interaction energy between the hydrogen and am-
monia molecules is rather small in magnitude compared with
the one between two ammonia molecules,61–63 it has a neg-
ligible influence on the internal structure of NH3 and H2.63

This ought to be true also for the structure of ammonia clus-
ters, which are held together by stronger intermolecular forces
than between H2 and ammonia. It is however possible that
the energy landscape of the mixed clusters does not closely
follow the one for the pure species, the chance of reordering
being high in our case since the pure systems may present
nearly degenerate isomers (vide infra Secs. II B and III A)
as suggested in Ref. 64. Thus, our work starts with an exten-
sive search of putative global minima from preformed (NH3)n

aggregates (n = 3 − 20) over which H2 lands. This search
is conducted using a fully dimensional (i.e., 5D) rigid-rotor
potential energy surface (PES) and its 3D counterpart, spheri-
cally averaged over the orientation of H2.63 A selected subset
of clusters is subsequently simulated to investigate possible
quantum effects. A “vis á vis” comparison of the classical
and quantum results coming from the two PESs would also
aid in assessing the shortcomings introduced by the spherical
average from the quantitative viewpoint.65

II. METHODS

A. Potential energy surfaces

As customary with these kinds of studies, we employ a
pairwise potential to describe the interaction between the am-
monia molecules and the single H2 molecule in our species.

Specifically, we opted for using the PES recently developed
by us on the basis of MP4 calculations,63 for which a full
5D treatment of the rigid hydrogen molecule, and a rota-
tionally averaged 3D version (i.e., assuming uniform spatial
orientation for the para-H2) are readily available. As to the
3D surface, it is worth mentioning that it represents a point-
wise approximation of the true interaction when it is assumed
that the rotational motion of an interacting H2 is identical to
its free-rotor (i.e., non-interacting and decoupled) counterpart
at any location of its center of mass with respect to NH3.
The effect of such approximation has recently become bet-
ter quantified,66 so that its impact on the quantum treatment
of the remaining (vibrational) degrees of freedom is now rec-
ognized to be in the range of a few cm−1.

The 5D model is built as a sum of four sources for
electrostatic, dispersion, and repulsion interactions on am-
monia and one on the hydrogen molecule, each source be-
ing described with a short multipolar expansion whose terms
are weighted by distance depending exponential terms. The
choice of a pairwise model is in this case justified by the
low polarizability of the hydrogen molecule (α‖ = 6.383 and
α⊥ = 4.577 a.u.67), and thus by the expected small impact
of a self-consistent description of the induction approach.68

However, the direct polarization term is effectively introduced
by means of the multipolar expansion employed to describe
the electrostatic component of the surface. The 5D analyti-
cal surface63 presents a global minimum geometry with the
hydrogen molecule aligned to the ammonia C3 axis and on
the side of the nitrogen, with a De of roughly 0.7 kcal/mol
(245 cm−1). A second minimum (De ∼ 0.26 kcal/mol or
92.0 cm−1) is also found on the H-side of ammonia, with
the center of mass of H2 along a N–H vector and its bond
axis being nearly perpendicular to the latter. Upon reducing
the dimensionality of the PES by averaging over a uniform
distribution for the spherical angles (i.e., assuming decou-
pling between rotational and intermolecular vibrational mo-
tions for para-H2), the energetic ordering is inverted. In fact,
the minimum along the N–H vector has a De ∼ 0.18 kcal/mol
(63.4 cm−1), while the one along the C3 axis on the N-side
has a De ∼0.08 kcal/mol (23.7 cm−1). It is also worth remem-
bering that there is another minimum for para-H2 along the
C3 axis and located on the H-side with De =0.081 kcal/mol
(28.3 cm−1). From the data mentioned, it therefore appears
that the stronger quadrupole–dipole interaction between the
H atoms in H2 and the nitrogen accounted for by the 5D sur-
face is effectively “washed out” by the rotational average.

To describe the interaction between ammonia molecules,
we employed a rigid model including point charges, dis-
persion, and repulsion terms on all atoms, as well as an
induction term based on a single-step “charge on spring”
(CoS) model.64, 69 This PES, parameterized against extensive
MP2 calculations, has been used previously to study both
the energetics64, 70, 71 and isomer formation probabilities60 of
medium sized (NH3)n. When compared to BSSE-corrected
MP2/aug-cc-pVTZ calculation,72 the polarizable interaction
model appeared capable of correctly predicting the trend in
binding energy and global minimum structure as a function
of the number of ammonia molecules for (NH3)n (n = 2–5).
It also demonstrated the capability of correctly suggesting the
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presence of high lying minima never studied previously for
n =5 and 6.60 For the sake of the ensuing discussion, we
mention that VNH3 (Y1, . . . , Yn) predicts a fragmentation en-
ergy De ∼ 2.85 and 9.06 kcal/mol for the ammonia dimer and
trimer, respectively. A vis à vis comparison between these two
values clearly indicates the substantial many-body nature en-
gendered by the single-step CoS induction term.

Employing the aforementioned models, the PES for a
general H2–(NH3)n system ought to be written as

V (Y1, . . . , Yn, YH2 ) = VNH3 (Y1, . . . , Yn)

+
n∑

i=1

VH2−NH3 (Yi , YH2 ), (1)

where VNH3 (Y1, . . . , Yn) is the interaction potential be-
tween all the ammonia molecules, VH2−NH3 (Yi , YH2 ) is
the potential between the hydrogen molecule and the
ith ammonia molecule, Yi ≡ (xi, yi, zi, αi, βi, γi) and YH2

≡ (xH2 , yH2 , zH2 , φ, θ ). Here, the Cartesian coordinates indi-
cate the position of the molecular center of mass, while the
Euler or polar angles describe the molecular orientation with
respect to the laboratory frame. Importantly, the pairwise na-
ture of the ammonia–hydrogen surface, and the single-step
CoS model for induction in VNH3 (Y1, . . . , Yn) allow one to
analytically derive the force vector, which is needed for the
energy minimization employed during the search for putative
global minima as a function of n (vide infra Sec. II B).

B. Energy minimization

The structures and energies of the minima for the pure
ammonia clusters (NH3)2−20 have been determined in our
previous studies.64, 70 However, the complexity of the po-
tential energy surface for the NH3–NH3 interaction creates
challenges for the traditional implementation of the genetic
algorithm.73–77 The typical 40 generation with 100 children
for generation employed on the dodecamer, for example, is
not sufficient to find the second minimum we had obtained
in our earlier work.70 Therefore, before attempting to mini-
mize the full system in Eq. (1), we rerun a parallelized ver-
sion of the genetic algorithm on the pure ammonia clusters
(NH3)2−20, so that 11 000 children are created and minimized
for every generation. Two parents are selected using the low-
est energy criteria as best fitness, and the children are created
using a two point crossover operator.76

We use T = 0 Brownian dynamics to minimize the chil-
dren using finite differences to estimate the gradient of the
Lagrangian as we did in earlier work,64 and we end the Brow-
nian trajectory when the size of the potential energy gradient
is smaller than one part in 107. Notice that at T = 0 there is
no stochastic component in the dynamics, making it similar
to the steepest descent method with a fixed fractional step-
length; thus, the only advantage that comes from the approach
used by us for the minimization is related to code availability.
Each set of children is added to the pool of parent structures,
compared structurally, sorted energetically, and the bottom
100 distinct minima in this new list become the parent struc-
tures for the new generation. We terminate the search when
successive generations yield the same lowest 100 energy

TABLE I. Potential energy Vd
0 for the H2–(NH3)n putative global minimum,

the vertical H2 binding energy Dv , the H2 binding energy De with respect to
the parent (NH3)n, and the relaxation energy �r of (NH3)n from the structure
in the optimal H2–(NH3)n to its closest minimum. Data obtained using the
full 5D PES for H2–NH3, in cm−1.

n Vd
0 Dv De �r

3 − 3956.01 − 685.21 − 661.58 23.63
4 − 6059.90 − 690.13 − 641.95 48.18
5 − 7721.87 − 675.44 − 654.33 21.11
6 − 9520.55 − 720.14 − 692.42 27.72
7 − 11 922.07 − 1029.72 − 974.78 54.94
8 − 14 481.24 − 1038.97 − 915.62 123.35
9 − 16 273.70 − 1046.31 − 973.51 72.80
10 − 18 791.29 − 1213.14 − 1200.51 12.64
11 − 21 113.08 − 1054.97 − 1025.43 29.54
12 − 23 607.39 − 1038.59 − 987.05 51.54
13 − 25 947.96 − 1176.65 − 1161.15 15.50
14 − 28 214.13 − 1052.71 − 1036.08 16.63
15 − 30 727.40 − 1124.08 − 1109.49 14.59
16 − 33 204.14 − 1039.82 − 991.90 47.92
17 − 35 621.82 − 1119.26 − 1087.09 32.19
18 − 38 143.53 − 1114.09 − 1093.90 20.19
19 − 40 726.88 − 1103.56 − 1093.64 9.92
20 − 43 158.11 − 1373.04 − 1205.35 167.74

levels. We explore several variants on the parallel strategy and
greater detail on the exploration of the bare ammonia clusters
potential energy surface will be the subject of an upcoming
publication where structures for systems as large as (NH3)27

will be presented.
The ammonia–hydrogen interaction is significantly

smaller than the ammonia–ammonia interaction. As men-
tioned in Sec. I, we expect the hydrogen molecule to only
lightly perturb the structure of the ammonia cluster. There-
fore, the strategy we use to explore the minima of the po-
tential energy surface in Eq. (1) is slightly different. Assum-
ing that the presence of one hydrogen molecule would pro-
duce only a perturbation on the structure of the minima of
the bare system, we search for minima by running trajecto-
ries with the hydrogen molecule starting some distance away
from a minimum of (NH3)3−20 located at the center of the
laboratory frame. The structures of (NH3)3−20 corresponding
to the lowest five energy minima are selected as reasonable
starting points. For each ammonia cluster structure, a total of
110 trajectories are started by placing the para-H2 molecule
randomly on a sphere of radius R0 = 14.7 bohrs. For the 5D
hydrogen–ammonia surface, the starting orientation of the hy-
drogen molecule is selected randomly, the center of the hy-
drogen molecule is placed randomly on a sphere of radius
R0 = 16.7 bohrs, and this process is repeated 110 times as
well. For each trajectory, we seek the nearest minimum by
using T = 0 Brownian dynamics using the same terminating
criteria as for the pure ammonia systems. The lowest minima
found for each H2–(NH3)3−20 are further quenched by tight-
ening the size of the gradient to one part in 108 to produce the
values of V d

0 in Tables I and II. Additionally, since the global
minimum of the ammonia dodecamer and hexadecamer are
hollow cages, we start one trajectory for the full 5D surface
and one trajectory for the rotationally averaged surface with
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TABLE II. Potential energy Vd
0 for the H2–(NH3)n putative global mini-

mum, the vertical H2 binding energy Dv , the H2 binding energy De with
respect to the parent (NH3)n, and the relaxation energy �r of (NH3)n from
the structure in the optimal H2–(NH3)n to its closest minimum. Data obtained
using the spherically averaged 3D PES for H2–NH3, in cm−1.

n Vd
0 Dv De �r

3 − 3360.19 − 65.76 − 65.76 0.00
4 − 5485.44 − 67.49 − 67.49 0.00
5 − 7135.94 − 68.40 − 68.40 0.00
6 − 8918.68 − 82.91 − 82.46 0.45
7 − 11 052.36 − 90.21 − 90.08 0.13
8 − 13 645.17 − 79.80 − 79.56 0.24
9 − 15 387.84 − 87.70 − 87.65 0.06
10 − 17 676.80 − 86.97 − 85.81 1.46
11 − 20 176.67 − 89.08 − 89.02 0.06
12 − 22 727.16 − 77.40 − 77.37 0.03
13 − 24 867.42 − 80.83 − 80.61 0.23
14 − 27 263.32 − 86.14 − 85.26 0.87
15 − 29 702.03 − 83.61 − 84.11 − 0.51
16 − 32 286.70 − 74.84 − 74.46 0.38
17 − 34 641.14 − 109.84 − 106.41 3.43
18 − 37 156.78 − 109.60 − 107.15 2.45
19 − 39 725.37 − 96.98 − 92.12 4.86
20 − 42 132.42 − 93.21 − 94.05 − 0.86

the hydrogen in their respective centers. In all our minima
searches, we allow the degrees of freedom of the ammonia
cluster to relax and become distorted by the presence of the
hydrogen molecule, and we measure the ammonia–ammonia
contribution to the overall potential at the putative global min-
ima for each system. The difference between the latter number
and the energy of the global minimum of the bare cluster is
the perturbation energy �r reported in Tables I and II.

C. Quantum simulations

In this work, we employed the diffusion Monte Carlo
(DMC) method to investigate the most fundamental quan-
tum effects (zero point motion and energy, ZPE) for the title
systems. The reason for this choice is twofold. First, zero-
temperature simulations appear as the most precise approach
to investigate potential transferability as they are expected to
be more sensitive to the “wiggles and bumps” of the PES com-
pared to path-integral MC (PIMC) due to the exclusion of the
thermal effects. Second, the risk of broken ergodicity while
simulating highly quantum object such as H2 is reduced for
DMC compared to PIMC, which would require the use of
very long “bead and spring” chains to guarantee convergence
for states close to the ground state. Also, the ground state en-
ergy E0, which is the negative of the adiabatic dissociation en-
ergy D0, would represent better the relative stability of the dif-
ferent aggregates and the evolution of the former with respect
to the ammonia cluster size. Besides, E0 (or D0) would be the
quantity to compare with experimental results on adiabatic
desorption processes. Since DMC methods are well described
in the literature,78, 79 we provide only the details needed to un-
derstand the results presented in the following.

In our simulations, H2 is treated as a rigid rotor with
antisymmetric nuclear spin pairing (i.e., the para spin isomer

form) when using the 5D PES, or as a point particle when
described by the 3D surface. This choice is due to, first,
the orders of magnitude difference between vibrational fre-
quency of the H2 covalent bond and the rotational constant,
and, second, to the possible conversion from ortho-H2 to
para-H2 in presence of a spin center. The sufficiently strong
interaction between ammonia and hydrogen molecules allows
us to dispense with the use of a guiding wave function, a
choice that is expected to reduce the risk of introducing
structural biases in the sampled ground state wave function
ψ0; thus, the branching step during a DMC simulation is
carried out employing the “bare” interaction potential in Eq.
(1) as in the original algorithm.78 We take care, however, in
minimizing the “step to step” error during simulations68 as-
sociated with weight truncation, and employed the symmetric
w = exp[−δt{V (Ri) + V (Rf )}/2] form to define the branch-
ing weight of each walker. Here, δt is the time step used in the
simulation, whereas V (Ri,f ) is the value of the interaction
potential of the walker before (i) and after (f) the diffusion
step. The diffusion of the H2 center of mass is simulated
sampling Gaussian distributed displacements with variance
δt/m, with m = 3672.4 a.u. being the molecular mass of the
hydrogen molecule; the rotational diffusion of H2 needed in
the simulations employing the full 5D ammonia–hydrogen
molecules surface is simulated employing a recently pro-
posed algorithm80 capable of reducing the single step error
to second order in the time step δt and third in the curvature
R. This choice guarantees a robust second order error for the
average potential estimator of E0, which is employed in this
work due to the absence of the trial wave function.

The simulations are all run using a time step δt =100 a.u.
and employing 10 000–20 000 walkers to represent the sam-
pled ψ0 in the attempt of minimizing the population bias as-
sociated with the finite size ensemble of replicas. To avoid any
possible structural bias due to initial conditions, simulations
are started sampling the location of the center of mass of the
H2 molecules randomly inside a cube with side 20–30 bohrs;
for the simulations treating explicitly the rotational degrees of
freedom of H2, the initial orientation of each molecule is cho-
sen sampling a uniform distribution in φ and cos θ . Hydrogen
molecules with too much overlap with ammonia molecules
(creating too much repulsion) are discarded automatically by
the DMC simulations when starting the latter with a zero ref-
erence energy. To investigate the main characteristics of ψ0,
we opted for visualizing the CoM distribution of the hydro-
gen molecule as sampled during the DMC runs. Although
more accurate approaches converging to the appropriate limit
of sampling ψ2

0 are available,81, 82 our simple approach has
been found useful already in extracting qualitative informa-
tion for systems that are reasonably strongly bound.80, 83 We
will show in the following that this is the case also for the title
systems.

III. RESULTS

A. Optimization

Tables I and II show the energetic data for the putative
global minima obtained as described in Sec. II B. We report
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the total potential energy Vd
0 for H2–(NH3)n species, the ver-

tical dissociation Dv energy for H2 (i.e., the difference be-
tween Vd

0 and the potential for (NH3)n frozen in the optimal
H2–(NH3)n geometry), the adiabatic dissociation energy De

of H2 with respect to the optimized parent cluster, and the re-
laxation energy �r for the pure ammonia aggregate from the
H2–(NH3)n geometry to the optimal parent ammonia cluster.
The reasons that led us to include information on Dv and �r

are related to the possibility of a dissociation process (perhaps
mediated by photon adsorption) faster than the relaxation of
the ammonia aggregates, whose restructuring would have �r

as driving force.
We begin the discussion on the optimization results by

noticing that �r is found to be substantially larger when H2

is treated as a classical rigid body object (rb–H2, i.e., when
described by the 5D PES) than in the case of the spherically
averaged potential. We also highlight the 5D relaxation en-
ergy for n = 8 and 20 that gives indication of a slightly more
marked deformations associated to the “landing” of rb–H2.
The larger values of �r from the 5D PES are the direct con-
sequence of its interaction strength (nearly five times stronger
than for the 3D PES) in the attractive regions, and its capa-
bility of distorting more the underlying ammonia cluster. In
the case of the spherically averaged PES, a few �r values
take a negative signs despite an expected positive value. By
restarting trajectories, we were able to confirm that the small
negative �r for n = 15 and 20 in Table II are indeed related
to the optimization threshold; in fact, reducing the maximum
size of the gradient led to �r values smaller in magnitude.

For both Dv and De, it appears evident the effect of the
spherical average, which eliminates the anisotropy due to the
electrostatic quadrupole of H2 from the NH3–H2 interaction.
Nevertheless, it is clear from Figure 1 that the De versus n
landscape painted by the two model interactions is fairly sim-
ilar, with energy differences between neighbor species being
scaled downward by the weaker 3D PES. n = 14 and 20 de-
viates from the mentioned rule as a difference in “curvature”
in De (or Dv) versus n is present. A fairer comparison would,
however, only be possible using the quantum simulation re-
sults, as in the latter case one would also include the quantum

FIG. 1. Vertical and adiabatic dissociation energy (Dv and De, in cm−1) for
H2–(NH3)n as a function of the number n of ammonia molecules. The left
axis refers to species containing para-H2, while the right axis refers to species
containing the rigid-body H2 described by the 5D PES.

rotational motion of rb–H2. Since doing so allows one to un-
derstand better the interplay between rotational averaging and
vibrational motion, we shall discuss DMC results with this
point of view in mind (vide infra Sec. III B).

As for the relative fluctuation of the binding energy ver-
sus n, we notice that these are spread over a range of roughly
30% of the largest De in magnitude for both PESs when
n ≥ 7. Thus, no major size effects appear in this range. The
binding energy is, instead, substantially lower when n < 7.
It is also worth highlighting and bearing in mind the cases
of para-H2–(NH3)17 and para-H2–(NH3)18, for which the
large magnitude of De may indicate possible surface peculiar-
ities. To investigate the root cases for the mentioned finding,
Figures 2–5 show the structure of the putative global minima
for H2–(NH3)n (n =3–20).

From these, we notice that the lower magnitude of De

for n < 7 is related to a different location of H2 than in the
larger systems. In fact, both PESs collocate H2 externally on
the plane of the ring when n = 3–5, and over a tetrameric ring
of the “book” form64 for n = 6. Albeit small differences are
present in term of the precise location between the two PESs,

FIG. 2. Putative global minimum structure for H2–(NH3)n (n = 3–7). (Top row) rb–H2 described by the 5D PES; (bottom row) para-H2.
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FIG. 3. Putative global minimum structure for H2–(NH3)n (n = 8–12). (Top row) rb–H2 described by the 5D PES; (bottom row) para-H2.

there is an overall agreement between the main features (also,
vide infra for DMC simulations).

For the para-H2–(NH3)n species with n ≥ 7, the putative
global minima are mainly characterized by a surface bind-
ing motif built by rhomboidal ammonia tetramers (hence-
forth “rhombus”) containing two double donor (DD) and
two double acceptor (AA) molecules (e.g., see the topmost
face of H2–(NH3)8). Notice that with this spatial disposi-
tion, the DD ammonia molecules interact with para-H2 via
PES minimum along the C3 axis on the molecular H-side
(De = −28.3 cm−1); the two AA molecules, instead, inter-
act via the N-side minimum (De = −23.7 cm−1). Deviations
from this common motif are found for n = 13, 14, and 17–20.
In the case of n = 13, there is an open ring as a result of one
of the DD molecules being connected with an ammonia sit-
ting in a layer underneath the one of the rhombus interacting

with H2; aside from this detail, the overall structure is main-
tained. H2–(NH3)14, instead, has a different H-bond topology,
containing two donor–acceptor (DA) molecules as part of the
tetrameric ring together with a DD and an AA molecule. The
differences in the larger clusters emerge from the more com-
plicated surface structure, which features adsorbed molecules
with unsaturated H-bond that can be donated directly to H2

without competing with other molecules. This is particularly
evident for N = 17 in Figure 4; retrospectively, such finding
rationalizes the higher binding energy for the larger species
seen in Figure 1. Similarly, the nearly constant Dv for species
with N = 8–16 is well supported by the common H2 binding
motif, with deviation being correlated mainly to differences
in the distances and angles of the surface tetramer.

Similar conclusions emerge for the case of rb–H2–
(NH3)n (n = 8–20). In other words, the binding location

FIG. 4. Putative global minimum structure for H2–(NH3)n (n = 13–17). (Top row) rb–H2 described by the 5D PES; (bottom row) para-H2.
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FIG. 5. Putative global minimum structure for H2–(NH3)n (n = 18–20). (Top
row) rb–H2 described by the 5D PES; (bottom row) para-H2.

presents always an interaction between rb–H2 with the afore-
mentioned rhomboidal ring. Even in this case, the oscillations
in De and Dv versus n are to be attributed to differences in
the local structure of the tetrameric ring and, consequently,
to the final orientation of rb–H2. In many of the cases shown
in Figures 2–5, the dominant interaction mode seems to be
the one related to the deepest minimum of the rb–H2–(NH3)
potential,63 with rb–H2 donating a hydrogen bond to the lone
pair side of vicinal ammonia molecules. The only deviation
from a “rhombus” landing site is represented by the presence
of an ad-ammonia absorbed nearby in (NH3)20 (see the top
face of H2–(NH3)20 in Figure 5). Such feature represents an
additional source of interaction for the rigid-body H2, which
can thus increase its binding energy with the ammonia cluster.
It is such additional stabilization that rationalizes the larger
magnitude of the vertical binding energy seen for n = 20 in
Figure 1.

B. DMC simulations

From the species obtained using the optimization stage
described in Sec. III A, we selected a few systems for fur-
ther investigation by means of the DMC method. The cri-
teria for the selection were based on the opportunities to
better comprehend the competition between the most attrac-
tive structural motif (rhombus-like) present in the globally
optimized species, and the most likely ones (trimeric and
tetrameric rings) emerging from the simulation of ultra-cold
cluster formation.60 As indicated above, the vast majorities
of the putative global minima are derived from the adsorp-
tion of H2 on the cluster surface in correspondence with a
closed rhomboidal disposition of two AA and two DD am-
monia molecules and without any substantial rearrangement
in (NH3)n. Thus, our DMC simulations employed the global
minimum structure for the parent ammonia clusters keeping
the latter frozen. The rationale behind this choice is related to
the strong binding energy in ammonia clusters, the high in-
terconversion barriers between their isomers,70 and the struc-
tural stability indicated by DMC calculations for pure clus-
ters other than the pentamer.71 This choice, obviously, also

TABLE III. DMC E0 (=−D0), De binding energy (from Table I) and anhar-
monic ZPE for rb–H2–(NH3)n with the hydrogen molecule described using
the full 5D PES. Data in cm−1; the standard error of the data is smaller than
the last digit shown.

n E0 De ZPE

3 − 13.61 − 661.68 648.07
4 − 8.52 − 641.95 636.43
9 − 40.14 − 1046.31 1006.16
12a − 22.25 − 1038.59 1016.33
12b − 31.40 − 1010.44 979.03
16 − 26.05 − 1039.82 1013.77
17 − 28.37 − 1119.28 1090.90

a(NH3)12 with the same structure found for the global minimum of H2–(NH3)12.
b(NH3)12 with the same structure found for the global minimum of pure (NH3)12.

excludes possible effects due to the couplings (if any, given
the difference in energy84, 85) between intramolecular ammo-
nia modes and H2 quantum motion.

Since the ammonia moiety in the global minimum for rb–
H2–(NH3)12 differs from the global minimum of (NH3)12, we
deviated from the above prescription and employed both am-
monia skeletons. For comparative purposes, a similar strategy
is also applied to para-H2–(NH3)12, simulating ψ0 of both the
first and second lowest minima obtained using the 3D PES.
We notice that the second lowest minimum for the latter sur-
face is structurally equivalent to the global minimum of the
full 5D one; in other words, there is an inversion of the rela-
tive structural stability, albeit the potential energy difference
is only ∼70 cm−1.

In the simulation set, we also included the ammonia hep-
tadecamer as it has an ammonia molecule sitting on the sur-
face of the clusters with unsaturated N–H group close to a
rhombus. Our optimization employing the 3D PES suggested
the latter to be the preferential adsorption site. Finally, we also
included H2–(NH3)3 and H2–(NH3)4 for the sake of complete-
ness, employing the cyclic global minima as they are often
present in species formed in ultra-cold conditions.60

Tables III and IV show the results obtained with the DMC
simulations, together with the dissociation energy De defined
before (see Sec. III A). We begin by indicating that the spher-
ically averaged PES appears perfectly able to reproduce the

TABLE IV. DMC E0 (=−D0), De binding energy (from Table II) and an-
harmonic ZPE for H2–(NH3)n with the hydrogen molecule described as a
spherical object using the rotationally averaged PES for para-H2. Data in
cm−1; the standard error of the data is smaller than the last digit shown.

n E0 De ZPE

3 − 8.70 − 65.76 57.06
4 − 5.98 − 67.49 61.51
9 − 29.27 − 87.70 58.43
12a − 24.15 − 77.40 53.25
12b − 15.69 − 76.79 61.10
16 − 18.34 − 74.84 56.50
17 − 20.96 − 109.84 88.88

a(NH3)12 with the same structure found for the global minimum of para-H2–(NH3)12

and (NH3)12.
b(NH3)12 with the same structure in the second lowest minimum of para-H2–(NH3)12,
which is similar to the global minimum for H2–(NH3)12.
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FIG. 6. Graphical representation of the H2 center of mass distribution obtained from ψ0 as sampled by DMC for H2–(NH3)n (n = 3, 4, and 9). (Top row)
rb–H2 described by the 5D PES; (bottom row) para-H2.

relative energy ordering (hence, the hydrogen binding energy)
suggested by the more complicated 5D PES. In other words,
the relative stability of the clusters studied is the same despite
the substantial simplification introduced by the spherical av-
eraging. We also note that E0 results produced using the 5D
PES are always larger in magnitude (i.e., H2 is more strongly
bound) than for the spherically averaged 3D potential. This
finding is indeed not surprising in light of the possibility
afforded by the rigid rotor H2 to better adapt its wave func-
tion to the wiggles and bumps of the surface potential gener-
ated by the underlying ammonia clusters. The difference be-
tween E0 obtained employing the two PESs are in the range
7–11 cm−1 for the larger clusters, with the tendency of pre-
senting larger differences for the more strongly bound H2.
Clearly, a more precise match between quantum binding en-
ergies from the two PESs would represent a valuable result.
Two facts must however be considered while drawing a con-
clusion: first, the 5D potential energy landscape for H2 is quite
rough and the rigid rotor model is better able to adapt to the
surface; second, even the adiabatic treatment of H2 rotation
in the simpler H2–H2O complex indicates important effects
due to hindered rotations.65 In view of these observations and
since the relative difference in E0 between the 3D and 5D sets
of DMC results is at most 1% of the ZPE for the 5D PES, it
is not unreasonable to consider the 3D PES as providing an
overall sound description of the para-H2/NH3 interaction.

A closer look at the relative De and E0 stability as a func-
tion of n highlights the fact that these do not run parallel to
each other. For instance, we notice that the relative ordering
for the dodecamer described with the 5D PES is inverted, and
that the nonamer becomes fairly more stable than the heptade-
camer when simulated with DMC. Similar inversions are also
found for the 3D PES, albeit the initial difference in De are
clearly reduced by the spherically averaged surface. We in-
terpret the presence of such energetic reordering as directly

connected to the quantum nature of the adsorbed species, for
which an increased localization due to a somewhat deeper
(and likely also narrower) well of the global minimum may
induce a higher kinetic energy content in the system.71, 83, 86

To explore such possibility, we visually investigate the dis-
tribution of the center of mass for the hydrogen molecule as
sampled by means of DMC simulations employing both in-
teraction surfaces. Figures 6 and 7 show a few snapshots col-
lected from walker populations of roughly 10 000 replicas.

The result for the small clusters are presented in
Figure 6, and they show that similar distributions are built
by the two surfaces. Thus, the small structural differences
between the two PESs shown in Figure 2 for n = 3 and 4
are “smeared out” by the quantum motion. In fact, both H2–
(NH3)3 and H2–(NH3)4 show the center of mass of both rigid-
body and para-H2 to be distributed externally to the clus-
ters and reproducing fairly well the axial symmetry of these
species. For H2–(NH3)9, we notice that the highest population
is found above the rhombus that provides the strongest inter-
action with H2 (i.e., the one on which the hydrogen molecule
is adsorbed to form the lowest minimum), albeit for the rigid-
body hydrogen molecule there is secondary lobe located over
another rhomboidal structure opposite to the lowest potential
adsorption site. Interestingly, the latter structure has the two
opposite DD molecules presenting their dangling N–H bond
closer in orientation to the vector normal to the average plane
defined by the four N atoms than the case of the lowest poten-
tial adsorption site. Such structural detail seems to disfavor
the buildup of a local density of adsorbed H2 for both PES,
albeit it does that more for the 3D potential than for the 5D
one. The latter may exploit the additional degrees of freedom
to better adapt its distribution in order to interact more attrac-
tively with the potential surface, as suggested above.

Figure 7 displays the hydrogen distribution for the re-
maining clusters simulated with DMC. The main theme
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FIG. 7. Graphical representation of the H2 center of mass distribution obtained from ψ0 as sampled by DMC for H2–(NH3)n (n = 12, 16, and 17). The label
12a refers to the simulations run using the ammonia skeleton that gives the lowest minimum for n = 12 while using the 5D PES (distorted bicubic structure),
while 12b indicates simulations run using the lowest minimum of the pure ammonia cluster. (Top row) rb–H2 described by the 5D PES; (bottom row) para-H2.

emerging from the pictures appears to be, again, the localiza-
tion of the density above the rhombus motifs on the surface,
with a complete disregard for the structural motifs that are
more likely to appear under ultra-cold formation conditions.60

The asymmetries present in the distribution for n = 12 and
16 are justified by both the presence of slight structural dif-
ferences and by the fact that DMC is expected to be able to
produce a perfectly balanced coverage only in the limit of as
infinite number of replicas. It is only in this case that the popu-
lation bias introduced by the population control87 and by non-
completeness of the basis set used vanishes.68 In presence of
large energy barriers separating the attractive regions of the
potential, one should thus not be surprised by an unbalanced
distribution as we indeed obtained; the latter, however, still
presents a population over all energetically similar minima.

In the case of (NH3)12 highlighted above due to the inver-
sion of stability between the two isomers, we notice that the
global minimum of rb–H2–(NH3)12 contains only four rhom-
buses, each separated from the other three by a tetrameric ring
motif as in Figure 6. The global minimum for the reduced
PES, instead, presents six rhombuses sharing all vertex am-
monia molecules, together with eight trimer rings. Overall,
the second species is characterized by a higher curvature of its
surface, which has the net effect of affording a larger volume
over each rhombus before H2 is forced to overlap with a less
binding (or repulsive) region above a cyclic trimer motif. The
lower curvature of the global minimum rb–H2–(NH3)12 has
also, and perhaps more importantly, the net effect of forcing
the dangling N–H bonds of the two AA ammonia molecules
in the skeleton to be more perpendicular with respect to the
rhombus plane than in the case of the dodecahedral moiety;
the same happens for the two competing rhombuses in the
nonamer (vide supra).

Extending the same analysis to the other systems, it
emerges that there is a striking correlation between the rel-
ative stability, defined by E0 in Tables III and IV, and the
width of the rhomboidal well over which the highest H2 den-
sity dwells (see Figures 6 and 7). The width is gauged using
the distance between the H atoms in the upward pointing dan-
gling N–H bonds of the two AA molecules. Direct inspec-
tion of the cluster structures, in fact, gives 5.09, 4.91, 4.75,
4.46, and 4.39 Å, respectively, for the most and least pop-
ulated rhombuses in H2–(NH3)9, the most symmetric dode-
camer, the heptadecamer, and both the hexadecamer and the
least symmetric dodecamer. Such ordering clearly runs paral-
lel to the relative stability ranking obtained by DMC for both
PESs, the difference in energetic position between the hex-
adecamer and the least symmetric dodecamer being defined
by subtler effects such as the fact that the rhombus on the
hexadecamer is surrounded only by trimer rings. According
to our energy data, these afford an improved stability to the
adsorbed species compared to the tetrameric rings surround-
ing the adsorption site in the dodecamer.

Turning to the case of the heptadecamer, it is striking that
the global minimum region for the 3D PES is indeed not pop-
ulated at all despite its 22 cm−1 lower classical De than for the
nonamer; the whole population of replica is in fact displaced
onto the surface rhombus interacting with H2 in the global
minimum of the 5D PES. Inspecting the rhombus underlying
the global minimum for the reduced PES indeed provides a
justification for the DMC results, as the hydrogen atoms of the
two AA dangling N–H bonds sit at 4.20 Å from each other, a
distance that is clearly shorter than the one in the populated
rhombus in (NH3)17 and, for what it matters, any other pop-
ulated rhombus among the investigated clusters. In our eyes,
this is a staggering indication that the stronger confinement



124319-10 M. Mella and E. Curotto J. Chem. Phys. 139, 124319 (2013)

required to para-H2 in order to populate the surface region of
the global potential minimum plays indeed the key role, in-
ducing a quantum spill-over into surface regions with more
relaxed or absent geometrical restraints.

C. Clathrate-like species: H2@(NH3)12 and H2@(NH3)16

One of the long term reasons for developing a H2/NH3

PES and using it in quantum simulations of H2–NH3 mixtures
is to foster a better understanding of their thermodynamics
and phase diagram with a view toward fuel storage. There-
fore, we decided to investigate the energetics of species whose
water counterparts may play a role in developing hydrogen
storage technology. Recognizing that the global minima of
(NH3)12 and (NH3)16 are hollow cages, we thus run DMC
simulations with H2 placed inside these clusters in a clathrate-
like configuration. Our initial unbiased search for potential
energy minima showed no indication for these species among
the stationary structures obtained. Therefore, one might be led
to conclude that confining the hydrogen molecule may be en-
ergetically expensive compared to the surface adsorption. In-
deed, a local optimization starting from the preformed am-
monia dodecamer and hexadecamer gave a binding energy,
respectively, of +351(+702) and +65(+330) cm−1 for the
5D(3D) PES. By itself, this conclusion is already non-trivial,
as the internal width of the cages and the features of both the
5D and 3D PESs would, at least in principle, allow a stabi-
lizing superposition of attractive regions of the H2–NH3 PES.
Notice that the volume inside (NH3)12 and (NH3)16 is smaller
than the one inside the water dodecahedron found in clathrate
hydrates,39 where an overall attractive region for a single H2

is found.37, 38 It must, however, be recalled that such accom-
modating structure is created at the expenses of a substantial
amount of work (P∼200 MPa, T = 249 K) employed to re-
structure the spatial distribution of water molecules.36

Congruently with the classical data, our DMC results in-
dicate that H2 is not stable inside the two cages investigated.
For the 5D PES, we found E0 = 1097.2(3) and 658.1(4) cm−1

for the dodecamer and the hexadecamer, respectively. The
3D PES, instead, gave E0 = 1123.6(1) and 698.9(1) cm−1.
Comparing the two sets of results, we observe good cor-
respondence between the two models in terms of the ener-
getic ordering they predict. In terms of the ZPE of the en-
gulfed molecules, the ammonia cages represent indeed much
stronger confining regions than the water clathrates previously
studied,37, 38 for which it is found that ZPE = 177.2 cm−1 and
that it is possible to include two molecules while still having
E0 < 0.

With respect to the possible fate of the two clathrate-like
species under discussion, we notice that they resemble a par-
ticle (H2) inside a nearly spherical well, which has E0∝1/R2,
with R being the average radius. Thus, H2 inside the cages
is akin to a gas that exerts a pressure p onto the internal sur-
face of a container of volume V ∝ R3, as −kBT ( ∂ ln Z

∂V
)T (the

statistical mechanics definition of pressure) is non-zero even
at T = 0 K. The mechanical energy pV stored in the sys-
tem may, in principle, lead to a cage expansion, possibly its
breakup or, more likely, a restructuring of its hydrogen bond

network. The maximum amount of mechanical energy stored
in the system available for carrying out work would, however,
be E0 (the difference between the ground state energy of the
caged and un-caged H2), which is at most 1.9 kcal/mol. As
breaking a single hydrogen bond in ammonia clusters is ex-
pected to require more than 4 kcal/mol, it appears that the
caged species ought to be considered metastable as they do
not contain sufficient energy for breaking up. In other words,
such species may be kinetically stable and able to survive at
low temperature if formed, thus behaving in a way similar
to the hydrogen clathrates. The latter remain stable upon de-
creasing the pressure to 100 KPa from the 200 MPa needed
for the synthesis provided T remains below 248 K. Clearly, a
more definitive conclusion should be sought by simulating the
quantum ground and low temperature states of our clathrate-
like species employing either DMC or a curved manifolds ver-
sion of the ring polymer dynamics.88

IV. DISCUSSION AND CONCLUSIONS

Guided by general and specific interests in describing
molecules weakly interacting with solid surfaces, we have
explored the classical and quantum energy landscape of the
H2–(NH3)n systems, n = 3–20. Employing both 5D and ro-
tationally averaged 3D PESs to locate putative global min-
ima for the mentioned systems, we found that the two PESs
provide similar energy landscapes with H2 physisorbed on
the clusters, and that the most common adsorption site has a
rhomboidal disposition of the N atoms belonging to two AA
and two DD ammonia molecules. Albeit usually topologically
connected by hydrogen bonds, the DD molecules donate a hy-
drogen bond to a NH3 outside the rhomboidal structure in a
few cases. The preferential orientation of rb–H2 with respect
to the rhomboidal plane is found to be guided by the dona-
tion of a hydrogen bond to a nitrogen. No marked changes
in structure are found for the ammonia moiety in H2–(NH3)n

compared to pure clusters.
Similar adsorption sites are found for both rb–H2 and

para-H2 when simulated using DMC, the correlation of D0

with the width of the hydrogen rim in each rhombus indicat-
ing the key role played by confining forces. Frequently, the H2

density is located onto the classical minimum adsorption site;
only occasionally it also dwells over rhombuses with higher
potential energy, but with lower density (see n = 9 and 17).
However, neither rb–H2 nor para-H2 are ever found with den-
sity on rhombuses with a surface adsorbed NH3 nearby, and
this is despite the fact that these sites are the most strongly
bound from the classical potential point of view. Notice that
the strong correlation between E0 (or D0) and the width of
the hydrogen rim over the rhombuses, together with the lack
of H2 population on top of square and triangular motifs al-
low one to predict the H2 adsorption energy on the surfaces of
larger aggregates as ammonia ices. It would be, in fact, suffi-
cient to measure the distance between the dangling H atoms
of the DD molecules in a rhombus to obtain an estimate for
E0 from our data.

Finally, clathrate-like species (i.e., the hollow (NH3)12

and (NH3)16 filled with a single H2) are not stable when
compared to the parent clusters plus hydrogen molecule.
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However, the “quantum pressure” exerted by the engulfed H2

does not seem to be sufficiently strong to force a hydrogen-
bond breaking and its consequent escape. This conclusion,
however, needs to be carefully tested against simulations de-
scribing the ammonia skeleton as fully flexible, which ought
to involve additional development for DMC or the curved
manifolds version of the ring polymer dynamics.88 Work
along these directions is in progress in our laboratories.

The direct comparison of the 5D and 3D PESs data high-
lights an overall good capability of the reduced potential in
providing qualitatively (in terms of the location) and semi-
quantitatively (maximum error in E0 of ∼1% of the ZPE gen-
erated by using the 5D PES) correct results. The discrepancy
between the two models is mainly due to the absent ability of
para-H2 to adapt to the local surface “nuances.” Worth men-
tioning is the finding that rb–H2 remains hydrogen bonded
to the nitrogen of NH3 during DMC simulations; para-H2

prefers instead the region along the C3 axis on the H-side (re-
sults not shown). Comparing the latter results indicates that
rb–H2 may behave as a very anharmonic pendulum.

To contextualise our work, it is useful to compare with
the case of H2 adsorbed on water ice. We begin noticing
that our global minima involving rb–H2 have a larger De

than found for a model of rigid amorphous ice (deviations
in the range 75–310 cm−1).1 This is due to a deeper well in
our ammonia–H2 surface compared to the water–H2 model,89

the latter being too weakly binding compared to more recent
surfaces.90 Besides, the amorphous ice has a rougher surface
than our molecular-size grains. Despite the relative interaction
strengths and the surface disorder, our DMC results provide
smaller D0 than obtained simulating H2 on the amorphous ice
(175–640 cm−1).2 As it seems that H2 adsorbs onto the ice in
location structurally similar to the ones on our clusters, and
that the E0 = −20.98 cm−1 for H2–NH3 obtained with the
5D PES compares well with E0 = −34.74 cm−1 for H2–H2O
computed using a PES with a well of De = −234.15 cm−1,90

we find the discrepancy in D0 somewhat puzzling and difficult
to reconcile. Unfortunately, no direct comparison with exper-
imental results is possible, as the approach used for modeling
empirical H2 desorption data from water ice implies a com-
plicated ensemble average.7 As possible explanation, we sug-
gest that the amorphous ice surface might be rich on under-
coordinated O atoms, which would represent a preferential H2

adsorption site2 due to the stronger interaction. An equivalent
situation, with surface N atoms exposing their uncumbered
side outward, is not present in our systems.

Turning to the H2 tagging employed to improve spectro-
scopic resolution, we notice that our quantum binding ener-
gies (−40/−22 cm−1, or −62/−34 K) support the possibility
of adding H2 to a pre-formed ammonia cluster inside a He
droplet. It should also be possible to tag clusters in molec-
ular beams studies, albeit aggregates may need to be suffi-
ciently cold. Importantly, our data indicate a marked prefer-
ence for the rhomboidal motif, which is seldom found when
a fast energy dissipation is expected.60 Nevertheless, the most
frequent (and least bound, see Tables III and IV) tetrameric
motif60 should bind H2 strongly enough to generate a stable
adduct. A competition for H2 between this motif and trimeric
rings, also present in clusters formed under strong dissipation

regime,60 should however be expected based on the relative
stability and frequency. Such peculiarity may be exploited to
shed some light on the ammonia clusters formed by seeding
He droplets by recording the rotational spectrum of the ad-
sorbed H2.3

We would like to conclude recalling that the thrust for de-
veloping a H2–NH3 PES is the study of their condensed phase
aggregates, hoping to find phases or conditions useful in fuel
storage technology. In this respect, it seems fair to compare
the interaction strength of the 5D PES with possible storage
materials as aromatic frameworks.91 We thus notice that cor-
related calculation on a few aromatic species92 place the De of
H2 in the 290–350 cm−1 range, which is lower than for the 5D
PES (see Table I). Thus, it may seem that pores in amorphous
ammonia ice might be capable of binding more strongly a few
hydrogen molecules than graphene nanostructures,91 zeolite
imidazolate frameworks,93 but not carbon foams.94
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