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Chapter 1

Introduction and outline

Among the wide-ranged zoology of silicon-based detectors (see for exemple [1]), a
relatively novel class of devices called Silicon Photomultipliers (SiPMs henceover)
gained importance in the last years. It had been originally invented in Russia [2]
and the basic schematism of the device consists in an array of identical semi-
conductor diodes, working at high reverse bias, over the breakdown voltage, in
a geiger-Müller regime. Each diode is indipendent from the others, but they all
share a common output, so that the output current is proportional to the num-
ber of Geiger-Müller (sometimes in the text G-M) avalanches triggered. The
SiPM construction technology grants them many features, as a rigorous linear-
ity, gain values comparable to standard Photo-Multiplier Tubes, operability in
magnetic fields, compactness, limited power consumption.
Thus, in these years, many fields of experimental physics looked at these devices
with increasing attention.

In order to bring just a few exemples, it is worth mentioning that the first
group in the high energy particle physics to consider the use of SiPM was the
CALICE (CAlorimeter for the LInear Collider Experiment) group within the
International Linear Collider collaboration [3] [4]: the aim is to produce a high-
granularity calorimeter, in order to measure the details of an hadron shower,
combining energy information with tracking information.
In the CMS at the Large Hadron Collider, due to the presence of an intense
magnetic field within the solenoid, standard PMTs cannot operate. Thus, the
use of SiPMs coupled with scintillating matherial for the upgrade of the exper-
iment is under study [5] [6].
In medical physics blue sensive SiPMs are gaining importance, expecially as
part of an innovative detecting technology in PET machines [7], [8]and axial
PET [9].
In astrophisics, next generation of Cherenkov Array Telescopes are considering
the use of SiPMs as possible candidates for the photo-detection component (see
the design concepts [10])
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2 CHAPTER 1. INTRODUCTION AND OUTLINE

The thesis originates from and develops around the SiPM technology.
Starting from the need for a characterization protocol, which arose within the
RAPSODI1 project (which will be described with more detail in Chapter 4),
the first aim consisted in providing an exhaustive characterization protocol for
SiPMs and a phenomenological model for their response.
Subsequentely, faseability studyes have been conducted on the performances of
SiPMs as detectors in the biophysical techniques of Fluorescence Fluctuation
Spectroscopy. In such experiments, proteins are ligated with fluorophores with
decay time of the order of few nanoseconds and illuminated with pulsed laser
light: informations about the parameters of the system under observation are
obtained from the study of the fluctuation of the fluorescence intensity; the use
SiPMs, which are endowed with both a sub-nanosecond temporal resolution and
a high photon number resolution capabilities, could constitute an improvement
of the experimental conditions, provided a consistent modelization of their re-
sponse.

The thesis is organized as follows:

- in Chapter 2 basic principles of semiconductor devices physics will be
recalled: attention will be focused on models descibing impact ionization
and avalanche generation;

- in Chapter 3, Photo-Detection Efficiency, Gain and the other principal
figures of merit used to describe SiPM performances will be introducted;

- the need for characterization of SiPM performances will be made explicit
in Chapter 4, and principal results, with a particular attention to the
characterization of the temperature behaviour will be presented;

- going further on the phenomenological description of SiPM response, a
statistical model including crosstalk and dark count rate contribution will
be presented in Chapter 5;

- therefore, in Chapter 6 a general introduction of the Fluorescence Fluc-
truation Spectroscopy techniques will be held, providing the background
information for the Chapter 7, where results of application of SiPMs to
Photon Counting Histogram will be presented.

1a European founded project, which had the aim of developing three innovative radiaton
detection sensor, using the SiPM technology



Chapter 2

Are you experienced?

In this chapter, the essential properties of doped semiconductors will be recalled,
with the aim to outline a first general sketch of the physical principles behind
the operation of Silicon Photomultipliers (SiPMs hereafter).
In particular, after a brief introduction on intrinsic and extrinsic semiconductors,
the chapter will focus on the properties of a highly reverse biased p−n junction,
providing a description of the avalanche breakdown process, which is the core of
the SiPM concept.

2.1 General Properties of Semiconductors

2.1.1 Intrinsic semiconductors

Solid state matter with crystal structure can be described like a lattice of atoms1;
in this model, the energy levels are N-fold degenerate (where N is the number
of atoms forming the lattice), splitting into N different closely spaced energy
levels, so that for extremely large N the separation between two adjacent levels
becomes negligible: these structures are commonly addressed as energy bands;
the energy level of the valence electrons form the so called valence band, while the
immediately higher level degenerate into the conduction band and the difference
between the the energy EC of the bottom of the conduction band and the energy
EV of the top of the valence band is called energy gap corresponding to EG =
EC− EV .
If, for whatsoever reason, an electron in valence band gains enough energy to

pass the energy gap, moves to conduction band, leaving behind a vacancy or
a hole, as schematically depicted in Figure 2.1. For many puropses, electrons
in conduction band and holes in valence band can be described as respectively
negative and positive free particles with effective mass mn and mp.
The number of these free carriers in a semiconductor with very few impurities
(called intrinsic semiconductor) can be extimated relying on the Fermi-Dirac

1For a more detailed description see fundamental textbooks, as Lutz [11] or Sze [12]

3



4 CHAPTER 2. ARE YOU EXPERIENCED?

Figure 2.1: Pictorial view of the energy band in a semiconductor for electrons
and holes[11].

function, which regulates the occupation probability for an electronic state:

F (E) =
1

1 + exp
(

E−EF

kB ·T

) , (2.1)

where EF is the Fermi energy, defined as the energy corresponding to a level
whith occupation probability of one half, kB is the Boltzmann constant and T
the absolute temperature.
If EF is within the band gap and distant enough from the considered energy
levels, such an expression can be approximated as

Fn(E) ≈ e
−

E−EF
kB ·T (2.2)

for the electrons and

Fp(E) = 1 − F (E) ≈ e
−

EF −E

kB ·T (2.3)

for the holes.

The density of states in each band can be obtained by the standar quantization
using static waves in a unit of volume, obtaining

N(Ekin)dEkin = 4π

(
2m

h2

)3/2

E
1/2
kindEkin, (2.4)

where h is the Planck’s constant and m stands for the effective mass of the
particle under considaration.
Integrating the probability distribution expressed in Equations 2.2 and 2.3 over
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the energy bands using 2.4, the carrier density are obained, for electrons and
holes respectively:

n = 2

(
2πmnkBT

h2

)3/2

e
−

EC−EF
kBT = NCe

−
EC−EF

kBT (2.5)

p = 2

(
2πmpkBT

h2

)3/2

e
−

EF −EV
kBT = NV e

−
EF −EV

kBT , (2.6)

where NC and NV are the effective density of states in the conduction and va-
lence band respectively. The espression obtained from the product of the two
carrier concentrations depends on the band energy gap EG = EC − EV , being

n · p = NCNV e
−

EC−EV
kBT .

It is useful calculating explicitly the Fermi energy level EI for a intrinsic semi-
conductor and its carrier densities; with a negligible amount of impurities, their
density should be the same: so setting n = p = nI :

nI =
√

NCNV e
−

EG
2kBT (2.7)

and, using 2.5 and 2.6,

EI =
EC + EV

2
+

3kBT

4
ln

(
mp

mn

)

; (2.8)

this energy level presents a deviation from the middle of the band gap, due to
the difference in effective mass of the electron and the holes.

2.1.2 Extrinsic Semiconductors

In practice, intrinsic semiconductors are rarely used, since it is much more
convenient to alter the properties of these materials by adding small fractions
of specific impurities: this procedure is called doping.
If impurities possess one more valence electron in respect to the crystal atoms

(e.g. adding As atoms in a Si crystal) the elctron which is not used for the
valence bonding is free for conduction, thus obtaining an n-type semiconductor;
on the other side, the crystal can be doped with atoms with one less valence
electron (e.g. B in a Si crystal): as a result, one electron is missing in the
covalent bond creating a hole, thus obtaining a p-type semiconductor.
In the band model, the presence of these impurities locally originates extra
energy levels within the band gap, which can be of the donor type (ED), in case
of n-type doping, or acceptor (EA), in case of p dopant.
Consequentely, dopants are chosen so that free carrier generation is made more
probably than in the intrinsic semiconductor:

- ED levels are such that EC − ED ≪ EG and they are full of valence
electrons of the donor atoms: in this situation, these electrons can easily
pass in conduction band;



6 CHAPTER 2. ARE YOU EXPERIENCED?

Figure 2.2: Simple schematics of the energy band representation of a n-doped
semiconductor (left), a p-doped semiconductor (right), compared with an in-
trinsic semiconductor (middle); the picture had been taken from [11].

- EA levels, instead, are empty levels very close to the valence band (i.e.
EA − EV ≪ EG): in this case valence electrons of the crystal can easly
pass in these levels, thus creating a hole in valence band.

This situation can be described by a shift of the Fermi level EF from the intrinsic
level EI upward to the conduction band or downward to the valence band,
respectively in the case of the n-type and of the p-type doping. Up to fairly
high doping concentations, the respective Fermi energy levels can be obtained
from Equations 2.5 and 2.6, by setting the respective carrier concentration equal
to the donor (ND) or acceptor (NA) concentrations:

EC − EF = kBT ln

(
NC

ND

)

(2.9)

EF − EV = kBT ln

(
NV

NA

)

. (2.10)

Therefore, Equations 2.5 and 2.6 can be rewritten, with the help of equation
2.7, into:

n = nIe
EF −EI

kBT (2.11)

p = nIe
EI−EF

kBT . (2.12)

These two equations, combined, state that an increase of majority carriers, is
accompanied by a decrease of minority carriers, according to the following mass-
action law:

n · p = n2
I . (2.13)
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Figure 2.3: Band representation of a p − n juntion at thermal equilibrium:
on left energy bands for separated extrinsic n and p doped semiconductor are
schematically depicted; on the right, the energy bands when the two parts are
brought together; the picture had been taken from [11].

2.2 The p − n junctions

One of the most relevant application of extrinsic semiconductors is the so called
p − n junction, a structure obtained by joining together opposite doped semi-
conductors.
To understand the physics of these device, a first description of the behaviour
of this structure at the equilibrium will be provided, the under different biasing
conditions.

2.2.1 A p − n junction at the equilibrium

When two homogenuosly doped p and n regions, electrically neutral and at the
equilibrium are brought into contact, electrons start to diffuse into the p region
recombining with holes in the acceptor-doped region, thus creating a fix negative
charge; in the same way, holes diffusing into the n region recombine with donor
electrons, creating a region of positive charge; this space charge region creates
an electric field opposing to the spontaneous diffusion of majority carriers (i.e.
electrons from the n region and holes from the p region), thus reaching an
equilibrium.
From the band model point of view, the generation of a built-in potential Vbi

can be explained with the requirement for the Fermi level of the two extrinsic
semiconductor to line up at thermal equilibrium, as schematically illustrated in
Figure 2.3. The value of this voltage can be calculated from the difference of
the intrinsic levels in the neutral p and n regions.
Infact, using Equations 2.11 and 2.12 setting the majority carrier concentration
equal to the acceptor and donor concetation, we have:

ND = nIe
EF −En

I
kBT
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NA = nIe
E

p

I
−EF

kBT ,

which leads to

NA · ND = n2
Ie

E
p

I
−En

I
kBT ;

the value of Vbi is obtained inverting the above relation:

Vbi =
1

q
(Ep

I − En
I ) =

kBT

q
ln

(
NAND

n2
I

)

. (2.14)

Due to this built-in voltage, the space-charge region will be almost empty of
free carriers, while majority carriers concentration in the neutral region will be
large: it is a good approximation to assume a very thin transition region, so
that one can assume an abrupt change between the neutral and the depleted
region.
Under these approximations, a first calculation to find the depth of the depleted
region may be carried on: infact, it can be assumed that the electic field is
zero at the borders of the depleted region and outside it and that the potential
difference equals the built-in voltage. This corrisponds to fixing the total charge
in the depleted region equal to zero

NDdn = NAdp, (2.15)

where dn and dp correspond to the extension of the depleted region respectively
in the n and p region.
Consequentely, the electric field at the junction is given by

Emax =
1

εε0
qNDdn =

1

εε0
qNAdp, (2.16)

and the voltage steps are

Vn =
Emaxdn

2
Vp =

Emaxdp

2
;

setting the voltage V = Vn + Vp equal to Vbi, previous equations can be solved
to find the depth of the depleted rigion d = dn + dp:

d =

√

2εε0 (NA + ND)

qNAND
Vbi. (2.17)

In case of very asymmetric doping, where NA ≫ ND, the 2.17 can be approxi-
mated as

d ≈
√

2εε0

qND
Vbi. (2.18)

It is useful to further analyze the situation of the equilibrium of an unbiased
p − n junction: under these conditions, the net current through the system
has to be equal to zero. Nonetheless, carrier concentration are very different
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in the two neutral regions; for exemple electron concentration is very high in

the n region (nn0
∼ ND), while it is very low in the p region (np0

∼ n2
I

NA
);

this implies that diffusion current are expected from region with higher carrier
density towards the others but, since the global net current has to be zero, this
has to be counterbalanced by a current in the opposite direction: this balance
should be valid in any point of the junction for electron and holes separately.
Equations 2.11 and 2.12 can be used to estimate the carrier concentration at an
arbitrary position

nn = nIe
EF −En

I
kBT (2.19)

pp = nIe
E

p

I
−EF

kBT , (2.20)

so that the ratio of carriers in the neutral regions can be expressed as

n

nn
= e

−

EI−En
I

kBT (2.21)

p

pp
= e

−

E
p

I
−EI

kBT , (2.22)

and, similarly, the ratio of carriers of the same type is given by

np

nn
=

pn

pp
= e

−

E
p

I
−En

I
kBT = e

−q
Vbi

kBT . (2.23)

2.2.2 External Voltage

If an external voltage is applied to the junction, the system is no longer in
thermal equilibrium and the relations found in previous section can be used only
in an approximate way; nonetheless they are still useful in order to extimate the
properties of a biased juncttion.
If a forward bias (V > 0) is applied, the voltage across the junction will decrease
from the built-in value to Vbi − V ; this will cause the width of the space-charge
region to decrease, according to 2.17, to

d =

√

2εε0 (NA + ND)

qNAND
(Vbi − V ); (2.24)

if a high enough forward bias voltage is applied to the junction, the space-charge
region finally disappear or, in other words, the barrier formed by the built-in
potential is removed, allowing majority carriers to flow through the junction,
which in the end loses its diode characteristics.
In any case, expression 2.23 can still be used to extimate minority carrier con-
centration at the edge of the depleted region, expecting

np = nne
−q

Vbi−V

kBT = np0
e
q V

kBT (2.25)
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and similarly

pn = pn0
e
q V

kBT . (2.26)

Here np0
is the electron density at the edge of the neutral p region in the thermal

equilibrium case, which equals the electron density in the nonequilibrium inside
the neutral p region far away from the edge.
Since minority carriers diffusion current will be proportional to the deviation of
their concentration from the equilibrium values, an exponential behaviour for
the total diode current is expected:

J =
(
Jsn

+ Jsp

) (

e
qV

kBT − 1
)

= Js

(

e
qV

kBT − 1
)

, V < 0 (2.27)

where Js is the reverse bias saturation current : infact, according to Equa-
tion 2.27, if a reverse bias (V < 0) is applied to the junction, minority carrier
current will exponentially reach the limit value of Js. The entity of this satura-
tion current can be obtained solving the time-indipendent continuity equation
for the minority carriers with the edge condition of zero minority carriers con-
centration ot the edge towards the depleted region:

Dn
∂2np

∂x2
+ Gn − Rn = 0, (2.28)

where Dn is the Einstein diffusion coefficient, Gn and Rn respectively the car-
rier generation and recombination rate; however an explicit solution of the above
equation is of no interest in this context.

2.3 High Reverse Biasing: over the breakdown

Among all the properties of externally biased p−n junctions, it is of particular
interest in this context to explore in detail the behaviour of a semiconductor
diode when an external voltage is applied, intense enough to generate a electrical
breakdown in the junction: infact, this process is advantageously used in SiPMs
to provide a large signal corresponding to a detection event.

2.3.1 Breakdown

As showed in previous section, although qualitatively, according to Equation
2.27, for reverse bias voltages (V < 0), a net current of minority carriers is
generated, reaching a saturation value Js for large enough reverse bias. Further
increase in current is due to the growth of space charge region and consequent
increase of volume-generated current; however it is intuitively clear that this
behaviour cannot proceed indefinitely: at some point, electric field will become
so high that electrical breakdown will occurr and the reverse-bias current will
increase drastically.
There are two principal mechanisms at work:
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Figure 2.4: Band diagram qualitatively illustrating the process of impact ion-
ization: electrons are in red and holes in blue; this picture had been taken
from [13].

• one possibility is given by the so called Zener breakdown: in this case, the
process is driven by a strong external electric field, whose value is such that
electrons in covalent bonding are extracted by the applied electrical force;
in other terms, the electrical field can move electrons from the valence to
the conduction band;

• the second possibility is the avalance breakdown: here the process is orig-
inated by carriers (electrons and holes) that impact with the atoms of the
crystal: some of them are accelerated by the electrical field until they gain
enough energy to break the electron bonding and, in this way, generate
another electron - hole couple.

In the following, the mechanisms of avalance breakdown will be analyzed in
deeper detail.

When a elctron-hole couple is present in the diode depletion region, the electric
field causes their rapid drift in opposite directions; if a sufficiently high bias had
been applied, as had been mentioned before, these carriers will gain enough en-
ergy to be capable of ionizing by impact the lattice atoms: the carriers extracted
in this way will then start to drift across the depleted region and if, as schemat-
ically depicted in Figure 2.4, the field is intense enough, they will be capable
of impact ionization too, as well as the subsequentely extracted electron-hole
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pairs: the result is a self sustaining avalanche of carriers.
Assuming a depleted region of width W , under a biasing condition that make
impact ionization multiplication occur, the carrier drifts for a distance dx in the
depleted region, which will increase the number of carriers according to

dn = dp = αn(x)n(x)dx + αp(x)p(x)dx, (2.29)

where αn,p(x) are the ionization coefficients, respectively for electron and holes;
these coefficients are functions of the position x in the depleted region W , as
they are strongly dependent on electric field, doping profile, temperature, etc.
Assuming an asymmetric doping, with a hole concentration diffusing from the
undepleted p-region much larger than from the undepleted n-region, it is there-
fore a good approximation setting p(W ) = 0; thus, the hole concentration can
be rewritten as

p(x) = n(W ) − n(x), (2.30)

so that, via Equation 2.29, the following equation is obtained:

dn

dx
= (αn(x) − αp(x))n(x) + αp(x)n(W ). (2.31)

A solution can be found in the simplified case of αn(x) = αp(x) = α(x), which
leads to

n(W ) = n(0) +

∫ W

0

dx
dn

dx
= n(0) + n(W )

∫ W

0

dx α(x); (2.32)

defining the multiplication factor M = n(W )/n(0), one obtains

M =
1

1 −
∫ W

0
dxα(x)

. (2.33)

The condition for breakdown is expressed by M → +∞, which corresponds to

∫ W

0

dx α(x) = 1. (2.34)

An other treatment of Equation 2.29, under different approximations, had been
performed in [14] leading to

∫ W

0

dx αp(x) exp

{∫ x

0

dx′ (αn(x′) − αp(x
′))

}

= 1; (2.35)

starting from Equation 2.35, several calculations of the impac tionization coef-
ficients had been carried on, under different approximations.
In [16] expressions for impact ioniztion had been obtained under the approxi-

mation that αp = αn and for two different expression of the electric field across
the junction. The solution obtained in case of square field corresponds to:

1 − 1

M
≈ 1

2
W α(EM ), (2.36)
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Figure 2.5: Theoretical prediction of the breakdown voltage dependence ob-
tained in [15], for different semiconductors and different doping concentrations
and profiles.

where W is the width of the depleted region and EM is the electric field maxi-
mum which, in case of square field is given by:

EM = 1.5
V

W
= (1.5/W1)V

2/3 (2.37)

where V is the sum of the built-in potential and externally applied potential
across the junction and W1 is a technology dependent scale parameter.
In case of parabolic field, instead, ionization coefficent is given by

α(EM ) =
2

π

(
1.5

W 3
1

)
d

dEM

∫ EM

0

dE
(1 − 1/M)

(EM − E)1/2
(2.38)

and calculated numerically.
However, in [17] consistent discrepancies between the predictions given by Equa-
tions 2.37 and 2.38 and the experimental data had been brought to attention
and evaluations more adherent to observations had been obtained realeasing the
approximation of αp = αn. In particular, a phenomenological expression had
been proposed

αn,p(x) = an,pe
−bn,p/E(x) (2.39)

whose parameters an,p and bn,p (for electrons and holes, respectively) had to be
determined experimentally.
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It is worth to note that no exact values exist for ionization coefficient above
breakdown, since they are highly dependent on the the exact process of ioniza-
tion and the structure of the device, as stated for exemple in [18]; nonetheless,
results for Equation 2.39 obtained in [19] are often quoted and used in literature.

In parallel, attempt to analitically derive behaviour of breakdown voltage VBD

with temperature variations had been performed, through another analytical
evaluation of ionization coefficients: in [15] first results are presented, predicting
an exponential dependence of breakdown voltage from temperature, as shown
in Figure 2.5, even though appears to be strongly dependent from the techno-
logical parameters of the junction (semiconductors, doping profile): thus, the
consistence of these results with the linear dependence previously experimen-
tally found by various authors (see [16] and [20] for exemple), given by

VBD(T ) = VBD(T0) (1 + β (T − T0)) , (2.40)

may not be trivial, since for different construction specifications, the range of
validity of the linear approximation may vary significantly.

2.3.2 Geiger-Müller Avalanche

When the applied reverse bias voltage is in excess of the breakdown voltage
(VBD), the process of ionization by impact from accelerated carriers becomes
self-sustaining, which means that a non-negligible percentage of extracted car-
riers are themselves accelerated enough to be capable of ionize lattice atoms by
impact and so on, in an avalanche process.
To quantify this phenomenon, in [21] the functions Pn,p(x) had been introducted
and defined as the probability for respectively an electron and a hole to generate
an avalanche in the point x of the depleted region.
The probability that electron - hole pair generates such an avalanche is thus
given by

Ppair(x) = Pn(x) + Pp(x) − Pn(x)Pp(x) (2.41)

which is obtained from the complementary of the probability that neither the
electron nor the hole start the avalanche.
In a similar way, the probability that a carrier in position x + ∆x generates
an avalanche is obtained as the complementary probability that neither in the
previous position x nor in the path from x to x + ∆x the process had started;
this leads to a couple of differential equations for these probability distribution
functions

dPn(x)

dx
= (1 − Pn(x)) αn(x) (Pn(x) + Pp(x) − Pn(x)Pp(x)) (2.42)

dPp(x)

dx
= (1 − Pp(x)) αp(x) (Pn(x) + Pp(x) − Pn(x)Pp(x)) , (2.43)
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Figure 2.6: Comparison between the numerical solution of Equations 2.42
and 2.43 obtained in [21], and experimental values for the triggering probability
for electron and holes.

where, again, αn,p(x) are the ionization coefficients. It has been proven in [22]
that solving Equations 2.42 and 2.43 with the boundary conditions of

Pn(0) = Pp(W ) = 0

and in the limit that both Pn,p(x) approach zero, the Equation 2.35 is obtained,
meaning that triggering avalanche probability drops to zero for bias values re-
ducing to breakdown voltage.

Equations 2.42 and 2.43 had been numerically resolved in [21] for a step
function doping profile, showing a good agreement with experimental data, as
illustrated in Figure 2.6.



16 CHAPTER 2. ARE YOU EXPERIENCED?



Chapter 3

The Tool

Silicon Photo-Multipliers are an enabling technology, originally invented in Rus-
sia [2]. They essentially consist of an array of p-n junctions operated beyond
the breakdown voltage [16], in a Geiger-Müller regime [21] described in previous
chapter, with typical gain of the order of 106 and on-cell integrated quenching
mechanisms.
The technology development is by now focused on the spectral response, the
control of the dark count rate and the optical cross-talk, together with the
improvement of the photon detection efficiency; however devices are by now
commercially available and naturally bound to replace photo-multiplier tubes
for most of the high-end applications.

Silicon photo-sensors with internal multiplication are in use since more than a
decade[1]: Avalance Photo-Diodes (APDs) [23] are operated in a proportional
regime, with typical gains of 104 and sensitivity up to 50 A/W; Single-Photon
Avalanche Diodes (SPADs) [24], do feature single photon sensitivity and are
tailored for high frequency counting with time resolutions down to 50 ps; how-
ever, being made out of a single cell operated in binary mode, do not carry any
information about the intensity of the incoming light field.
SiPMs complement the family of existing sensors: with a cell density of ∼ 103/mm2,
areas up to 3 × 3 mm2 and a single output node, they offer the possibility of
measuring the intensity of the light field simply by counting the number of fired
cells.
In the following, the principal figures of merit characterizing these devices will
be discussed in more detail.

17
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Figure 3.1: Photo-Detection Efficiency for light of different wavelengh for three
different SiPM producted by Hamamatsu Photonics, taken from the data sheet
available on line at http://www.hamamatsu.com/ .

3.1 Photon Detection

Regardless of the specific architecture of the sensor, a series of events are nec-
essary in order to trigger a response:

1. a photon impinging on the detector surface must reach the depleted region;

2. a photon reaching the depleted region must extract an electron-hole pair,
whose elements start drifting;

3. carriers drifting through the depleted region must ignite an avalanche;

4. the signal generated by the avalanche must be detected by the external
electronics.

3.1.1 Photo-Detection Efficiency

When a photon flux of wavelenght λ and intensity Iλ
0 is travelling through a

medium, its intensity is attenuated according to the Beer-Lambert law

I(λ, z) = Iλ
0 e−α(λ)z, (3.1)

where z is the distance covered by the light in the medium and α(λ) is the so
called attenuation factor whose value depends obviously from the wavelenght
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of light flux and on the medium light is travelling in; it can be assumed that
attenuation of light in a semiconductor diode is essentially due to photons ex-
tracting electron-hole pairs (see for example [13]).
The probability for a photon of wavelenght λ to generate an electron-hole pair in
the depleted region is commonly addressed as quantum efficiency and it depends
on the exact stucture of the junction (thickness of the top undepleted layer, di-
mension of the depleted region and so on); in Figure 3.1 dependency of the
global detection efficiency from the impinging photon wavelenght is depicted:
its profile is due to different quantum efficiency values at different wavelenght.
The presence of a maximum is due to the fact (see [25]) that in case of light
impinging on a SiPM, fluxes of too short wavelenght are extinguished before
reaching the depleted region and carriers extracted in the top undepleted vol-
ume of the diode have a negligible probability of reaching the active region
before recombining; on the other hand, light of too long wavelenght will simply
pass through the depleted region, having a very low probability of extracting
any carrier.

Once electron-hole pairs had been generated, they start drifting through the
depleted region and can then trigger a Geiger-Müller avalanche, with a prob-
ability previously described in Chapter 2, whose main parameter, for a given
detector, is essentially the intensity of the overvoltage bias, that is the applied
bias voltage exceeding the breakdown voltage.
Thus, to obtain an enhanced blue sensitivity, which is of particular interest for
exemple in PET applications, efford has been spent to obtain a doping profile
which could maximize the top part of the depleted layer [25] [8].

These two probabilities both contribute to one of the key parameters describing
the performances of a SiPM, called Photo-Detection Efficiency (PDE) and is
defined as

PDE(λ,∆VOV ) = FF × PE(λ) × PA(∆VOV ), (3.2)

where PE(λ) is the quantum efficiency, PA(∆VOV ) is the probability for an
electron-hole pair extracted in the depleted region of generating a Geiger-Müller
avalanche for a give overvoltage bias ∆VOV . The factor FF , called fill factor,
is an additional parameter, whose value ranges from zero to one, representing
the fraction of active area over the total exposed area: this reduction of the
total active area is principally due to the cell bonding and quenching resistors;
nonetheless, distance between cells (i.e. inactive area) can be increased also for
reducing cross-talk effects, thus enhancing global sensor performances.

3.1.2 Temporal Resolution

Temporal resolution of photo-detection is a key parameter in many applica-
tions, noticeably TOF - PET applications, where time jitter of the order of
one-hundred picoseconds, coupled with fast scintillators, is requested (see for
exemple [8]).
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Figure 3.2: Comparative analysis of temporal resolution between an Hamamatsu
SiPM (left panel) and a FBK SiPM (right panel), performed in [26].

The simpliest method to evaluate this chatacteristic is to illuminate the device
under study with pulsed light and measure the temporal difference between a
signal synchronous with the light source and the SiPM output: the broadening
of the resulting histogram is an extimation of the device temporal resolution
(an exemple is illustrated in Figure 3.2).
This parameter is obviously technology dependent, but studies conducted con-
firm the SiPM sub-nanosecond capability and in many cases can reach values
of less than one hundred of picoseconds [26], [27].

3.2 Gain

The general beahviour of semiconductor diode working in avalanche mode can
be sketched with the simple circuital model depicted in Figure 3.3. The pre-
breakdown state can be represented as a capacitance CD, corresponding to the
junction capacitance, whose value can be fairly enough assumed as fixed for bias-
ing voltages greater than the fully depletion voltage; this capacitance is in series
with the quenching resistor RQ and charged at a bias voltage VBIAS > VBD,
this situation corresponding to the switch in the OFF position. Then, when a
carrier traverses the depleted region has a certain probability of triggering an
avalanche: if this happens, the new state can be modeled with the circuit in
Figure 3.3 with the switch in the ON position, adding a new resistor RS in par-
allel to the capacitance, representing both the resistance of the neutral regions
of the diode and the space-charge resistance, and a voltage source VBD. The
capacitance discharges through the series resistance with a time constant given
by the product τD = RSCD.
As the voltage on CD decreases, due to the current flowing through the quench-
ing resistance, the current approaches to its asymptotic value of (VBIAS −
VBD)/(RQ + RS) and, simultaneously the triggering probability drops to zero,
thus quenching the avalanche.
The new situation of turned off avalanche corresponds to the switch again in
the open position and the capacitor starts recharging to the bias voltage with a
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Figure 3.3: Schematic circuital model describing the behaviour of an avalanche
diode of capacity CD, with internal resistance RS , biased at VBIAS − VBR over
breakdown voltage and and with a passive quenching resistor RQ; the ignition of
the avalance corresponds to the switch moving to the ON position; this picture
had been taken from [25].

time characteristic τC = CDRQ.
For a biased junction, capacitance-voltage characteristic can be determined and
constitute useful parameters to describe the diode properties.
In particular, the capacitance CD of a biased diode with a depleted region W
whose depth is governed by Equation 2.24, can be calculated (see [11]) and
corresponds to:

1

CD
=

W

εε0
− 1

qN(W )

∂Vbi

∂W
, (3.3)

where ε and ε0 are the dielectric constants, q the carriers charge and N their
concentation. The second term of the previous equation is due to the variation of
built-in voltage with doping and thus is usually negligible, at least in conditions
of high reverse bias. Thus Equation 3.3 can be approximated as

CD =
εε0

W
. (3.4)

In case of high reverse bias exceeding the breakdown voltage, the increase of
the width W of the depleted region due to voltage increase becomes negligible:
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therefore, for a fully depleted junction, its capacitance could be considered as
fixed. Consequentely, as stated in [28] the amount of charge released by an
avalanche in a over-the-breakdown reverse biased junction, can be easily calcu-
lated using:

Q = qG = CD ∆V, (3.5)

where ∆V is the reverse bias in excess to the breakdown voltage. The properties
of the junction are often expressed through the parameter G, called gain, as it
indicates the number of carriers released in the process.

3.3 Dark Counts

Not all the measured G-M avalanches are originated from detection of impinging
photons: a certain amount of these events is due to electron-hole pairs thermally
extracted in the depleted region; because these events are triggered also in ab-
sence of external illumination of the diode, they are commonly addressed as
Dark Counts and the principal figure of merit used to describe their influence
on SiPMs performarces is the Dark Count Rate (DCR).

In Chapter 2 several Equations describing the carrier in density in conduction
band had been introduced and will be now recalled, making the temperature
dependence of these functions more explicit.
In particualer, Equations 2.25 and 2.26 describe the occupation density of mi-
nority carriers in case of external reverse bias across the junction; using Equa-
tions 2.19 and 2.20 the dependence from the intrinsic carrier density nI becomes
clear:

np = nIe
EF −En

I
kBT e

−q
Vbi−V

kBT (3.6)

pn = nIe
E

p

I
−EF

kBT e
q

Vbi−V

kBT . (3.7)

From Equations2.5, 2.6, and 2.7 a T 3/2 dependence of nI can be made explicit.

A much more accurate treatment of the thermally generated avalanches in-
cludes a contribution from the Shockley-Read-Hall effect (which turns out to
be dominant, see for exemple [13]): the presence of defects and impurities cre-
ates local energy traps within the depleted region, with energy level such as
Ev < Et < EC ; these traps allow an easyer carrier generation (and recombina-
tion, as well).
Staring from the continuity equation 2.28 and calculating the occupation prob-

ability using Equation 2.1, an extimation of the Shockley-Read-Hall carrier ther-
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Figure 3.4: Example of staircase curves for two different models of SiPM: in
the upper panel, a threshold scan of DCR for an STM TO8 prototype with
4900 cells separated by reflective trenches is shown, while in the lower panel a
scan of a Hamamatsu S10361-100C with 100 cells; both measurements had been
performed at room temperature. The higher cell number of the first one is the
principal motivation underneath the higher DCR values and the less resolved
shape of the “steps”.
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Figure 3.5: Oscilloscope screenshot a SiPM voltage output self-triggered; several
curves corresponding to the cell signals are clearly visible.

mal generation rate Gth can be done1 in absence of external illumination:

Gth =
Ntνth,nσnνth,pσpnI

νth,nσne
Et−EI

kBT + νth,pσpe
EI−Et

kBT

, (3.8)

where Nt in the defect concentration, νth is the thermal drift velocity, σ is the
capture cross-section; due to the presence of the intrinsic carrier density at the
numerator of the above expression, a contribution to the temperature depen-
dence proportional to T 3/2 is expected.

Since the subsequent avalanche triggering process is obviously identical to what
previously described, the signal output due to these dark counts is indistinguish-
able from ordinary detection signal; for this reason, the DCR value at varying
operational parameters (mostly bias voltage and temperature) is a relevant fig-
ure of merit to characterize the noise of the given detector.
One of the simpliest and although most exhaustive characterization of the DCR
beahviour of a given detector, is obtained performing a threshold scan measure-
ment of the sensor output without illumination; an example is illustrated in
Fig. 3.4: for the tipical shape of the output in logarithmic scale, these curves
are often referred as staircase curve. The first abrupt drop in the counts is as-
sociated to a treshold value such to neglect the signal of a single cell firing; the
presence of subsequent “steps” has its origin in optical cross-talk effects, more

1for the details of the calculation, of low interest in this context, see for exemple [11]
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than in simultaneous triggering of thermal extracted electron-hole pairs.
The shape itself of the step of the DCR scan illustrated in Figure 3.4 is worth a
comment. It appears clear that staircase shown in the upper panel, taken from
a sensor with 4900 cells, appears less resolved than the one shown in the lower
panel, acquired from a 100 cells SiPM; the resolution capability r of SiPM can
be described with

r ∝ ∆PP

σnoise
, (3.9)

where ∆PP is the peak separation and σnoise is the signal noise: for a reference
see Figure 3.5. For fixed ∆PP values, σnoise increases with the global cell number
of the device nc: for a first qualitative analysis, the gaussian noise broadening
of each peak is due to the sum of the noise contribution of each cell σ0

noise:

σnoise ∝ √
ncσ

0
noise. (3.10)

Moreover, sensor resolution decreases with increasing number of simultaneously
firing cells, as will be described with deeper detail in Chapter 4.

3.4 Optical Cross-Talk

The optical cross-talk is the G-M avalanche triggering due to an avalanche fir-
ing in a neighbour cell. The physical phenomenon underneath this effect is the
photon emission of accelarated carriers forming a G-M avalanche(see for exam-
ple [29], [30]): these photons travel through the crystal, attenuating according
the aforementioned Beer-Lambert law 3.1; photons reaching the depleted region
of a neighbour cell can then extract an electron-hole pair which, subsequentely,
can trigger an avalanche, and so on, in a cascade process.
It is thus clear that two main parameters influence the entity of this effect:

- structural parameters, mainly the distance between the SiPM cells: it has
been clearly shown that (see for example [31]), according to the prediction
of Eq. 3.1 cross-talk percentage decreases exponentially with increasing
distance between cells;

- since G-M avalanche triggering probability is ruled principally by over-
voltage bias (see for example [21]), increasing overvoltage increases the
number of optical cross-talk events.

An option to reduce diffusion of photons from one firing cell to neighbour diodes
is the insertion of reflective material trenches, as showed for example in [25],
which reduces the optical cross-talk at the price of a lower fill factor and thus a
lower PDE.

One of the simpliest method to measure the entity of this effect is based on the
analysis of threshold scan measurements of DCR: it is based on the assumption
that, performing such a measurement in absence of external illumination of
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Figure 3.6: In this picture taken from [31] it is clear the exponential dependence
of optical cross-talk probability from cell distance; different curves had been
evaluated for different capacitance diodes, where CMS = 100 fF: for fixed cell
distance, cross-talk increases with increasing capacitance, since more charge is
released in the avalanche process and more bremsstrahlung photons are emitted.

the device, only a negligible part of the counts over the one-photon threshold
(i.e. the threshold corrsponding to the output signal of one cell firing), is due
to simultaneous (i.e. within the time resolution of the SiPM, tipically at the
hundreds of picoseconds level) dark count events, while they are principally
originated from optical cross-talk. With this assumption, an estimation of the
fraction of cross-talk events can be obtained simply by

XT =
DCR1.5

DCR0.5
, (3.11)

where XT is the fraction of cross-talk events, and DCR0.5,1.5 are the dark count
rates obtained setting the threshold, respectively, between the zero and one pho-
ton level, and between the one and two photon level.
Measurements performed on different sensors show that optical cross-talk can

produce a relevant number of false positive output signal, thus creating rele-
vant deviations of the measured mean number of triggered cell from the mean
number of detected impinging photons; an example of these values is shown in
Table 3.1: two different sensors, from two different producers has been studied
and cross-talk measured at different biasing conditions. It clearly emerges how,
without reflective trenches, at high overvoltages, the fraction of cross-talk in-
duced events can reach high values, up to 30 - 40 % of the total measured events.
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STM TO8 (with trenches) SensL CSI 0740001 (w/out trenches)
Overvoltage (V) Cross-Talk (%) Overvoltage (V) Cross-Talk (%)

0.78 1.0 ± 0.1 0.92 5.6 ± 1.3
1.13 1.1 ± 0.1 1.92 11.7 ± 1.4
1.5 1.2 ± 0.1 2.92 22.1 ± 1.6
1.71 1.3 ± 0.1 3.92 32.4 ± 1.7

Table 3.1: In this table are listed, as an example, the results of our cross-talk
measurements on two different SiPMs, from two different productors.

3.5 Afterpulses

There is also a possibility that a G-M avalanche triggers a second avalanche
in the same cell: these kind of induced events are called afterpulses. This
phenomenon is tought to be caused by carriers extracted during the avalanche
process that are trapped in local potential minima and subsequentely released,
with a characteristic time ranging from few nanoseconds, up to microseconds ,
thus igniting another avalanche. The amount of charge added by this secondary
events depends on the state of the diode when the afterpulse is triggered, an
thus on the avalanche recovery time, according to [32]

ξ(t) = 1 − e
−

t
τR , (3.12)

where ξ(t) is the fraction of charge carried by an afterpulse ignited at a time t
after the previous avalanche triggering, in a diode with recovery characteristic
time τR; it is immediately clear that afterpulses occurring in the time region of
ξ(t) ≈ 1 are indistinguishable from an ordinary pulse.
The probability for an afterpulse being triggered at the time t after a prefious
pulse can be written as

PAP (t) =
1

τshort
e
−

t
τshort +

1

τlong
e
−

t
τlong (3.13)

as done in [32], where τshort,long are the escape characteristic time; in [33] (and
subsequentely by other authors, see [32] or [34]) it had been shown that a bet-
ter agreement with experimental data is obtained by the sum of two afterpulse
probability distributions, with two different time constants, describing a short
(τshort ∼ 10 ns) and a long (τlong ∼ 100 ns) temporal beahviour, making the
treatment of this effect utterly non-trivial.
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Chapter 4

Characterization: the key

to use SiPMs

SiPMs are powerful tools, with many intriguing features:

- their G-M operating mode grants them high gain, comparable to the values
archieved with standard PMTs;

- their cell structure grants them an enhanched linearity, with deviation
starting to become relevant when the average number of detected photons
approaches the same order of magnitude of the number of cells of the
device [35];

- the former, together with their pixelateded structure with a common out-
put, provides a high dynamic range, spanning from single photon regime
up to high intensities;

- the silicon-based technology of these devices grants them operability in
magnetic fields, compactness and relatively low cost.

On the other hand, since G-M avalanches triggered by electron-hole pairs ex-
tracted by detection of impinging photons are obviously indistinguishable from
ones originated from other processes, dealing with all possible sources of noise
is far from being trivial:

- thermally extracted electron-hole pairs are the origin of high Dark Count
Rates, with values ranging from several hundreds of kiloHertzs up to the
MegaHertz level, depending on the total number of cells, the operating
temperature and the over bias;

- spurious signals are also due to optical cross-talk: photons emitted by an
avalanche can travel through silicon and reach the depleted region in a
neighbour cell, thus triggering another avalanche;

29
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- last but not least, carriers extracted during an avalanche process may be
trapped in a false potential minimum in the depleted region: escaping
from that trap can originate an afterpulse avalanche, so called beacuse
the characteristic time for carriers escaping from the potential minimum
is such that it tipically happens shortly after (or even during) the recovery
of the previous avalanche.

The need for a characterization of the SiPM performances arose within the
framework of the RAPSODI1 project, in which the University of Insubria took
active and leading role, and which had the aim of developing three different
sensors using SiPMs, with three different operational requirements; the principle
behind each one of these sensors which will be briefly described in the following
subsections.

4.1 Characterization Protocol

Tests have been performed on existing devices with the main goal to define an
exhaustive protocol and to produce a comparative study. Three kind of detectors
were under test, from different manufacturers: SensL2, Hamamatsu Photonics3

and ST Microelectronics4. As shown in previous sections, the characterization
of detectors is a major task for all of the applications on SiPM, with application
dependent critical parameters: for example, DCR is an important parameter for
low event rate application and thermal stability is essential for portable devices.
For this reason the following exhaustive protocol has been developed with the
intention to focus on subsets of it, depending on the applications envisaged
within RAPSODI:

• Geometrical parameters (number of cells, size of detectors and occupancy
factor);

• I - V measurements;

• Noise measurements:

– Dark Counting Rate (DCR);

– Optical cross-talk;

– Dependence on the environmental parameters;

• Analysis of photon spectra:

– Resolution power;

– Gain;

1European founded project - COOP 32993 - RAPSODI
2http://sensl.com/
3http://www.hamamatsu.com/
4http://www.st.com/stonline/
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– Working point optimization (at low and large flux);

– Electronic noise measurement taking into account cell-to-cell varia-
tions;

– Dependence on the environmental parameters (Temperature);

• Linearity and dynamic range;

• Spectral response measurement:

– Photon Detection Efficiency.

In particular, studies on the temperature behaviour of the main SiPM param-
eters (such as gain, PDE, DCR and optical cross-talk) will be described with
deeper detail.

4.1.1 Experimental setup

In order to carry on this characterization protocol, a complete experimental
setup has been put in place in the Silicon detector laboratory at Università
degli Studi dell’ Insubria in Como.
As a light source, a green-emitting LED (λ = 510 nm) has been used, coupled
to a fast pulse generator PDL800-B PicoQuant. The SiPM output signal has
been delivered using the following acquisition chain and digital electronics:

• SiPMs were directly connected to a first stage amplification board:

- in experimental situations where the SiPM operated under a contin-
uous light flux, a Transimpedance pre-amplifier provided by SensL
has been used: this device converts the raw current from the SiPM
into a voltage, with an amplification of 470 V/A;

- when the SiPM was meant to operate in a pulsed light regime, a
different pre-amplifier had been used, called Pulse Amplifier and also
provided by SensL, which allowed the fast rise of the detector to be
exploited, providing an amplification factor of 20;

• a leading edge discriminator Lecroy 821 with a user-defined voltage thresh-
old which SiPM output has to exceed in order to provide a triggering
signal;

• in case of frequency measurements (e.g. DCR measurements), discrimina-
tor output has been directly delivered to a scaler;

• output of SiPM has been processed by a CAEN QDC V792N board:

- the board provides a charge measurement performing integration of
the input voltage signal, with a conversion time of 2.8 µs and a reset
time of 4 µs;
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- the temporal window of integration is obtained providing a gate NIM
signal,which must precede the analog input signal of at least 15 ns;

• digital information has been trasferred to the equippement computer through
a USB-VME Bridge CAEN .

The system composed by the investigated SiPM and a first-stage amplification
board, has been set in metal box sealed with grease, in which air has been re-
placed with helium. Eventually, cooling fluid has been pumped into the box
through a copper pipe, allowing controlled temperature variations. Temperaure
of the system has been measured by a thermistor placed in contact with the
external packaging of the sensor.

4.2 Different applications, different needs

The RAPSODI collaboration was an international collaboration, founded by the
European Commission, whose partners were: the University of Como, the In-
stitute for Theoretical and Experimental Physics5 (ITEP), Akademia Górniczo-
Hutnicza6 (AGH), PTW7, SensL8, FORIMTECH S.A. and Jiri Plch-specialni
merici metody. The aim of the project was the developement of three detectors,
using the SiPM technology:

- a real time dosimeter for mammography, called MAMMODOS;

- an ambient Radon concentration meter, called RADIM 7;

- a portable detector for illicit radioactive material transportation, called
The Snooper.

The main issues related to these three prototypes and the SiPMs will be briefly
presented in the following subsections.

4.2.1 MAMMODOS: real time dosimetry for mammogra-

phy

The device under study was meant to be a novelty in the field of mammography,
consisting in a cost-effective and compact instrument, composed by a very thin
detection plate (or a scintillation fiber), SiPMs as light sensors and a small local
display, to perform a real-time measurement of the dose delivered to a patient
during a mammography examination. The part introduced into the imaging
beam had to be engineered to be either fully tissue equivalent and homogeneous
or semi-opaque and clearly identifiable, with no possibility to be considered an

5http://www.itep.ru/eng/in eng.shtml
6http://www.agh.edu.pl/en
7http://www.ptw.de/
8http://sensl.com/
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artefact. The instrument had been designed to be used in contact with the
patient, mounted to the paddle of the mammography X-ray machine in such
a way that the display on the side can be visible during and especially after
the mammography examination: consequentely, the sensor must b capable of
measurements under a continuous flux regime.. The prototype consists of a
blue light emitting plastic tile9 (1 × 4 × 0.1 cm3) optically coupled to a 1 mm
diameter Wave Length Shifting (WLS) fiber, delivering light to SiPMs.
The whole instrument had to be characterized relying on four principal figures
of merit:

• precision: defined as the spread of the measurements for constant irradi-
ation conditions.

• sensitivity: defined as the minimum detectable variation in the dose rate.

• minimum detectable signal: differing from the sensitivity because of the
pedestal spread

• linearity measured against the dose rate in the region of interest.

All of them obviously have an influence on the choice of a proper model of SiPM:

- the main issue is related to linearity: infact, as the system has to be
compliant with dose rates ranging from 2 mGy/s up to 150 mGy/s (as
required by the council directive 97/43 EURATOM, article 8, sub-clause
6), the SiPM coupled with the WLS fiber should be able to provide a
robust linear response, spanning two order of magnitude of impinging
fluxes of light;

- at the same time, the same directive requires a 5 % sensitivity on dose
rates measurements, which implied a control an all possible sources of
noise, in particular DCR, which had to be as low as possible.

These two requirements are in a sort of contrast: in fact, the best way to en-
hance the linear dynamic range of the instrument is obviously to chose a SiPM
with high cell number but this implies an increment in DCR values and a wors-
ening of the detector sensitivity and minimum detectable signal; thus, to find
the optimal sensor for the MAMMODOS detector, all the available SiPMs had
to be characterized.
Different models of SiPMs had been tested under various aspects, in particular

concerning their linearity and dynamic range and part of the carried out tests
will be described in Section 4.2.1; in the end, the choice for the final proto-
type led to the detector CSI 0747 015 A20 HD, producted by SensL10 (SensL
9k henceover), whose main parameters had been measured and reported in Ta-
ble 4.1.

9Produced at ITEP, Moscow
10http://sensl.com/
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Sensor ID: CSI 0747 015 A20 HD
Number of Diodess: 8640
Area: 3 mm × 3 mm
Single Diode dimension: 20 µm × 20 µm
Breakdown Voltage: 28.04 V
Leakage current: 0.95 µA
DCR: 8 MHz
Optical Cross-Talk: 22.5 %
Gain: 106

PDE: 4 %

Table 4.1: SensL SiPM main characteristics. Measurements refer to room tem-
perature and a working point of +2 V with respect to the breakdown voltage.

I-V direct and indirect measurements

Studies on the output current of the SiPMs were of particular interest for the
MAMMODOS application, where the SiPMs were meant to operate under a
continuous flux (and not pulsed) of incoming light. Tests had been performed
in order to estimate the current range and the corresponding frequency of the
Geiger-Mueller avalanches: both figures are relevant in the design of a dedicated
front-end electronics. Moreover, the latter provides a significant figure for the
specific sensor, in term of linearity range against the mean time of arrival be-
tween photons.
The I-V curve directly measured for the sensor of interest using the Keithley
4200 Semiconductor Analyzer System is shown in Fig. 4.1. The current was also
measured indirectly by normalizing the charge integrated by the CAEN V792
QDC System over a well defined gate window. Values of the current for a set of
biasing voltages voltages were obtained as:

I = QDCcal
∆QDC

tgate

1

Kamp
, (4.1)

where QDCcal = 0.11 pC/channel is the QDC calibration constant; ∆QDC is
the most probable value of the integrated charge spectrum; tgate is the inte-
gration time and Kamp = 470/100 is the effective amplification factor of the
transimpedence amplifier.

An indirect estimate of the current beyond the breakdown voltage was also
obtained by measuring the Dark Count Rate (DCR), the cross talk and the
sensor gain. Assuming the current in the breakdown regime is actually domi-
nated by Geiger-Mueller avalanches, the values of the currents were obtained as:

I = GSiPM e− νA(1 + XT ), (4.2)

where e− is the electron charge, GSiPM is the gain of the SiPM, XT is the
cross-talk, defined as the ratio of the DCR at “half photoelectron” threshold
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Figure 4.1: I-V profile of the SensL CSI 0747 015 SiPM (SensL9k henceover);
mesurements were performed at 25.6 ◦C.

Bias [V] DCR0.5 [MHz] DCR1.5 [MHz] XT (%) Current [µA]
29.5 7.1 ± 0.8 0.9 ± 0.1 12.7 ± 2 0.82 ± 0.10
30.0 8.0 ± 0.9 1.8 ± 0.2 22.5 ± 3.5 1.53 ± 0.18
30.5 10.2 ± 1.1 3.2 ± 0.4 31.4 ± 4.8 2.80 ± 0.34
31.0 12.0 ± 1.3 5.3 ± 0.6 44.2 ± 6.8 4.53 ± 0.56
31.5 14.0 ± 1.5 8.0 ± 0.9 57.1 ± 8.8 6.94 ± 0.87

Table 4.2: DCR and XT values for the SensL 9k. Measurements performed at
room temperature.

and “one-and-half photoelectrons” threshold and νA is the avalanche frequency
which, in this peculiar situation of no light exposure, has been set equal to the
DCR0.5, the dark count rate at “half photoelctron” threshold; its contribution
to the total number of fired cells had been taken into account using Eq. 4.15.
DCR values are summarized in Table 4.2. Data point from the indirect mea-

surements are overlaid to the direct measurements in Figure 4.2 (upper panel),
showing a remarkable agreement. The deviation between the direct and indirect
measurements is shown in Figure 4.2 (lower panel).

In order to finalize these measurements for the MAMMODOS application,
the SiPM dynamic range had to be tested. The minimum current value was
estimated for the configuration where the radiation field was probed with a blue
emitting fiber, conveying the scintillation light to the sensor via a clear fiber.
Data are reported in Table 4.3; there, for each exposure value, the corresponding
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values of signal and baseline in QDC counts are presented: errors have been
estimated using the standard deviation of each QDC count distribution divided
by the squared root of the number of counts; the corresponding values of dose
rate are presented as well: these values have been evaluated multiplying the
charge measured by a conversion factor calculated using a calibrated equipment.
According to Equation 4.1, the minimal detectable current is 0.786 ± 0.005
µA. The Geiger-Mueller avalanche frequency is derived from Equation 4.2 and
corresponds to 4.1 ± 0.2 MHz; the error on the frequency has been calculated
propagating as well the error on our GSiPM and XT values. Taking into account
a PDE for the SensL 9k at room temperature, with 510 nm green light of about
3.3%, assuming no more than one visible photon/converted X-ray is actually
detected by the sensor, the mean time of arrival of the photons results to be
8.07 ± 0.39 ns.
The maximum current value has been estimated for the configuration where the
radiation field was probed with a tile, at the maximum mAs level and no filter
and correspond to a current of 147.4 ± 0.09 µA and an avalanche frequency
of 770 ± 35 MHz, namely a photon frequency of 23.3 ± 1.1 GHz. Data are
reported in Table 4.4, in a way similar to Table 4.3.
The number of cells triggered by impinging photons can thus be estimated by
solving simultaneously Eq. 4.1 and Eq. 4.2 with the following ansatz:

Ncells = νA × tgate, (4.3)

where νA is the avalanche frequency; as an example, values referring to Table 4.3
data have been plotted in Figure 4.3.
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Figure 4.2: Upper panel: I-V data for the Sensl 9k sensor; indirect measurement
from the QDC data are shown together with an estimate from the Dark Count
Rate. The reference points refer to the direct measurement. Lower panel:
percentage deviation of the estimates from the reference values.
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Set Exposure [mAs] Dose Rate [mGy/s] Signal Baseline Current [µA]
10 5.93 ± 0.02 1798 ± 1.0 1630 ± 0.1 0.786 ± 0.005
12 7.84 ± 0.03 1840 ± 0.9 1624 ± 0.1 1.001 ± 0.004
16 8.96 ± 0.03 1859 ± 0.9 1623 ± 0.1 1.105 ± 0.004
20 11.21 ± 0.04 1938 ± 1.0 1622 ± 0.1 1.479 ± 0.005
25 14.14 ± 0.05 2004 ± 1.0 1630 ± 0.1 1.752 ± 0.005
32 16.37 ± 0.06 2071 ± 1.2 1622 ± 0.1 2.102 ± 0.006
40 21.20 ± 0.08 2192 ± 1.2 1622 ± 0.1 2.668 ± 0.006
50 25.62 ± 0.09 2287 ± 1.3 1620 ± 0.1 3.122 ± 0.006
64 31.65 ± 0.12 2421 ± 1.4 1610 ± 0.1 3.796 ± 0.007
80 37.62 ± 0.14 2592 ± 1.5 1623 ± 0.1 4.536 ± 0.007
100 42.90 ± 0.16 2707 ± 1.6 1615 ± 0.1 5.111 ± 0.008

Table 4.3: Data regarding the minimal detected current using the SensL 9k
detector. Signal and baseline mean values and their errors are in QDC counts.
Integration time tgate is 5000 ns.

Exposure [mAs] Dose Rate [mGy/s] Signal Baseline Current [µA]
100 194.9 ± 1.5 3415 ± 1.9 266 ± 0.05 147.40 ± 0.09
80 163.7 ± 1.3 2987 ± 1.9 267 ± 0.05 127.32 ± 0.09
64 137.0 ± 1.1 2586 ± 1.7 269 ± 0.05 108.46 ± 0.08
50 109.6 ± 0.9 2186 ± 1.6 270 ± 0.05 89.69 ± 0.07
40 89.8 ± 0.7 1858 ± 1.5 272 ± 0.05 74.24 ± 0.07
32 73.0 ± 0.6 1592 ± 1.2 273 ± 0.05 61.74 ± 0.06
25 59.7 ± 0.5 1369 ± 1.2 273 ± 0.05 51.30 ± 0.06
20 48.7 ± 0.4 1183 ± 1.0 273 ± 0.05 42.60 ± 0.05
16 40.0 ± 0.3 1032 ± 1.0 275 ± 0.05 35.43 ± 0.05
12 33.7 ± 0.3 913 ± 0.8 276 ± 0.05 29.82 ± 0.04
10 24.2 ± 0.2 748 ± 0.8 276 ± 0.05 22.09 ± 0.04
08 17.8 ± 0.1 641 ± 0.7 278 ± 0.05 16.99 ± 0.03
05 9.8 ± 0.1 483 ± 0.5 279 ± 0.05 9.55 ± 0.03
04 6.6 ± 0.1 431 ± 0.5 281 ± 0.06 7.02 ± 0.02

Table 4.4: Data regarding the maximal detected current using the SensL 9k
detector. Signal and baseline mean values and their errors are in QDC counts.
Integration time tgate is 500 ns.
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Figure 4.3: Number of triggered cells evaluated for the data presented in Ta-
ble 4.3 (red dots) and for the cross-check experiment with pulsed light (green
square). Flux of pulsed light has been measured with the HAMAMATSU H5783
Photo Multiplier and counts ∼ 1900 photons per pulse.

A cross-check has been performed by illuminating the sensor with a single
pulse of light of known flux and measuring the QDC output: the number of
fired cells has then been evaluated multiplying the flux by the SensL 9k PDE;
the result has also been showed in Figure 4.3, proving the consistency of the
procedure. Therfore, from the outlined procedure, it emerged clearly that the
sensor informally called SensL 9k fulfilled the MAMMODOS specifications in
terms of electrical current for the dose rate of interest. Concerning the sensor
performance, the SensL 9k scores a significant result, being its linearity proven
till a Geiger-Mueller avalanche frequency up to 800 MHz.
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Figure 4.4: The Radon meter detection apparate prototype: a ZnS foil is en-
closed between two plastic holders and put in contact with WLS fibers which
deliver light to two SiPMs.

4.2.2 RADIM 7: measurement of ambiental Radon con-

centration

Measurements of ambiental Radon concentration are main issues for what con-
cerns occupational safety and health; these kind of detectors are meant to be
placed in close ambients for several days, in order to acquire enough statistics
to provide a reliable measurement.
Concentration measurements are performed via detection of alpha particles
emitted by Radon decay; thus, the prototype of the detection part of the RADIM
7 consisted in ZnS foil, sensible to alpha particles, coupled with WLS fibers, de-
livering light to two SiPMs, whose characteristics have to be compliant with a
pulsed light regime (in contrast to the requirement for the MAMMODOS, which
was meant to be operated under a constant light flux).
The main issue related with this detector is the fact that Radon concentration
is tipically quite low, so global Radon alpha emission in a close ambient is a
low rate process (Agenzia Regionale per la Protezione Ambientale - ARPA11,
fixed to 150 Bq/m3 the ward level of Rn concentration): thus dealing with false
positives was the main problem to solve, in order to archieve the desired low
flux sensitivity.

11documents can be found online on http://ita.arpalombardia.it/
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Threshold (p.e.) with source (kHz) w/out source (kHz)

1.5 195.12 229.27
2 181.71 130.49
2.5 102.44 74.27
3 49.76 13.17
3.5 32.93 5.73
4 17.93 1.24
4.5 12.78 0.36
5 10.88 0.09
5.5 10.29 0.02

Table 4.5: In this table coincidence measurements are presented. Coincidence
frequency had been measured, both with and without alpha source (241Am),
varying the comparator threshold for both sensors: threshold values are ex-
pressed in photoelectrons (p.e.), meaning that comparator had been set to a volt-
age level adequate to neglect the output of a number of simultaneous avalanches
corrsponding to the threshold level. Increasing the treshold level, the coinci-
dence counts measured without source decrease, while the counts with alpha
source reach a plateau value.

An exhasutive discussion on the technique used in order to obtain a close-to-
zero false positive condition is not possible, since it is partially covered by a
non-disclosure agreement; however, an important part of this mechanism can
be described and consisted in using the two SiPMs in coincidence mode, cou-
pling each one with a threshold discriminator: optimizing the threshold level
could then allow to neglet enough stocastic events (i.e. thermally generated
avalanches), to reach an adequate signal-to-noise ratio. This can be easily ex-
plained: the coincidence frequency νC of stocastic events is given by

νC = νA (1 − PB(0) ) + νB (1 − PA(0) ), (4.4)

where νA,B is the DCR of the sensor A and B respectively and PA,B(0) is
the probability of no dark count events from the sensor A and B respectively,
occuring during the coincidence gate time tC . Assuming a poissonian probability
distribution for the dark count events, the previous expression becomes

νC = νA (1 − e−νBtC ) + νB (1 − e−νAtC ) ≃ 2 νAνBtC . (4.5)

So, lowering the the DCR of each sensor (for example increasing the triggering
threshold), the stocastic coincidence dark count rate falls quadratically.
These requirements guide the choice of the optimal SiPM:

- sensors with low values of DCR are preferable;

- to optimize the efficiency of the alpha detection, high PDE levels are also
highly desirable;
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- since Radon detectors are left on the site of measurement for several days
of continuos data acquisition, they are exposed to temperature variations
which influence Photo-Detection Efficiency and gain: since comparator
thresholds do not change, uncontrolled gain variations can dramatically
worsen the signal-to-noise ratio; thus a clear knowledge of the temperature
behaviour of SiPMs is of utmost importance;

A first proof-of-principle test had been performed using un alpha emitting
source 241Am, changing comparator threshold in order to measure the same
over threshold dark counts for both SiPMs: results, performed at room tem-
perature are shown in Table 4.5: it is clear how, increasing the threshold, the
rate of stochastic coincidence events decrease, while the rate of alpha detection
events reaches a plateau.
These first tests seemed to confirm that the SensL 9k characteristics matched
with the operational requests for the Radon-meter.
Still, behaviour of gain and PDE at varying temperature remained an open issue
that could invalidate the SiPM choice: a too steep temperature dependence of
chosen SiPM parameters could make the realization of the prototype unfeasible.
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Threshold (p.e.) Counts (Hz)
57Co 241Am 137Cs 60Co no source

3.5 46.15 634.1 2927 - 35.6
4.5 15.38 451.9 2683 103.4 5.76
5.5 12.5 426.9 2634 101 5.00

Activity (kBq)
37 40 185 37 -

Table 4.6: Coincidence frequencyes measured for four different radionuclides for
different thresholds; threshold values are expressed in photoelectrons, meaning
the comparator had been set to a level adequate to neglet the output corre-
sponding to number of simultaneous avalanches lower than the threshold value.
It is clear that increasing threshold values, the coincidence frequencies reach a
plateu (different for each isotope due to different activity values and different de-
cay energies), meaning that stocastic events are almost entirely neglected. The
presence of a plateau value for dark count coincidence suggested the possibility
of a slight radioactive contamination of the scintillating crystal.

4.2.3 The Snooper: illicit radiocative material detection

The detector for illicit radioactive material called Snooper, was intended to be
a portable detector for homeland security application, capable of signaling the
presence of alpha, beta and gamma emitting radiocative materials, just after a
quick probing.
As in previous projects, operationals requirements for the detectors have an
impact on the SiPM parameters:

- ISO standard require a minimal dose rate which should trigger an alarm,
corresponding to 0.4 µSv/h after 3 s of investigating time; thus, to match
with this requirement, an high PDE value is of grat importance;

- due to the expected brief sampling time, the presence of false positive
could generate problems and should be kept as low as possible;

- as the detector is meant to be portable, indoor-outdoor temperature vari-
ations do not have to affect the efficiency of the instrument: performances
should not change within a temperature range varying from -15 ◦C up to
+ 45 ◦C.

To match these requirements, expecially the low flux sensitivity, a coincidence
setup analogue to the one used for the Radon-meter had been used, using a
scintillating crystal to convert alpha, beta and gamma radiation into visible
light to be detected by the SiPMs.
Since the minimal detectable dose was a main issue, SiPMs had been chosen
with large area, in order to maximize cristal emitted light collection; on the
other hand, as previously explained, these sensors posses higher DCR values,
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worsening the noise of the detector. Thus, to test the coincidence setup, a
threshold scan had been performed, using four different radionuclides of known
activity and the results are shown in Table 4.6, proving in this case as well
how increasing the sensor signal threshold allows to easily get rid of the dark
count coincidence events. From this proof-of-principle, the feasibility of the
device clearly emerges, since over a certain threshold the entire dark count
contribution to the triggered events is neglected; still, temperature behaviour
remains an open problem.

Figure 4.5: The Snooper detection part prototype: a polished YAP crystal with
square cross section, enveloped in a mylar foil is put direct contact with two
SiPMs.

4.3 Studying temperature behaviour

In order to understand quantitatively the effects of temperature changes on
SiPM main figures of merit, a dedicated set of measurements had to be accom-
plished. Procedure had been tested with SensL CSI 0747 015 A20 HD (whose
characteristics at room temperature listed previously in Tab. 4.1) and results
regarding this sensor will be presented in more detail in the following subsec-
tions. Once the procedure had been tested, it had been repeated with different
SiPM models: a SensL CSI 0740 001 A20 HD, an Hamamatsu S10362-11-100C
and an ST Microelectronics TO-8 prototype.
Sensors had been placed in the cooling box described in section 4.1.1, and dif-
ferent spectra had been acquired at different bias voltages and different tem-
peratures for gain and PDE measurements, along with DCR measurements at
different tresholds, useful for DCR and cross-talk evaluation.
In order to describe with deeper detail the procedure, a typical low-flux spec-

trum is shown in Fig. 4.7. The histogram is composed by the charge measure-
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Figure 4.6: Oscilloscope screenshot of the negative voltage output of a SiPM
(yellow), illuminated by a pulsed light source triggered by a NIM signal (green),
which is also used as integration gate. Several equally spaced curves can be
clearly recognized in the SiPM signal, progessively corresponding to the simul-
taneous firing of one, two, three (and so on) cells; the area subtended by the
first curve is proportional to the SiPM gain, while the width of each curve is
proportional to the stochastic noise of the device.

ments performed by the CAEN QDC of the output signal of the SiPM under
study: a waveform generator triggered both the light source and the gate needed
to perform the charge measurement (see Fig. 4.6). Thus the structure of the
histogram reflects the characteriscs of the SiPM, since the n-th peak position
represents the most probable output value (in released charge) of n cells firing
simultaneuosly and its gaussians broadening is due to stochasitc noise sources;
in this experimental situation, the very first peak represents the zero-photon
peak, i.e. the output of the QDC board with no SiPM signal. Thus, the broad-
ening of the n-th peak σn can be with good approximation described with the
following relation:

σ2
n = σ2

0 + nσ2
1 , (4.6)

where σ0 is the variance of the zero-photon peak, estimating the noise contibu-
tion due to the electronic chain, and σ1 is the variance of the first photon peak,
providing an estimation of the noise relative originated by the SiPM itself.
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Figure 4.7: Example of low flux spectrum of a SiPM; each histogram bin repre-
sent a single QDC channel, thus representing a charge measurement, precisely
0.11 pC per channel.

4.3.1 Gain

Gain had been evaluated by illuminating the SiPM with low photon flux, thus
obtaining a spectrum whose peaks are clearly recognizable: an example is shown
in Fig. 4.7. As the n-th peak corresponds to the mean charge released by n
Geiger-Müller avalanches, gain calculation has been straightforward, using the
following relation:

G =
QDCcal

e−Kamp
∆PP , (4.7)

where G is the gain, QDCcal = 0.11 pC/channel is the charge corresponding to
one QDC unit, e− is the elementary charge, Kamp is the global amplification
factor of the electronic setup, and ∆PP is distance in QDC units between two
adjacent peaks of the collected spectra.
In Fig. 4.8 the behavior of gain with bias voltage, at fixed temperatures, is
shown: a linear dependence in the range of interest is clearly observable and
varying temperature does not affect the slope of the extrapolated curves, within
the experimental errors. In Fig. 4.9 the same gain values are presented as func-
tion of the temperature, for fixed bias voltage: a linear behavior is still clearly
recognizable; in this case as well slope is not affected by the change of applied
bias.
This analysis suggests that gain can be expressed as a linear function of a
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SiPM Model mBD (mV/degree)

SensL CSI 0747 015 A20 HD 23.2 ± 1.4
SensL CSI 0740 001 A20 HD 23.6 ± 0.9
Hamamatsu S10362-11-100C 61.9 ± 0.7
STM T0-8 prototype 31.5 ± 0.1

Table 4.7: In this table are presented, for different SiPM models, obtained values
of the breakdown voltage rate of change with temperature; it obviously emerges
how these values are technology dependent: infact, the ones built by the same
producers with the same method present an almost identical value.

variable which can be re-scaled with temperature; since it is well known that
breakdown voltage has, in our range of interest, a linear dependence from tem-
perature [20], the over voltage, defined as the difference between the applied
bias voltage and the breakdown, is thus a suitable candidate.
The mentioned condition can be summarized in the equations

G(V, T ) = mV (V − VBD(T )), (4.8)

G(V, T ) = mT T + G(T0, V ), (4.9)

(4.10)

where mV and mT are the slopes of curves representing the gain as function,
respectively, of the bias voltage and of the temperature, while VBD(T ) is the
breakdown voltage and T0 is a reference temperature. Solving simultaneously
these equations for VBD(T ), the rate of change of the breakown voltage with
temperature has been found as given by

mBD = −mT

mV
. (4.11)

This same procedure had been applied to every SiPM that needed a characteri-
zation of the temperature behaviour. As clearly appears from the results listed
in Tab. 4.7, the values of mBD are technology dependent.
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Figure 4.8: Gain values plotted as function of bias voltage, for different tem-
peratures; a linear fit had been performed for each temperature set: obtained
fit slopes show compatible values.
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Figure 4.9: Gain had been plotted as function of temperature (expressed in
Celsius degrees), for fixed bias voltages; each set had been fitted using a linear
law: obtained slopes show compatible values.
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Figure 4.10: Gain plotted as a function of the over voltage values obtained
calculating breakdown voltage for each temperature; all the data set acquired
at different temperatures had been fitted with the same linear law.

Thus, using breakdown voltage value measured at room temperature (RT)
as a reference value, breakdown values for each temperature can be calculated
by rewriting Equation 2.40 as:

VBD(T ) = mBD(T − TRT ) + VBD(TRT ); (4.12)

using the above equation it is possible to express the gain and all the other
measured parameters as a function of the over voltage: in Fig. 4.10 gain has
been plotted versus over voltage, showing a global linear behavior indipendent
from the temperature.
Equation 4.12 can be profitebly adoperated to stabilize the operational param-
eters of a SiPM againist varying environmental conditions: if mBD is known
with enough precision and frequent measurements of the SiPM temperature are
preformed, the overvoltage across each cell can be maintained fixed simply con-
tinuously adjusting the applyed bias according to the temperature variations;
this idea led to a collaboration between Università dell’Insubria and CAEN, for
the realization of CAEN SP5600 General Purpose Power Supply and Amplifi-
cation Unit module with an integrated threshold discriminator.
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Figure 4.11: Example of staircase curve, obtained after three-stage amplifica-
tion.

4.3.2 Dark Count Rate

As explained in section 3.3, Dark Count Rate (DCR hereon) is the frequency
of the Geiger-Müller avalanches triggered by thermally extracted carriers. A
scan of the DCR at different threshold can be done, and the resulting plot (an
example is shown in Fig. 4.11) is characterized by a serie of plateaus whose
value decreases sharply (tipically one order of magnitude in frequency) for pre-
cise thresholds: this corresponds to settings of the discriminator higher than the
output signal respectively of the first photon, the second and so on: this kind
of plots are usually referred to as staircase functions.
DCR has been measured at different voltages and different temperatures, also
setting different discrimination thresholds; in Fig 4.12, for example, results for
“half photon threshold”12 are shown. A clear and expected dependance from
temperature is recognizable, as recalled in section 3.3.
An exhaustive knowledge of the DCR behaviour is of utmost importance, for a
complete characterization of all the sources of noise of the detector; in particu-
lare, as shown in previous sections, it can be a fundamental figure of merit for
low flux applications.

12The discriminator has been regulated with a threshold corresponding to half the output
signal of the first photon.
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Figure 4.12: DCR at different temperatures rescaled as function of the over
voltage, for a SensL SiPM.

4.3.3 Optical cross-talk

An electron avalanche is modelized as a microplasma; photons emitted by
plasma during this event have a certain probability to reach the neighbour
cell diodes and trigger a second avalanche: thus, the quantity named optical
cross-talk (for brevity simply cross-talk or XT hereon) is simply the percentage
of avalanches triggered by such a mechanism.
Cross-talk has been calculated starting from DCR measurements, using Equa-
tion 3.11, that is taking the ratio between the DCR frequencies measured setting
the discriminator threshold respectively at “one-and-half photon” and at “half
photon”. This method is based on the assumption that the probability that two
uncorrelated avalanches are triggered within the same rise time is negligible, so
that all the second photon events are due to cross-talk.
In Fig. 4.13 results of cross-talk evaluation are displayed: it is worth noticing

that, within experimental errors, cross-talk does not seem to possess a strong
temperature dependance.

4.3.4 Photo-Detection Efficency

Photo-Detection Efficiency (PDE) is a key parameter for every light detector
and, according to Equation 3.2, it is defined as the product of three terms:
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Figure 4.13: Cross-talk values plotted as function of the over voltage, at different
temperatures, for a SensL SiPM.

- Quantum Efficiency, the probability that the impinging photon produces
a charge carrier and it is a function of the incoming light wavelenght;

- the Geiger-Müller probability that the extracted carrier generates an avalanche,
and depends on the over voltage;

- the so called Fill Factor (FF), a geometrical factor which express the
fraction of the active area of the sensor, respect to the total area;

PDE value thus represents the fraction of impinging photons that are detected.
To measure this quantity, SiPMs have been illuminated with light whose inten-
sity Φ had been previously measured with a calibrated PMT HAMAMATSU
H5783 and then resulting spectra have been acquired; PDE has thus been eval-
uated estimating the mean number of measured photons < n >meas divided it
by the incoming light intensity:

PDE =
< n >meas

Φ
. (4.13)

In case of spectra where each photon peak could be resolved, < n >meas has
been evaluated by fitting the peak positions with a Poissonian curve and then
evaluating the mean value of the fit result distribution. In case peaks could not
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Figure 4.14: PDE values corrected taking into account cross-talk effects, for a
SensL SiPM. Wavelenght of impinging light is 510 nm.

have been resolved, < n >meas has been extimated using

< n >meas =
QDCcal

e− G Kamp
∆QDC, (4.14)

where G is the proper gain value, e− is the elementary charge, QDCcal = 0.11
pC is the charge per QDC unit, Kamp is the amplification factor of the electronic
chain, and ∆QDC is the difference between the mean value of the obtained spec-
trum and the pedestal position.
This method, howevever, provides a zero-order approximation of the PDE be-
cause it does not take into account cross-talk effects that can be as large as 40%
(see again Fig. 4.13 as a reference). To properly estimate the “real” number
< n >0 of impinging photons triggering an avalanche,the following relation has
been used:

< n >meas =
< n >o

1 − XT
≃ < n >o (1 + XT ), (4.15)

the approximation valid for small values of cross-talk; PDE values previously
obtained have thus been corrected using < n >0 as the mean number of de-
tected photons as shown in Fig. 4.14. Again, PDE0 does not seem to have any
remarkable temperature dependance, thus confirming the consistency of our re-
sults with the definition of PDE.
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Chapter 5

The output of SiPMs: a

statistical description

Charcterization is an important step in knowledge of SiPM technology, but
nonetheless it is just the first one. A further advancement in our studies on
SiPMs had been originated when the applicability of SiPMs as detectors in
Quantum Optics experiments had been tested: in particular, SiPMs had been
used in experiments aiming at the reconstruction of probability distribution of
light fields.
Adopting these devices in such measurements proved to be an intriguing chal-
lenge: their high photon number resolution capability is an advantageous fea-
ture, but the detectors themselves posses a behaviour significantly disclose from
the ideal bernoullian detection process, principally due to the presence of rele-
vant DCR and optical cross-talk; therefore, in order to properly reconstruct the
light field probability distribution, the contibution of these two effects to the
detector response had to be modelized.

Since the actual measurement concerns the output of the SiPM, providing a de-
scription of the probability distribution functions of the geiger-Müller avalanches
had been necessary in order to trace back to the statistic of the impinging light:

1. incoming light on the detector generates a certain number of G-M avalanches
by “ordinary detection”, the whole process governed by detector PDE;

2. DCR also contributes, because during integration time additional avalanches
are thermally generated and thus measured;

3. last, all the avalanches generated by detection and thermal extraction can
trigger additional events in neighbour cells by optical cross-talk: moreover,
these latter can themselves ignite neighbour cells in a cascade behaviour
which could not be trivial to describe.

55
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Once obtained a phenomenological mathematical expression of the probability
distribution of the G-M avalanches, two parallel and somehow complementary
pahts had been followed in order to analyze experimental data:

- a first procedure, called Method I, elaborated principally by the authors
of [36], which represents the generalization of the technique illustrated
in the same paper: this method is based on the explicit calculation of
a mathematical expression of the first three momenta of the probablity
distribution function;

- the other procedure, Method II, is based on the analysis of the peak-
resolving spectra and the fit of the obtained data about the statistics of
the G-M avalanches with the mathematical expression of the probability
distribution functions.

5.1 Detector response modelling

The response of an ideal detector to a light field can be described in a simple
way as a bernoullian process:

Bm,n(η) =

(
n
m

)

ηm(1 − η)n−m . (5.1)

being n the number of impinging photons over the integration time, m the
number of detected photons and η < 1 the photon-detection efficiency. Actually,
η is a single parameter quantifying detector effects and losses (intentional or
accidental) which can be tracked to the optical system. As far as SiPM are
concerned, detector effects are due to the quantum efficiency, the fill factor and
the avalanche triggering probability, namely the probability for a charge carrier
to develop a Geiger-Mueller quenched discharge [16, 21]. As a consequence, the
distribution Pm,det of the number of detected photons, that is the GM avalanches
actually corresponding to a detected photon, triggered by a photo-electron has
to be linked to the distribution Pn,ph of the number of photons in the light
under measurement by [37, 38, 39]:

Pm,det =

∞∑

n=m

Bm,n(η)Pn,ph . (5.2)

It can be demonstrated [40] that for a combination of classical light states the
statistics is preserved by the primary detection process.

This simple description has to be further developed to link Pm,det to the
probability density distribution of the GM avalanches of any origin. First we
must take into account spurious hits and cross-talk effects, not negligible in the
detectors being studied. The dark count rate results in a poissonian process
which can be described as:

Pm,dc = mm
dc/m! exp(−mdc) , (5.3)
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where mdc is the mean number of dark counts during the gate window (or

integration time) and σ
(2)
m,dc = σ

(3)
m,dc = mdc.

As a consequence, the statistics of the recorded pulses may be described as:

Pm,det+dc =

m∑

i=0

Pi,dcPm−i,det , (5.4)

obviously shifting the mean value and increasing variance and third-order central
moment according to

mdet+dc = mdet + mdc, (5.5)

σ
(2)
m,det+dc = σ

(2)
m,det + σ

(2)
m,dc = σ

(2)
m,det + mdc, (5.6)

σ
(3)
m,det+dc = σ

(3)
m,det + σ

(3)
m,dc = σ

(3)
m,det + mdc. (5.7)

As a further step, cross-talk effects shall be taken into account. Cross-talk is a
genuine cascade phenomenon that can be described at first order as [41]

Ck,l(xt) =

(
l

k − l

)

xk−l
t (1 − xt)

2l−k . (5.8)

being xt the (constant) probability that the GM avalanche of a cell triggers a
second cell (which becomes equivalent to the cross-talk probability XT in the
limit of XT → 0), l the number of dark counts and photo-triggered avalanches
and k the actual light signal amplitude.

Within this first-order approximation, the actual sensor response is described
by

Pk,cross =
k∑

m=0

Ck,m(xt)Pm,det+dc , (5.9)

characterized by

kcross = (1 + xt)mdet+dc, (5.10)

σ
(2)
k,cross = (1 + xt)

2σ
(2)
m,det+dc + xt(1 − xt)mm,det+dc, (5.11)

σ
(3)
k,cross = (1 + xt)

3σ
(3)
m,det+dc + 3xt(1 − x2

t )σ
(2)
m,det+dc +

+ xt(1 − 3xt + 2x2
t )mm,det+dc. (5.12)

In the following we refer to this analytical model as Method I. We also consider
a better refined model (vide infra, Method II ) offering, in principle, an extended
range of application but paying the price of being limited to a numerical rather
than analytical solution.

Irrespective of the model, the amplification and digitization processes that
produces the output x can simply be described as a multiplicative parameter
G:

Px,out = GPGk,cross , (5.13)

conveniently scaling the momenta as xout = Gkcross, σ
(2)
x,out = G2σ

(2)
k,cross and

σ
(3)
x,out = G3σ

(3)
k,cross.
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5.1.1 Method I: an analytical evaluation of the second and

third order momenta

This approach extends the method presented in [36] to detectors with a sig-
nificant dark count rate and first order cross-talk effects. Experimentally, it is
based on the detection of a light field performed by varying, in a controlled way,
the optical losses , i.e. η, with detector parameters presumed to be constant
throughout the η scan.

The second-order momentum of the recorded pulse distribution Px,out can
be used to evaluate the Fano factor:

Fx,out =
σ

(2)
x,out

xout
= G

σ
(2)
k,cross

kcross

= G(1 + xt)
σ

(2)
m,det+dc

mdet+dc
+ G

xt(1 − xt)

1 + xt

=
Qdet+dc

mdet+dc
xout + G

1 + 3xt

1 + xt
, (5.14)

where Qdet+dc = σ
(2)
m,det+dc/mdet+dc − 1 is the Mandel factor of the primary

charges. Note that, due to dark-counts, the coefficient of xout in Eq. (5.14)
cannot be written as Qph/n [36, 42], that is, the coefficient Qdet+dc/mdet+dc

does not only depend on the light field to be measured.

Similarly we can calculate a sort of symmetry parameter

Sx,out =
σ

(3)
x,out

xout
= G2

σ
(3)
k,cross

kcross

= G2(1 + xt)
2
σ

(3)
m,det+dc

mdet+dc
+ 3G2xt(1 − xt)

σ
(2)
m,det+dc

mdet+dc
+ G2 xt(1 − 3xt + 2x2

t )

1 + xt

=
Qs,det+dc − 3Qdet+dc

m2
det+dc

x2
out + G

1 + 3xt

1 + xt

Qdet+dc

mdet+dc
xout + G2 1 + 7xt

1 + xt
, (5.15)

where Qs,det+dc = σ
(3)
m,det+dc/mdet+dc − 1.

Note that in the presence of dark-counts both coefficients (Qs,det+dc−3Qdet+dc)/m2
det+dc

and Qdet+dc/mdet+dc are no-more independent of the light under measurement
[40]. We will see how this modifies the results in the following examples involv-
ing classical light states for which the statistics of detected photons is the same
as that of photons.

A validation and a comparison of the proposed model was performed by
sampling coherent and multi-thermal light fields, where the proposed model
can be specified as follows.
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5.1.2 Method II: a numerical evaluation based on the photon-

number resolving properties of SiPM

The above mentioned self-consistent method is very powerful, but requires the
acquisition of several histograms at varying η, which could not always be easy
to perform, or possible at all, in many practical applications: from this point of
view, the possibility to analyze each spectrum independently looks complemen-
tary to the self-consistent approach. This analysis had been performed with a
two-step procedure:

- the areas of the spectrum peaks had been measured, thus obtaining an
estimation of the number of counts per peak;

- the obtained data points had been fitted with a theoretical function, which
takes into account the statistics of light, detection and all deviations of
the detectors from ideality, such as DCR and cross-talk effects.

To evaluate the area of each peak, a multi-peak fit of the spectrum histogram
had been performed, modelling each peak with a Gauss-Hermite function [43]:

GH = Ne−w2/2
[
1 + 3hH3(w) + 4hH4(w)

]
, (5.16)

where

w =
x − x̄

σ
; (5.17)

and N is a normalization factor, x̄ is the peak position and σ is the variance of
the gaussian function; H3(w) and H4(w) are the third and the fourth normalized
hermite polynomials and their contribution gives the asymmetry of the peak
shape, whose entity is regulated by the pre-factors 3h and 4h, with values in
the range [−1, 1]. The global fit function of the spectrum is a sum of as many
Gauss-Hermite function as the number of resolved peaks.
The choice of the GH-function in Eq. (5.16) allowed to calculate the area An of
the n-th peak in a very straightfoward way, simply by the relation

An = Nn σn (
√

2π + 4hn). (5.18)

The error σAn
on the obtained value had been calculated by propagating the

errors on the fit parameters.
This analysis is also useful in order to calculate the system gain G: in fact,
from the fitted values of the peak positions x̄n it is immediate cakculating the
peak-to-peak distance ∆ for all the resolved peaks:

∆n,n+1 = x̄n+1 − x̄n. (5.19)

The error σ∆n,n+1
associated to this value can be once again obtained by prop-

agating the fit errors of the peak position values; furthermore, to estimate G
a weighted average on all the peak-to-peak values obtained from the analyzed
histogram had been performed.
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Figure 5.1: Experimental setup. Nd:YLF: laser source, P: polaroid, ND: variable
neutral density filter, SiPM: detector. The components in the dashed boxes are
inserted to produce the pseudo-thermal field.

As for the theoretical function, the effect of detection, DCR and amplification
had been modelled as described in previous sections (see Eq.s (5.1)-(5.4) and
Eq. (5.13)).
The effect of cross-talk had been described by using a bernoullian process, in a
way analogue to what has been done with function Ck,m(xt) of Eq. (5.8). How-
ever, as cross-talk process is intrinsically a cascade phenomenon, its contribution
has been calculated by adding higher order effects:

Pk,cross =

k∑

m=0

m∑

n=0

n∑

j=0

Pk−m−n−j,det+dc Bm,k−m−n−j(xt)Bn,m(xt)Bj,n(xt);

(5.20)
where terms like Bj,n(xt) stand for the bernoullian distribution

Bj,n(xt) =

(
n
j

)

xj
t (1 − xt)

n−j . (5.21)

Such a higher order expansion is not trivial to be achieved by the self-consistent
approach of Method I, in which an explicit analytic expression of Px,out is needed
in order to calculate its momenta. Here, as all the elements of interest (mel,
mdc, xt, the number of modes µ) will be obtained as fit parameters, this is not
necessary and therefore Px,out can be just numerically calculated as the fitting
function.
The major limit of this approach is obvious: as all the information on the
statistics of the system is obtained from the peak areas, this method can only
be applied to peak-resolving histograms with a number of peaks greater than the
number of free parameters of the fitting function, which, in the present analysis,
can rise up to five.

5.2 Experimental Setup

To test the aformentioned model, a stable light source emitting photons with
rigorous poissonian statistics was needed, in order to avoid other sources of
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deviation from the statistics; similarly, an overall control on the sources of noise
of the SiPM under test were due.

• The sensor chosen for the experimental test was the Hamamatsu MPPC
S10362-11-100C, whose main parameters are listed in Table 5.1, for many
reasons:

- first, its intrinsic high gain values would allow to acquire spectra with-
out loss of information due to an excessively compressed scale and
without and avoiding to add too many amplificators in the electronic
chain;

- its relatively low DCR values at room temperature contributed to
an enhanced control on the sources of the deviation from the light
statistics;

- its low number of cells gave us much more control on the statistics
of the Geiger-Müller avalanches;

• the sensor had been thus illuminated with a frequency-doubled Nd:YLF
mode-locked laser amplified at 500 Hz (High Q Laser Production) that
provides linearly polarized pulses of ∼5.4 ps duration at 523 nm wave-
length;

• two series of measurements were performed, the first one directly on the
coherent laser output with a poissonian statistics and the second one on
the pseudo-thermal light obtained by passing the laser through a rotating
ground-glass diffuser (D in Fig. 5.1) [44]; the light to be measured was
delivered to the sensor by a multimode optical fiber (1 mm core diameter);

• the signal digitization was synchronized to the laser pulse and integration
gate generated with an AGILENT 33250A Waveform Generator, exter-
nally triggered by the laser;

• signal was integrated by a V171816ch QDC CAEN V792N, with a 12-bit
resolution over 400 pC range; the signal was typically integrated over a
200 ns long time window.
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Hamamatsu MPPC S10362-11-100C
Number of Diodes: 100
Area: 1 mm × 1 mm
Diode dimension: 100 µm × 100 µm
Breakdown Voltage: 69.23 V
dark-count Rate: 540 kHz at 70 V
Optical Cross-Talk: 25 % at 70 V
Gain: 3.3 · 106 at 70 V
PDE (green): 15 % at 70 V

Table 5.1: Main characteristics of the SiPM (Hamamatsu, model MPPC S10362-
11-100C). The data refer to room temperature.

5.3 Experimental results

5.3.1 Coherent light

First of all, coherent light emerging from the laser had been measured. Values
of the output, x, had been measured with 20000 subsequent laser shots for 15
series, each one with a different mean value xout, set by rotating a polarizer (P
in Fig. 5.1) in front of the collection fiber. Then a series in the absence of light
had been acquired, whose mean value was used to set the zero.
Following Method I the experimental values of Fx,out and Sx,out could then be
evaluated and results are plotted in Fig. 5.2 as a function of xout. Fitting the
data to straight lines the values obtained were (81.1 ± 0.2) ch, for Fx,out, and
(6971 ± 57) ch2, for Sx,out.
Using Equations 5.4 and 5.9 explicit expression for Pk,cross in case of impinging
coherent light had been calculated:

Pk,cross = e−mdet+dc(1−xt)
−kxk

t pFq

(

1,−k;
1

2
− k

2
, 1 − m

2
;− (1 − xt)

2mdet+dc

4xt

)
sin(kπ)

kπ
,

(5.22)
where mdet+dc = kcross/(1+xt) = xout/(G(1+xt)). Thus, the explicit expression
of the first three momenta of the probability distribution had been calculated
and inserted in Equations 5.14 and 5.15, obtaining:

Fx,out = G
1 + 3xt

1 + xt
(5.23)

Sx,out = G2 1 + 7xt

1 + xt
(5.24)

at any mean value xout. It is worth to note that in Equations 5.23 and 5.24
does not appear an explicit term representing the contribution of DCR.
These expressions had been used to evaluate G and xt with a fit of the exper-
imental values, obtaining G = (75.4 ± 1.3) ch and xt = (0.039 ± 0.009). Then,
x-values had been divided by G and re-binned in unitary bins [36, 42] to obtain
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the Pk,cross distribution of the actual light signal amplitude measured in the
presence of dark-counts and cross-talk. Note that due to the linearity of the de-
tector the mean value of the output can be directly obtained as kcross = xout/G,
independent of the shape of the distribution. In Fig. 5.3 had been plotted as
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Figure 5.2: Plot of Fx,out and Sx,out as a function of xout for coherent light.

bars six different Pk,cross distributions at different mean values. Superimposed
to the experimental values are shown two theoretical curves: one is a poissonian
having mean value kcross (white circles), while the other (full circles) had been
evaluated by including the cross-talk effect. The theoretical distributions (full
circles in Fig. 5.3) had been evaluated by using the measured values of xout,
G and xt. Note that measuring a coherent light with this method enables the
simultaneous characterization of the detector gain and of the contribution of
cross-talk. The comparison between the data and the theoretical functions can
be estimated through the evaluation of the fidelity

f =

m∑

k=0

√

Pk,expPk,theo . (5.25)
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Figure 5.3: Experimental Pk,cross distributions at different mean values (bars)
and theoretical curves evaluated according to Method I : poissonian (white cir-
cles), poissonian modified by cross-talk effect (full circles). The corresponding
fidelity values of the reconstruction are also shown.

On the other hand, using the method of analysis of Method II, each one of
the acquired histograms could be studied separately. As mentioned above, in
the case of coherent light, the theoretical fitting function is described by a
total of three free parameters: expectation value of light and DCR contribution
mdet+dc, the probability xt for an avalanche to trigger a second one and a global
normalization factor (up to three “iterations”), so that analysis had been limited
to spectra with at least 4 resolved peaks.
In Fig. 5.4 are shown the results of this analysis for the multi-peak fit and for the
fit of the statistics of the avalanches using χ2 as an indicator of the goodness of
the fit result. The obtained xt values are compatible with what we obtained with
Method I. Also the gain values, evaluated as the peak-to-peak distance, show a
good agreement with the G values given by Method I : G = (78.28± 0.26) ch for
spectrum in left panel and G = (72.61 ± 0.19) ch for spectrum in right panel.
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Figure 5.4: Experimental results for Method II applied on two of the histograms
acquired with coherent light. Upper row: result of the multi-peak fit procedure;
lower row: fitted theoretical distributions. The corresponding fidelity values of
the reconstruction are also shown.

5.3.2 Multi-mode pseudo-thermal light

The photon-number distribution of a field made of µ independent thermal modes
each containing Nth/µ mean photons [37] is given by

Pn,ph =
(n + µ − 1)!

n! (µ − 1)! (Nth/µ + 1)
µ

(µ/Nth + 1)
n , (5.26)

for which n = Nth, σ
(2)
n = Nth (Nth/µ + 1) and σ

(3)
n = Nth (Nth/µ + 1) (2Nth/µ + 1).

In order to obtain information on the contribution of dark-counts was necessary
to measure a different light statistics, whose shape is modified by the convolu-
tion with the poissonian distribution for dark-counts. A pseudo-thermal light
field had been thus produced by selecting with a small aperture (∼ 150 µm di-
ameter) a region much smaller than the coherence area of the speckle patterns
produced by the rotating diffuser.

The same procedure described for coherent light had been followed by mea-
suring the values of the output, x, at 50000 subsequent laser shots and at 10
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different mean values, obtained by means of a variable neutral-density filter
(ND in Fig. 5.1). In Fig. 5.5 the plot of the experimental values of Fx,out and
Sx,out is shown as a function of xout, along with the fitting curves evaluated
from Equations 5.14 and 5.15:

Fx,out =

(

1 − xdc

xout

)2

xout + B

Sx,out = A

(

1 − xdc

xout

)3

x2
out + 3B

(

1 − xdc

xout

)2

xout + C , (5.27)

where µ, the number of indipendent thermal modes, had been setted equal to one
and, for semplicity of notation the parameters A = 2, B = G(1 + 3xt)/(1 + xt)
and C = G2(1 + 7xt)/(1 + xt) had been introduced. Again, first of all the
data had been fitted with Fx,out in this way obtaining the values of xdc =
(5.82028 ± 1.34015) and B = (87.805 ± 2.09009) ch.
Subsequentely the data for Sx,out had been fitted by substituting the obtained
values of xdc ch and B to obtain A = (2.34754± 0.091576) and C = (8531.48±
419.571) ch2. These values are then used to evaluate G and xt, obtaining
G = (74.2785 ± 1.76982) ch and xt = (0.100174 ± 0.050529).

The x-values were then divided by G and re-binned in unitary bins [36] to
obtain the Pk,cross distribution of the actual light signal amplitude measured
in the presence of dark-counts and cross-talk. In Fig. 5.6 six different Pk,cross

distributions are plotted at different mean values, depicted as bars. Superim-
posed to the experimental values two theoretical distributions are shown: the
first one (white circles) is evaluated by including the contribution of dark-count
that modifies the statistics of a single-mode thermal distribution (see Eq. (5.26))
into Pm,det+dc according to Eq. (5.28), which, in the present case, yields:

Pm,det+dc =
m∑

k=0

Pk,dcPm−k,det

=
e−mdc

(µ − 1)!

(

1 +
µ

mdet

)
−m (

1 +
mdet

µ

)
−µ

U

[

−m, 1 − m − µ,mdc

(

1 +
µ

mdet

)]

, (5.28)

where U(a, b, z) is the confluent hypergeometric function. The parameters are
evaluated as mdc = xdc/(G(1 + xt)) and mdet = (xout − xdc)/(G(1 + xt)).
The second curve (full circles) is evaluated from Eq. (5.9) to take into account
the cross-talk. Unfortunately, the calculation does not yield an easy analytical
result, and hence it has been evaluated numerically.
The values of the fidelity for the data in Fig. 5.6 improve when both dark-counts
and cross-talk are taken into account.

Turning now to the other approach, it is worth to notice how the number of fit
parameters in this case is enhanced: the probability distribution is in this case
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Figure 5.5: Plot of Fx,out and Sx,out as a function of xout for pseudo-thermal
light.

described by the expectation value mdet of avalanches generated by detection,
the expectation value mdc of DCR contribution, the number of modes µ, the
probability xt of triggering a cross-talk event (up to three “iterations”) and
again a global normalization factor, for a total of 5 fit parameters: obviously,
this puts a severe limit on the applicability of this method, needing at least 6
resolved peaks.
As it can be noted from the fit results in Fig. 5.7, once again the results obtained
by using Method II are compatible within errors with what we found by applying
Method I. However, whether the global fits present a very low χ2 value for degree
of freedom, the obtained fit parameters present high uncertainties, probably
indicating the presence of very high off-diagonal elements in the minimization
matrix and suggesting a strong correlation between the various parameters. This
problem can be avoided by fixing some of the fit parameters (such as DCR or
cross-talk), by retrieving their value from an accurate direct measurement.
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Figure 5.6: Experimental Pk,cross distributions at different mean values (bars)
and theoretical distributions evaluated according to Method I : thermal modified
by dark count distribution (white circles), thermal modified by dark counts and
cross-talk effect (full circles). The corresponding fidelity values of the recon-
struction are also shown.

5.4 Discussion

It is woth to compare the results of the two analysis methods on the same
data sets. In Fig. 5.8 (a) as full circles are plotted the values of xt obtained
by applying Method II to coherent light along with their weighted average (full
line). As a comparison, the value of xt obtained by applying Method I is plotted
as dashed line.
Similarly, in Fig. 5.8 (b) as full circles the values of mean photon numbers
are shown, evaluated for the same data as in panel (a) by applying Method II.
White circles represent the values of mean photon numbers obtained by applying
Method I : the values are compatible within errors. The same comparison for the
measurements on thermal light is shown in Fig. 5.9. Here it is possible to notice
that the agreement is better for the mean values of detected photons (panel
(a)) and for the DCR (panel (b)), while the estimated values of xt from the two
Methods definitely disagree. This can be due to the different approximations
adopted by the two Methods (first order vs third order) that become relevant
when measuring thermal light instead of coherent light.
In Table 5.2 we summarize the results of the two Methods. In conclusion, both
Methods work in a self-consistent way, even if they have two definitely different
approaches. Method I does not need peak resolving capability, but requires the
acquisition of several histograms at varying η. Once determined the parameters
xt and DCR, all the datasets in a series can be analyzed, independent of the
number of distinguishable peaks in the pulse-height spectrum. Method II works
analyzing each histogram independently, but, as GM-avalanches distribution is
obtained with a fit of the data, it requires at least a number of resolved peaks



5.4. DISCUSSION 69

200 300 400 500 600 700 800
0.00

0.01

0.02

200 300 400 500 600 700
0.00

0.01

0.02

0.03

0 1 2 3 4 5 6 7 8 9 10
0.0

0.1

0.2

0.3

0.4

0.5

0 1 2 3 4 5 6 7 8 9 10
0.0

0.1

0.2

0.3

0.4

0.5

0.6
 ch

co
un

ts

 

 

ch

 

 f =0.99998

 k

P
k,
cr
os

s

 

 f =0.99995

 k

 

Figure 5.7: Experimental results for Method II applied on two of the histograms
acquired with thermal light. Upper row: result of the multi-peak fit procedure;
lower row: fitted theoretical function. The corresponding fidelity values of the
reconstruction are also shown.

greater than the number of free parameters.
The fact that the two Methods give very similar results for mean photon numbers
is particularly important as in most applications this is the only important
parameter. Merging the two Methods we can devise an optimal strategy based on
a self-consistent calibration performed by measuring a known light and analyzing
the data with Method I : once known xt and DCR, the determination of the
mean photon number is independent of the specific statistics of light. Hence
the information on the mean photon number can be obtained from each single
measurement, even when the fitting procedure of Method II cannot be applied.

Poissonian Pseudo-thermal
Method I Method II Method I Method II

DCR - - 0.071 ± 0.017 0.094 ± 0.035
Cross-talk 0.038 ± 0.008 0.027 ± 0.005 0.091 ± 0.042 0.035 ± 0.004

Table 5.2: Comparison between the global DCR and cross-talk values obtained
with Method I and weighted average of the values obtained with Method II.
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Figure 5.8: (a) Values of xt obtained by applying Method II to coherent light
(full circles) and their weighted average (full line). Dashed line: value of xt

obtained by Method I. (b) Values of mean photon numbers evaluated by applying
Method II (full circles) and by applying Method I (white circles).
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Figure 5.9: (a) Values of xt obtained by applying Method II to thermal light
(full circles) and their weighted average (full line). Dashed line: value of xt

obtained by Method I. (b) Values of DCR evaluated for the same data as in
panel (a) by applying Method II (full circles) and their weighted average (full
line). Dashed line: value of DCR obtained by Method I. (c) Values of mean
photon numbers evaluated by applying Method II (full circles) and by applying
Method I (white circles).



Chapter 6

Fluorescence Fluctuation

Spectroscopy

Under the generic name of Fluorescence Fluctuation Spectroscopy (FFS) are
grouped different tecniques principally applied to biophysics, with the objective
of measuring parameters of interest (such as mean number of particle in the vol-
ume and/or their diffusion coefficient) of a system of particles (i.e. molecules)
diffusing for brownian motion. These particles are ligated with fluorophore dyes,
the sample is illuminated and consequent fluorescence emission is recorded and
analyzed: brownian motion causes particles moving in and out of the excita-
tion volume (i.e. the volume of the system illuminated in order to excite the
fluorophores), thus causing variations in the intensity of the fluorescence light
emission; from the measurement of fluctuations of fluorescence intensity, FFS
techniques can determine the value of the parameters of the system under study.

If N̄ is the average number of particles in the excitation volume, its variations
can be, for a first qualitative analysis, estimated as of the order of

√
N̄ , while

the mean intensity of the fluorescence can be with good approximation assumed
as linearly proportional to N̄ : from this follows that the ratio between the fluc-
tuations and the mean value of the fluorescence is ∼ 1/

√
N̄ , decreasing with

increasing average number of fluorescing particles. Thus, in order to optimize
the experimental conditions, for a given concentration the excitation volume
should be as small as possible; in order to archieve such an operational condi-
tion two principal methods of excitation of the fluorophores had been developed:

- a first method consists basically in focalizing the light meant to excite the
fluorophore using a microscope; part of the fluorescence is collected again
by the same microscope and is delivered in another microscope, which
focalizes it on the sensor, after spatially filtering it with a pinhole on the
focal plane: this confocal setup, with some more improvements, prevents
from delivering out-of-focus fluorescence light;

71
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- another method consists in the so called two-photon excitation (TPE): two
photons of an energy lower than the energy gap between the gound state
and the excited state can interact with electrons “simultaneously”, thus
bringing them to the excited level; being this a higher-order process, its
cross section is very low and excitation can take place with a non-negligible
probability only in the focus.

In the following sections the basics of these two methods will be illustrated in
deeper detail. Subsequentely, the two main FFS techniques will be approached:

- Fluorescence Correlation Spectroscopy (FCS), based on the temporal auto-
correlation of the fluorescence signal, allows to measure the mean number
of particles in the excitation volume and the Einstein diffusion coefficient,
thus characterizing the dynamical properties of the molecules under study;

- Photon Counting Histogram (PCH), performing fluorescence photon count-
ing in a given sampling time, does not allow to measure the dynamical
properties of the particles, but is meant to distinguish different particle
species in the same sample, which is much more difficult with the FCS
technique when they have the same dimension.

6.1 One and Two Photon Excitation

Stable light sources as lasers are natural candidates for FFS experiments [45,
46, 47], since any fluctuation in the intensity of the light source would obviously
induce fluctuations in the fluorescence emission. Moreover, to restrict the system
under study to a very small average number of molecules, mainly two setup
schemes to minimize the excitation volume had been proposed and used since
the early 1990s and will be described in the following.
The shape of the excitation volume is of paramount importance in analyzing
FFS data, since it enters directely in the calculation of the physical expressions
describing FCS and PCH output; thus different mathematical models of the
laser beam intensity profile in the focus had been elaborated, in order to describe
different experimental conditions [48]. A first model uses a three dimensional
gaussian (3DG) profile:

I3DG (x, y, z) = I0 exp

(

−2
(
x2 + y2

)

ω2
0

− 2z2

z2
0

)

, (6.1)

where z0 and ω0 are the beam waist respectively in the axial direction and in
the other two directions.
A second model uses a Lorentzian function profile in the axial beam direction
and a gaussian in the other two directions (2DGL):

I2DGL(x, y, z) = I0
2ω2

0

πω2(z)
exp

(

−2(x2 + y2)

ω2(z)

)

, (6.2)
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Figure 6.1: Pictografic representation (taken from [49] of the one, two and three
photon fluorophore excitation process from the ground state S0 to the excited
level S∗.

where the Lorentzian shape along the z direction is given by

ω2(z) = ω2
0

(

1 +

(
z

zR

)2
)

, with zR =
πω2

0

λ
, (6.3)

for a beam of wavelenght λ.
It is often practical defining a scaled point spread function, as

PSF (~r, t) =
In (~r, t)

In
0

(6.4)

where the multiphoton index has values n =1 for one-photon excitation, n = 2
for two-photon excitation [48] and ~r indicates a three-dimensional vector. With
this definition, the excitation volume becomes

VPSF =

∫

d~r PSF (~r, t) ; (6.5)

thus the mean number of particles respectively in the reference volume and in
the excitation volume are merely linked together via the average concentration

〈C〉 =
N̄0

V0
=

N̄PSF

VPSF
. (6.6)
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Figure 6.2: Schematic depiction of a confocal microscopy setup: source light
is focalized in the biological sample, then fluorescence light is collected by the
same microscope, deviated by a dicroic mirror and focalized on the detector,
with a pinhole at the focal lenght.

Figure 6.3: Functioning principle of the confocal microscope: out-of-focus light
emission is prevented to reach the sensor by a pinhole placed on the focal plane.

6.1.1 Confocal Setup

The confocal setup was first realized in 1990 in an FCS experiment consists in
the setup schematically depicted in Figure 6.2: it is used in FFS experiments in
cas of one-photon excitation, to prevent fluorescence light emitted outside the
point spred function to reach the detector.
A laser beam of the fluorophore excitation wavelenght is focalized onto the
sample by a microscope of high numerical aperture [45]; fluorescence emission
is collected again by the same microscope, deflected by a dichroic mirror and
directed into another microscope, and light is finally delivered to the sensor; a
micrometric pinhole is placed on the conjugate focal plane, or on the focal plane
of the second microscope, to spatially filter fluorescence light: each component
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needs to be fixed to three directional micropositioners, in order adjust the com-
ponent position with a precision level of the micrometer.
As schematically depicted in Figure 6.3, this setup prevents most of the light
emitted outside the focus from being delivered to the sensor, granting obser-
vation on a volume tipically of the order of 10 µm3 [50]. However, as much
of the light from sample fluorescence is blocked at the pinhole, this increased
resolution is at the cost of decreased signal intensity so long exposures are often
required.

6.1.2 Two-Photon Excitation

It had been theoretically predicted in the early 1930s [51] that electron transition
to excited state can occur also with photons of half the necessary energy (thus
with double wavelenght), but the use of this mechanism in biological applica-
tion had been first proposed by Denk et al. in only 1990 [52]. As schematically
depicted in Figure 6.1, if a photon of half the energy needed to excite the flu-
orophore is absorbed by an electron, this can reach a “virtual level”: if then
a second photon of the same wavelenght is absorbed (within a time ∼ 10−15

s), the electron reaches the ordinary excited state [45]. This kind of process
requires photon flux of the order of 1031 photons/cm2s, which can be tipically
obtained only by focalizing light provided by mode-locked lasers with pulses of
the order ∼ 0.1 - 1 ps, with a repetition rate of several tens of Megahertz.
A first advantage of TPE in FFS is thus clearly evident: since fluorophore ex-
citation occurs only in the focus, a small excitation volume (∼ 1 µm3,see for
exemple [48]) is automatically selected, without the need of an additional con-
focal setup to reject out of focus fluorescence.
A second advantage lies in the fact that the two-photon induced transitions
due to the fact that is simmetry suppressed, is characterized by different selec-
tion rules and vibronic coupling1. Thus, two-photon excitation spectra can be
considerably different from the one-photon excitation counterpart, which makes
possible to accomplish simultaneous excitation of spectrally distinct dyes.

6.2 Fluorescence Correlation Spectroscopy

The basic principle of FCS is to measure the autocorrelation function G(τ) of
the fluorescence intensity. If fluctuations of fluorescence intensity around its
equilibrium value result principally from variation of particle number in the
excitation volume due to brownian diffusion, the autocorrelation function will
depend on the diffusion coefficient and on the size of the excited volume.
By definition, the non-normalized autocorrelation function is given by

G(τ) = 〈F (t)F (t + τ)〉 , (6.7)

1term describing transitions both vibrational and electronic, which in a molecule may be
interrelated and can influence each other
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where F (t) is the fluorescence intensity at time t, and the angular brachets stand
for time average. This expression can be rewritten as

G(τ) = 〈δF (t)δF (t + τ)〉 + 〈F 〉2 , (6.8)

where the fluctuations of fluorescence intensity can be expressed as

δF (t) = F (t) − 〈F 〉 = β

∫

dV In (~r, t) δC (~r, t) , (6.9)

where β is a factor including the absorption cross-section, fluorescence quan-
tum yield and light collection efficiency. The previous equation is based on
the assumption that excitation light intensity is constant and thus fluorescence
fluctuations are almost entirely due to particle concentration fluctuations in the
excitation volume

δC (~r, t) = C (~r, t) − 〈C〉 . (6.10)

Using Equations 6.4 and 6.5 in Equation 6.9 leads to

〈F 〉 = βIn
0 VPSF 〈C〉 , (6.11)

representing the flat backgound in the autocorrelation function in Equation 6.8:
evaluation of the 〈δF (t)δF (t + τ)〉 term is much more complicated.
Assuming that the concentration variation δC((~r, t) follows the diffusion equa-
tion

∂δC (~r, t)

∂t
= D∇2δC (~r, t) , (6.12)

it has been demonstrated (see [53]), that

〈

δC (~r, t) δC
(

~r′, t + τ
)〉

=
〈C〉

(4πDτ)
3/2

exp




−

∣
∣
∣~r − ~r′

∣
∣
∣

2

4Dτ




 , (6.13)

where D is the Einstein diffusion coefficient, which, for particles of radius R, in
a solution of viscosity η at temperature T has the following expression:

D =
kBT

6πηR
. (6.14)

In case of one photon excitation and 3DG beam profile, insertion of Equa-
tion 6.13 into Equation 6.8 normalized respect to 〈F 〉2, leads to:

G(τ) = 1 +
1

VPSF 〈C〉

(

1 +
τ

τD

)
−1 (

1 +
(x2

0 + y2
0)τ

z2
0τD

)−1/2

; (6.15)

where τD = (x2
0 +y2

0)/4D (see [45]) and for τ → 0, the mean number of particles
in excitation volume N̄PSF = VPSF 〈C〉 can be obtained.
This model can be further improved, adding for exemple active particle trans-
port [54] .
It has been demonstrated that for TPE the double integral expressing the
autocorrelation function has no explicit analytic solution; however, different
parametrizations, similar to Equation 6.15 can be used in order to analyze
data ([53]and [49]).
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6.3 Photon Counting Histogram

6.3.1 Basic principles: the Mandel Equation

The bases of the PCH technique lies in the description of the photodetection.
It had been shown that for many purposes, a semiclassical treatment where
the electromagnetic field is described classically and the atomic system of the
detector is treated quantum mechanically, is a proper description of the pho-
todetection process [55]. Thus, the photon counting statistics is well described
by the Mandel formula

p (k, t, T ) =

∫
∞

0

(ηW (t))
k
e−ηW (t)

k!
p (W (t)) dW (t), (6.16)

describing the probability of detecting k photons at time t, with a detector
integration time T and a detection efficiency η. The probability distribution of
the energy of the electromagnetic field on the detector is given by

W (t) =

∫ t+T

t

dt

∫

A

dAI(~r, t), (6.17)

that is the integration of light intensity I(~r, t) over the integration time T and
the detector area A and thus p(W (t)) is the energy distibution.
From Equation 6.16, it emerges that the detection is characterized by two fun-
damental forms of randomness; the first one, known as shot noise, reflects the
quantum mechanical nature of the photodetection process, in its discreteness
and statistical indipendence. As a matter of fact, even in the ideal case of de-
tection of a source with constant intensity, such that p(W (t)) = δ(W − W̄ ), the
photon counting distribution is given by a Poisson distribution.
The second source of noise is given by the variations in the intensity of the
detected electromagnetic field, expressed by the energy distribution p(W ). Any
fluctuation of the light intensity will cause a deviation of the distribution of the
detected photons from a Poisson distribution to a super-Poissonian distribution:
while for a Poisson distribution the variance σ2 is equal to the mean value 〈k〉,
for a super-Poissonian we have that σ2 > 〈k〉. The reason of this characteristic
“additional broadening” of the distribution is immediately clear by interpreting
Equation 6.16 as a superposition of Poisson distributions for different energy
values W , each one weighted by a factor p(W ).
A key role is played by the integration time: for T → ∞, the intensity fluctu-
ations will be completely averaged, thus the energy distribution function will
approach a Dirac δ-function and consequentely the photon count distribution
will become a Poissonian distribution. So in order to track the intensity fluctua-
tions, the integration time has to approach zero, or at least to be chosen shorter
than the particle fluctuations time scale: in these operational conditions, a pro-
portionality between the energy distribution and the intensity distribution can
be assumed, so that p(W ) = p(I)T and Equation 6.16 can be rewritten as

p(k) =

∫
∞

0

dID Poi (k, ηIID) p(ID), (6.18)
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where Poi (k, ηIID) is a Poisson probability distribution of counting k photons,
with an expectation value of ηIID, being ID the light intensity at the detector
and ηI = Tη. Using Equation 6.4, the intensity of light reaching the detector
at position ~r0 is given by

ID = In
0 βPSF (~r0), (6.19)

where the parameter β again contains excitation probability, fluorescence quan-
tum yield and all the setup and instrument dependent factors.

6.3.2 Photon Counting for one particle in a closed system

Moving from these basic principles, it is possible to model the photon counting
histogram for fluorescence fluctuations. Using Equation 6.19 a relation between
the intensity at the detector and the position of a fluorescent particle can be
expressed as

p(ID) =

∫

d~r δ
(
ID − In

0 βPSF (~r)
)
p(~r). (6.20)

Starting from the ideal case of a single particle moving freely in an enclosed ref-
erence volume V0, the particle position probability distribution will be described
by the following:

p(~r) =

{
1/V0 for ~r ∈ V0,
0 for ~r /∈ V0.

(6.21)

Combining Equation 6.21 with Equation 6.18, the probability of measuring k
photons, from one particle in a reference volume V0 with molecular brightness
ǫ = In

0 βηI , is obtained as:

p(1)(k;V0, ǫ) =

∫

d~r Poi
(
k, ǫPSF (~r)

)
p(~r)

=
1

V0

∫

d~r Poi
(
k, ǫPSF (~r)

)
, (6.22)

which describes a super position of Poissonian distribution each with expectation
value ǫPSF (~r). Thus, from Equation 6.22, the average number 〈k〉 of photon
counts for one molecule freely diffusing in the volume V0 is given by

〈k〉 =
ǫ

V0

∫

d~r PSF (~r) = ǫ
VPSF

V0
. (6.23)

The molecular brightness ǫ indicates the number of counts per molecule per
sampling time. A second time indipendent parameter can be introduced, as
ǫsec = ǫ/T = In

0 βη, expressing the photon counts per molecule per second.

Under the assumption that no fluorescence photons can be generated outside
the point spread function volume, explicit expressions for p(1)(k;V0, ǫ) had been
calculated in [48], for 2DGL and 3DG point spread functions. As the integral
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of Equation 6.22 diverges for k=0, the expressions are valid for k > 0 and
p(1)(0;V0, ǫ) are calculated from the normalization condition of the probability
distribution functions. Thus, for exemple, in case of two-photon excitation with
a 2DGL beam profile with VPSF = πω4

0/λ, one obtains

p(1)(k;V0, ǫ) =
1

V0

π2ω4
0

2λk!

∫
∞

0

dx (1 + x2)γ

(

k,
4ǫ

π2(1 + x2)2

)

, (6.24)

or, in case of one-photon excitation with a 3DG profile with VPSF = (π/2)3/2ω2
0z0,

the probability distribution becomes

p(1)(k;V0, ǫ) =
1

V0

πω2
0z0

k!

∫
∞

0

dx γ
(

k, ǫe−2x2
)

. (6.25)

6.3.3 PCH in an open system

The generalization to an expression for N non-interacting particles is straightfor-
ward: if these particles can be treated as statistically indipendent variables, the
probability of measuring k photons, from N particles with molecular brillance
ǫ, freely diffusing in a volume V0 > VPSF is given by N -times the convolution
of the probability distribution for a single particle, or, in formula

p(N)(k;V0, ǫ) = p(1) ⊗ · · · ⊗ p(1)

︸ ︷︷ ︸

N times

(k;V0, ǫ) (6.26)

In real experimental conditions the reference volume V0 is not closed, so that
the number of particles inside it is not fixed; if V0 is chosen so that it is much
smaller than the resevoir, the particle number fluctuations are well described by
Poisson statistics

p(N) = Poi(N, N̄0), (6.27)

where P (N, N̄0) is a Poisson distribution with expectation value N̄0, the average
number of particle in the reference volume, which is linked to the average number
of particles in the excitation volume N̄PSF according to Equation 6.6.
If the system under analysis is open, the probability of having no particles in
the reference volume must be taken into account: with no particles inside V0

and therefore inside VPSF there must be no photon counts by definition, so this
probability can be expressed as

p(0)(k;V0, ǫ) = δ(k), where δ(k) =

{
1 for k = 0
0 for k > 0

(6.28)

Under these conditions, the PCH for an open system is obtained by averaging the
single probabilities of counting k photons with N particles, each one weighted by
the corresponding poissonian probability of having N particles in the reference
volume:

Π(k; N̄PSF , ǫ) =
∞∑

N=0

p(N)(k;V0, ǫ)Poi(N,
V0

VPSF
N̄PSF ). (6.29)
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From this expression, the average number of photon counts can be directely
extimated and corresponds to

〈k〉 = ǫN̄PSF . (6.30)

On the other side, it has been proven (see [48]) that the deviation from the
poissonian behaviour is also proportional to the molecular brilliance

Q =
σ2 − 〈k〉

〈k〉 = γ2ǫ, (6.31)

where Q is the Mandel deviation factor [56], that is the Fano factor of the mea-
sured photon-counts distribution minus one (as the Fano factor of a Poissonian
distribution has a value of exactely of one, so that Q = 0), while γ2 is the so
called geometrical factor, defined as

γm =

∫
d~r PSF

m
(~r)

∫
d~r PSF (~r)

, (6.32)

which in Equation 6.31 is calculated for m = 2.
These results lead to two principal methods of analyzing data from a PCH
measurement:

- by direct analysis of the photon counting histogram, providing an expres-
sion for Equation 6.29, and using it to fit the normalized histogram of the
photon counts, obtaining N̄PSF and ǫ as fitting parameters;

- by analysis of the momenta since, as shown in Equations 6.30 and 6.31,
N̄PSF and ǫ are related to the first and the second momenta of the nor-
malized counts distribution.

Further improvements of the previously depicted model have been elaborated,
during the past few years.
Most noticeably, deviations from ideality of the detectors, in particular the
effect of dead time τd of the instrumentation, had been taken into account
in [57]. Introducing a parameter δ = τd/T , where T is the integration time,
Equation 6.30 becomes (parameters labelled with a prime indicate modifications
due to dead time contribution):

〈k〉′ = ǫN̄PSF

[
1 − δǫ(γ2 + N̄PSF )

]
, (6.33)

while the Mandel deviation factor is affected by dead time according to the
following

Q′ −Q
Q ≈ δ

[

−2N̄PSF

γ2
− 2 − 3ǫN̄PSF + ǫ

(

γ2 −
2γ3

γ2

)]

, (6.34)



6.3. PHOTON COUNTING HISTOGRAM 81

for small values of δ. In an analogue way, the authors calculated deviations due
to the afterpulsing probability pa (starred quantities):

〈k〉∗ = 〈k〉 + pa 〈k〉 (6.35)

Q∗ −Q
Q ≈ pa

(

1 +
2

γ2ǫ

)

. (6.36)

Another improvement worth to be mentioned is the introduction of the out-of-
focus correction in one-photon excitation PCH, by Huang et al. [58]: the same
authors had previously demonstrated in [59] that in one-photon excitation the
use of a simple 3DG profile could lead to significant errors in data analysis.
The hypotesis was that in one-photon excitation, out of focus fluorescence emis-
sion could be collected and detected, in case the observation volume is larger
than the point spread function volume. Defining for compactness

ωm =

∫

d~rPSF
m

(~r), (6.37)

a parameter representing the deviation of the actual observation volume profile
from the 3DG profile had been defined as

Fm =
ωm − ω3DG m

ω3DG m
. (6.38)

Then, noting that ω1 = VPSF , an observational volume V had been defined as

V =
ω2

1

ω2
=

(1 + F1)
2

1 + F2

ω2
3DG 1

ω3DG 2
. (6.39)

Corrections for out-of-focus emission are obtained by introducing the parameter
Q = V0/V and expanding in Tayolr series Equations 6.22: the order of corretion
mc is chosen by setting Fm ≈ 0 for m > mc.

6.3.4 Multiple Species

If two different species non interacting with each other are present in the same
sample with a number of molecules N1 and N2, respectively, and had been
ligated with different fluorophores displaying different molecular brightness ǫ1
and ǫ2, the PCH for this system is straightforwardly given by the convolution
of the PCH for the single specie:

Π(k; N̄1, N̄2, ǫ1, ǫ2) = Π(k; N̄1, ǫ1) ⊗ Π(k; N̄2, ǫ2). (6.40)

This makes PCH more suitable than FCS for the identification of multiple
species in the same sample: indeed in case of FCS analysis, different particles
need to possess significantly different kinetic properties in order to be distin-
guished; using PCH technique, instead, if the species mantain the hypothesis of
no mutual interaction, it is enough to use appreciably different fluorophores in
order to distinguish them and measure the average number of particles.
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Chapter 7

Photon Counting

Histogram with SiPMs

In the following chapter, several issues related to a series faseability studies
regarding the use of SiPMs as detecting technology in PCH experiments are
presented.
In particular, it is by this point self evident that the standard PCH model
presented in Chapter 6 is not suitable for properly analyze SiPM output; thus
the phenomenological model for SiPM response presented in Chapter 5 had been
used to modify the PCH equations, taking into account deviations from ideal
detection caused by the presence of optical cross-talk and DCR.
In parallel, setup commissioning had been carried on using SPADs as refrence
detectors and main problems and goals are presented; finally, tests with SiPMs
had been performed and analyzed.

7.1 Why SiPMs in PCH?

So far, PCH measurements have been performed using APDs or other fast single-
photon counting detectors; these detectors are suited for use in the single-photon
regime, that is keeping the intensity of the impinging light very low in order to
reduce the probability of photon arrival during the sensor dead time (tipically
of the order of 80 ns for SPADs): consequently, since the resulting count rate is
low too, the sampling time must be chosen not too small, tipically ranging from
few tens of microseconds up to milliseconds. This obviously sets an lower limit
on the timescale of the process under study.

On the other hand, it has been extensively demonstrated in previous chapters
that SiPMs are fast enough sensors (τfall ∼ 30 ns), with high photon number
resolving capability and strict linearity; moreover, if the impinging light flux
does not cause the detector saturation and can be assumed as homogeneously
distributed on the sensor area, SiPMs have virtually no dead time, since under

83
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these conditions there are always cells available which are ready for detection.
These features suggested two principal improvements for PCH experiments.

First, as with the use of SiPMs single-photon regime could in principle be
avoided, there could be a reduction of sampling time T to the order of 100
ns, which could allow the use of PCH technique for investigation of processes
which were previously below the system resolution capabilities.
Second, shortening integration time could allow performing both PCH and FCS
measurement with the same data acquisition. In fact, in practical FCS experi-
mental conditions, fluorescence intensity is acquired for sampling times T short
enough to grant temporal resolution, and a dedicated autocorrelator records the
measured intensity for each time interval, so that Equation 6.7 becomes

G(τ) =
∑

j

F (j × T )F (j × T + τ). (7.1)

If T is also adequately long as to provide a measurement of the number of de-
tected photons, the same data output can be used to construct a PCH.

7.2 PCH modification: Cross-Talk and DCR

The expression for PCH distribution 6.29 obtained in Chapter 6 had been cal-
culated assuming an ideal detection process. However, as extensively demon-
strated in previous Chapters, SiPM detection process presents relevant devia-
tions from ideality which have to be taken into account in order to properly
analyze their output.

The procedure described in Chapter 5 can be applied to PCH probability dis-
tribution Π(k; N̄ , ǫ) described in Equation 6.29. Using Equation 5.4, PCH can
be first convoluted with a poissonian distribution Pn(〈n〉dcr) with expectation
value 〈n〉dcr = νdcrT , the average DCR value νdcr multiplied by the integration
time T ; Equation 5.9 can be applied to the resulting distribution, thus obtaining

Π⋆
(
k; N̄ , ǫ, xt, 〈n〉dcr

)
=

=

∞∑

N=0

p#(N ; N̄)

k∑

m=0

Ck,m(xt)

∞∑

n=0

Pn(〈n〉dcr)p
(N)(m − n; ǫ), (7.2)

where xt is the parameter representing the probability for a cell of triggering
a neighbour cell by cross-talk and Ck,m(xt) is the bernoullian-like distribution
defined in section 5.1 describing the probability of measuring k G-M avalanches
out of n previously triggered, with k > m.
As shown in paragraph 5.1, this procedure leads to probability distribution
functions with an explicit analytic expression and whose first three momenta
can be explicitly calculated; using Equation 5.10 and 5.11, the modified (signed
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by a star ⋆) expressions for the average photon count number and the Mandel
deviation factor are obtained:

〈k〉⋆ = (1 + xt)
(
ǫN̄ + 〈n〉dcr

)
(7.3)

Q⋆ =
(1 + xt)

2γǫ2N̄ + 2xt

(
ǫN̄ + 〈n〉dcr

)

(1 + xt)
(
ǫN̄ + 〈n〉dcr

) , (7.4)

where γ stands for the geometrical factor of Equation 6.32 calculated for m =
2, and the superscript “2” had been dropped for the sake of simplicty.

Thus, in principle, Equation 7.2 can be used to to fit the experimental PCH
results and consequentely obtain the values for N̄ and ǫ as fit parameters.
On the other hand, explicit calculation of the momenta of the photon count
distribution function corrected for cross-talk and DCR contribution, could al-
low to calculate the parameters of interest by simultaneously solving Equa-
tions 7.3 and 7.4, provided that three of the five parameters present are previ-
ously measured and then set as fixed.
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Figure 7.1: Lifetime measurement of rhodamine B in water: the characteristic
time has been obtained by a fit with an exponential function.

7.3 Experimental Setup

In order to experimentally verify the capabilities of SiPMs in PCH experiments
a simple Two-Photon setup had been assembled:

- light has been provided using a Ti:Sapphire mode-locked laser1, with
48 MHz of repetition rate and 3.9 ps of pulse width; 840 nm fundamental
harmonic had been extracted from the cavity with a prism and delivered
to the focusing objective;

- infrared light has been focused in the sample using a Nikon Plan objec-
tive with 1.25 numerical aperture, infinity corrected and to be operated
at a working distance of 0.17 mm; to avoid excessive refractive index mis-
match, the space between the objective lens and the cuvette containig the
fluorescent solution had been filled with optical grease;

- a solution of rhodamine B in water, with excitation wavelegth around
610 nm has been used as fluorescence source: in Figure 7.1 a lifetime
measurement of the fluorophore is shown, with a lifetime τlife = 1.68 ns;

- fluorescence has been collected by the same objective, deviated using a
dichroic mirror and delivered to the SiPM via multimode 1 mm diameter
fiber;

1Tiger-ps SHG, Time Bandwidth Products, Zurich, CH
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- a SiPM by Hamamtsu (MPPC S10362-11-100C) has been used, controlled
by a CAEN SP5600 General Purpose Power Supply and Amplification
Unit module with an integrated threshold discriminator2: digital NIM
output of the discriminator has been set in coincidence with the laser
synchronized signal using a EG&G CO4010 module;

- coincidence frequency has been measured with a CAEN VME V1718 mod-
ule.

7.4 Data Acquisition

Given the 48 MHz repetition rate of the laser light source, the SiPM is espected
to detect a pulse of fluorescence light every 20 ns and with a recovery time of
∼ 60 ns, output signal will pileup.
In these experimental conditions, the usual charge measurement seemed unfea-
sible:

• the CAEN V792N QDC requires an integration gate starting at least 15
ns before the rise of the signal, meaning that the board would not be
able to process every pulse; moreover, due to the pileup, the output of
a charge measurement performed by signal integration would lead to a
result difficult to interpret in order to reconstruct the photn statistics;

• the DT5720A Desktop Digitizer3 samples the output signal every 4 ns,
which means that the signal integration would be performed using only 5
points.

Thus a completely different approach in data acquisition had been carried on, in
order to measure the modified PCH distribution of Equation 7.2; the coincidence
frequency ν(x) between a threshold scan of the SiPM output and a trigger signal
νT synchronous with the laser pulses (but with a reduced frequency) has been
acquired; the measured frequency can be described by the following relation:

ν(x) = νT

(

1 − e
−tCνS

∫
+∞

x
dyP (y)

)

+ νT tCνS

∫ +∞

x

dyP (y); (7.5)

where x is the threshold value, νS is the laser repetition rate and tC is the coin-
cidence time window. The above Equation is based on the fact that coincidence
happens both if after a trigger signal at least a SiPM signal over threshold x is
triggered within the concidence time window or if trigger signal rises within the
coincidence time after SiPM signal passes the threshold. For small Poissonian
expectation values, Equation 7.5 can be approximated as:

ν(x) ≈ 2νT νStC

∫ +∞

x

dy P (y); (7.6)

2a description of the module can be found on the datasheet available on the website:
http://www.caen.it/

3technical informations about all the above mentioned CAEN devices are availabe at
http://www.caen.it/
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Figure 7.2: Threshold scan of the fluorescence signal for the 200 nM concen-
trated solution (blue squares) and for the 2 µM concentrated solution (red
squares). A slight deviation in the lenght of the last “steps” can be noticed,
meaning that probably there had been some relevant variation of the over bias.

thus, by Fundamental Theorem of Integration the distribution can be obtained
as

P (x) =
−1

2νT νStC

dν

dx
(x); (7.7)

subsequentely, performing multipeak integration of the obtained P ⋆ with a sim-
ilar procedure described in Chapter 5, the counting histogram is obtained.
It is worth to stress that the correct identification of the normalizing constant
is of utmost importance in this procedure, also beacuse the Π⋆(0) entry of the
counting histogram is obtained from the request of normalization of the PCH:

Π⋆(0) = 1 −
L∑

k=1

Π⋆(k) (7.8)

where L is the last detected peak.

7.5 Experimental Results

Before starting with the fluorescence measurements, two preliminary data ac-
quisition have been performed:

• an ordinary DCR staircase had been acquired, necessary to obtain a cross-
talk probability measurement;
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• a coincidence measurement of the dark counts, in order to extimate the
〈n〉dcr parameter.

Then, a solution of rhodamine B in water with a concentarion of 2 µM has
been prepared: part of this solution has been diluted 10 times, to reach a 200
nM concentration of fluorophores. This second sample has been placed in a
cuvette with micrometric thick bottom and placed on the microscope: fluores-
cence emission has been analyzed with the threshold scan method described in
the previous section.
The 2 µM concetrated solution had been subject to the same procedure, but a
neutral filter of 1 optical density4 had been placed in front of the fiber, to reduce
the fluorescence intensity to have approximately the same mean value of photon
counts of the less concentrated solution, to make the comparison between the
two distribution easier: for equal mean value, the 200 nM concentrated solution
PCH should possess greater deviations from poissonian behaviour compared
with the more concentrated one, therefore showing an higher tail of the distri-
bution and an higher Fano factor.
In Figure 7.2 the resulting staircases are shown; the acquisition of each curve
lasted for several hours, due to the low coincidence frequencies at higher thresh-
old values: despite the PSAU module controlling the SiPM under test is endowed
with overvoltage control for temperature variations, it is possible that during
such long acquisition times environmental condition varied beyond the PSAU
adjustment capabilities; a variation of the overvoltage during the acquisition
time could explain infact the difference in the lenght of the staircases steps,
suggesting that the more concentrated solution data set had been acquired with
a slightly lower overbias.
Using Equation 7.7 multipeak spectra had been obtained, as illustrated in Fig-
ure 7.3; these objects had been treated with the same multipeak fit procedure
explained in Chapter 5 to obtain the PCH distribution (where the zero-photon
element has been obtained from the normalization condition 7.8) and results
are shown in Figure 7.4. From the PCH, mean value and Fano factor of each
distribution had been calculated and results are listed in Table 7.1.

In order to calculate the average number of molecules N̄ in the excitation vol-
ume and the molecular brightness ǫ for the two concentations, both the momenta
analysis and the PCH fit procedure had been considered.

4the optical density is a logarithmic unit measuring the attenuation of light through a
medium: thus 1 optical density reduces the light intensity of an order of magnitude
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Figure 7.3: Multipeak spectra of the fluorescence obtained from the threshold
scans using Equation 7.7; in upper panel spectrum from 200 nM concentated
solution is shown, while in lower panel the one obtained from the 2 µM solution.
Since staircase had been acquired with a 2 mV step, histograms have 2 mV large
bins. Spectra had been fitted with a multi-gaussian function and areas of each
peak have been used as PCH entries.
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Figure 7.4: PCH obtained experimentally using Equation 7.7 and 7.8 on the
threshold scan of the fluorescence emission of the 200 nM (in blue) and 2 µM
(in red) rhodamine B concentrations; histogram values are given by the triangles,
lines are just to guide the eye.

Concentration (nM) 〈k〉⋆ Fano Factor
200 0.02625 ± 0.00012 1.16745 ± 0.00046
2000 0.01519 ± 0.00011 1.13458 ± 0.0007

Table 7.1: In this table the the mean value and the Fano Factor for the two
distributions are listed. The mean value of the two solution are not exactely
equal as expected: this is probably due to a worse positioning of the microscope,
with a consequent worsening of the light focus.

7.5.1 Momenta analysis

The momenta analysis turned out to be of difficult applicability, given the
aforementioned experimental conditions. Infact, solving simultaneously Equa-
tions 7.3 and 7.4 to find N̄ and ǫ, an hyperbolic depenedence from the cross-talk
parameter is made explicit, with a singularity in xt = (F − 1)/(3 − F ), where
F is the measured Fano factor.
This dependence appears to be strong, so that an extemely precise and accu-

rate measurement of the cross-talk turns out to be necessary, in order to obtain
a proper evaluation of the parameters of interest. As an exemple, in Figure 7.5
the mean number of molecules as function of the xt parameter is shown, using
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Figure 7.5: Mean number of molecules at varying cross-talk parameter, cal-
culated solving simultaneously Equations 7.3 and 7.4 show an hyperbolic be-
haviour; extimation of N̄ reach values consistent with experimental conditions
(N̄ > 1) only in proximity of the singularity.

the 〈k〉⋆ and F values obtained with the 200 nM data set:

• as for the accuracy, cross-talk measurement must be a correct estimate of
the cross-talk value during the acquisition process, which is hard to obtain
in this experimental situation, due to the long time required for the data
acquisition;

• even an accurate estimate must be extremely precise: it is clear that an
indetermination regarding the fourth decimal place of the cross-talk value
can cause a two order of magnitude indetermination on the evaluation of
N̄ ;

thus, even though a more accurate measurement of cross-talk can in principle
be performed, such a precision is beyond our technical capabilities, making the
momenta analysis a method of difficult applicability.



7.5. EXPERIMENTAL RESULTS 93

7.5.2 Histogram Fit

With the fit of the PCH, more consistent results had been obtained. His-
tograms obtained from the multipeak fit procedure had been fitted with a func-
tion Π⋆(k; ǫ, N̄ , 〈n〉dcr , xt), obtained adding to Equation 6.29 cross-talk and
DCR contribution according to the procedure described in Chapter 5.
Due to the relatively small number of fitting points, to increase the number
of degrees of freedom, the parameter repesenting the average number of dark
counts has been fixed during the fitting procedure, for both data sets; results
are presented in Table 7.2 and fit curves are shown in Figure 7.6.
Parameters obtained with the fit procedure show a general consistence with the
experimental conditions. The difference of an order of magnitude in the mean
number of particle in the excitation volume reflects the difference in concen-
tration between the two samples; direct comparison with results obtained by
other authors at similar concentrations (in [48], for exemple) is difficult because
a measurement of the excitation volume (which obviously depends from the ex-
perimental conditions) could not have been performed5.
The difference of about a factor ten in the moluclare brightness is consistent
with the insertion of the neutral filter of one optical density. In particular, the
fact that the molecular brightness of the 2 µM concentration set is found to
be more than ten times lower, could be explained by a worsening of the light
focusing with a consequent decrease in the absorption probability; a broader
focus could also explain the slightly higher mean number of molecules in the
excitation volume; this worsening could have been caused by some instability of
the micropositioners used to assemble the setup.
Moreover, the difference between the cross-talk values is consistent with lower
over biasing condition for the 2 µM set, suggesting that a worsening of the PDE
could also have contributed to a lower molecular brightness.

Parameters Concentrations (nM)
200 2000

N̄ 5.24 ± 0.03 71.70 ± 0.03
ǫ 3.99 ×10−3 ± 2.4 ×10−5 1.536 ×10−4 ± 7 ×10−7

xt 0.08085 ± 5×10−5 0.0637 ± 1 ×10−4

〈n〉dcr 3.24 ×10−3 3.24 ×10−3

Table 7.2: Results for the fit of the PCH distributions. Errors listed are obtained
from fit procedure. Results for mean number of particles and molecular brillance
are consistent with what expected, even though there is not exactely a factor
10 between the parameters of the two data sets.

5Excitation volume is often obatined via FCS measurements with fluorophores of known
diffusion coefficient.
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Figure 7.6: Fit of the experimental PCH for 200 nM concentation (upper panel)
and 2 µM concentration (lower panel): experimental data are in blue continuous
line, while fit results are in red dashed line.
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7.6 Discussion

With this first feasibility study, it has been proven that SiPMs possess the ca-
pability of operate in a PCH experiment: through the necessary modelization of
their response, elaborated in Chapter 5, it has been shown that the fit procedure
of the experimentally obtained PCH brings consistent results, being capable of
measure the mean number of molecules in the excitation volume; nonetheless
further tests are needed in order to verify the real advantage SiPMs can bring
in a practical experimental situation.
As previously stated in section 7.1, the main experimental improvement would
be given by the possibility to perfrom reliable PCH and FCS measurement with
a single data acquisition, measuring fluorescence emission “pulse by pulse” in
a regime exceeding the single-photon; however, as explained in section 7.4, the
performed studies could not test this possibility mainly due to the 48 MHz rep-
etition rate of the laser light source.
Thus, next step in the feasibility studies would be given by performing PCH
measurements with a reduced pulse frequency to the MegaHertz level (for exem-
ple using a pulse-peaker device): under these conditions, it should be possible
to perform the ordinary charge measurement on a pulse-by-pulse level. More-
over, this would allow fast and direct acquisition of the photon spectra; with
fast acquisition time, a more accurate estimation of the cross-talk and DCR
parameters can be performed.
Finally, last step of this study should be to test the possibility of also tempo-
rally autocorrelate charge measurements as in ordinary FCS experiments, for
exemple adding a correlator as in [53] or [54].
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Chapter 8

Conclusions

Starting from a description of the basic physical principles beyond the Silicon
Photomultipliers functioning, this work presented an overlook on this technol-
ogy and on some some of its possible applications.

Great part of this work took place within the framework of an international
scientific and industrial collaboration with the aim of developing three radia-
tion detectors using the SiPM technology; in order to find the optimal sensor
for each application, an exhaustive protocol to provide a characterization of the
performances of the main SiPM parameters has been provided, in particular
concerning measurements of photo-detection efficiency, gain, dark count rate,
optical cross-talk and their dependence from temperature variations.
The dependence of breakdown voltage from temperature has been confirmed to
be very well described by a linear law and a robust method to measure its slope
has been elaborated and applied to different models of SiPMs from different
producers. This knowledge has been subsequentely employed in a partnership
with CAEN, in the realization of the SP5600 General Purpose Power Supply and
Amplification Unit module, providing it with a bias voltage adjustment feature,
which allows to fix the SiPM over bias with varying environmental temperature.

In order to furtherly improve the knowledge on Silicon Photomultipliers, a deep
study, both experimental and phenomenological, on their output signal has been
carried on. A phenomenological model describing the statistics of Geiger-Müller
avalanches for impinging photons with known probability distribution has been
elaborated: this model takes into account the contribution given by the ther-
mally generated avalanches and by the cross-talk, thus providing a model for
the SiPM deviations from ideal bernoullian detection.
However, a complete treatment of the cell afterpulsing is still not included in
this model, probably causing an overestimation of the dark count contribution:
to provide a more consistent description of SiPM response, such an improve-
ment of the model is necessary.

97
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These models for SiPM response were necessary for the subsequent feasibility
studies on the applicability of this sensors as detecting technology in Fluo-
rescence Fluctuation Spectroscopy biophysical experiments, where parameters
describing the system under study (proteins ligated with fluorophores in a so-
lution) are measured from the deviations of the fluorescence intensity around
its mean value. In these experiments, the use of fast (with a sub-nanosecond
temporal resolution) detectors with an high photon number resolution can cos-
titute an improvement of the experimental conditions, but a model for any sort
of deviation from ideality is necessary.
Thus a Two-Photon Excitation setup has been commissioned and SiPM per-
formances have been tested: the used sensor showed to possess the capabilities
of performing an effective Photon Counting Histogram measurement, providing
extimations of mean number of proteins in the excitation volume and the system
molecular brightness.
Despite these well promising results, more studies still have to be performed:
due to the experimental setup, data acquisition is long and data analysis is far
from being trivial; moreover, present experimental conditions do not allow a
pulse-by-pulse acquisition, which is essential in order to realize the idea of a
combined FCS and PCH measurement. Thus, more effort is necessary in order
to bring to FFS techniques a real experimental advantage with the use of SiPMs.
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