QSAR models for the screening, prediction and refinement of PBT Properties of Contaminants of Emerging Concern

Alessandro Sangion

University of Insubria
Varese-Como 2018

# QSAR models for the screening, prediction and refinement of PBT Properties of Contaminants of Emerging Concern 

by

Alessandro Sangion

Supervisor: Prof. Ester Papa PhD
Co-supervisor: Prof. Paola Gramatica

Doctoral Thesis in
Chemistry and Environmental Sciences,
XXXI cycle

| Title: | QSAR models for the screening, prediction and refinement <br> of PBT Properties of Contaminants of Emerging Concern. <br> Author: <br> Alessandro Sangion, QSAR Research Unit in <br> Environmental Chemistry and Ecotoxicology, Department of <br> Theoretical and Applied Sciences (DiSTA). University of <br> Insubria, Varese, Italy. a.sangion@,hotmail.it |
| :--- | :--- |
| Supervisor: | Prof. Ester Papa, QSAR Research Unit in Environmental <br> Chemistry and Ecotoxicology, Department of Theoretical <br> and Applied Sciences (DiSTA). University of Insubria, <br> Varese, Italy. ester.papa@uninsubria.it <br> Prof. Paola Gramatica, QSAR Research Unit in <br> Environmental Chemistry and Ecotoxicology, Department of <br> Theoretical and Applied Sciences (DiSTA). University of |
| Co-Supervisor: |  |
| Insubria, Varese, Italy. paola.gramatica@uninsubria.it |  |
| Prof. Roberta Bettinetti, Department of Theoretical and |  |
| Applied Sciences (DiSTA). University of Insubria, Varese, |  |
| Italy. roberta.bettinetti@uninsubria.it |  |
| Prof. Melek Türker Saçan, Institute of Environmental |  |
| Sciences, Bogazici University, Istanbul, Turkey. |  |
| msacan@,boun.edu.tr |  |

*Part of the work of this thesis has been carried out as "International Visiting Graduate Student" at the University of Toronto Scarborough (05-08 2017, Toronto, Canada) under the supervision of Prof. Frank Wania and Adj. Prof. Jon Arnot, and as "Guest PhD student" at the Université Paris Diderot (Paris 7), "Laboratoire ITODYS", UMR7086 (03-07 2016, Paris, France) under the supervision of Prof. Ester Papa.

Key Words: QSAR, Contaminants of Emerging Concern, PBT screening, EcoToxicity, Bioaccumulation, Biotransformation


#### Abstract

: Contaminants of Emerging Concern (CEC) are defined as "any synthetic or naturally occurring chemical or any microorganisms that is not routinely monitored but has the potential to enter the environment and cause known or suspected adverse ecological and/or human health effects". Examples of CEC are human and veterinary pharmaceuticals, personal care products, plasticizers, flame retardants, perfluoroalkyl compounds and nanomaterials. The prompt identification of the adverse effects of CEC is fundamental to plan effective risk management strategies and ensure high level of protection for human health and the environment. In particular, Persistent, Bioaccumulative and Toxic (PBT) compounds are chemicals of very high concern due to their potential hazard and should be readily identified. Quantitative Structure-Activity Relationship (QSAR) models can be used in the preliminary hazard-based priority setting phase and can be applied for the preliminary screening of PBT candidates among CEC. In the last decades few approaches have been used for the direct or indirect assessment of PBT chemicals based on QSAR models. Unfortunately, procedures and requirements of the PBT assessment were based on the information available for traditional "legacy contaminants". Many CEC do not necessarily fulfill the original PBT criteria and the actual regulatory requirements are not adequate for a correct assessment of some emerging contaminants. Therefore, new integrated modelling approaches are needed to effectively address and refine the PBT assessment of CEC.


The aim of this thesis is to propose a consistent approach based on QSAR models for the evaluation of the intrinsic environmental hazard of CECs in order to facilitate the identification of PBT chemicals. The research activity comprises three main subjects. The first one is focused on the screening of the potential PBT behavior of pharmaceuticals by the QSAR-based consensus approach proposed by Gramatica and colleagues to draft a priority list of the most environmentally hazardous pharmaceuticals. Results demonstrate a high agreement (i.e. $86 \%$ ) between the different applied QSAR models and, in general, pharmaceuticals ingredients seem not be PBTs. A priority list of 35 pharmaceuticals is proposed. In the second part, ad-hoc QSAR models are developed for the refinement of the toxicity assessment. In particular, QSAR models to estimate the acute toxicity of pharmaceuticals in species at different levels of the aquatic trophic chain are developed and applied to prioritize pharmaceuticals. All the proposed models have good fitting performances $\left(\mathrm{R}^{2}:>0.75\right)$, are internally robust $\left(\mathrm{Q}^{2}\right.$ Loo: $\left.>0.70 ; \mathrm{Q}^{2}{ }_{\text {Lмо }}:>0.65\right)$ and externally predictive $\left(\mathrm{CCC}_{\text {ехт: }}:>0.82, \mathrm{Q}^{2} \mathrm{Ext}: ~>~ 0.68\right)$. A global Aquatic Toxicity Index (ATI), based on Principal Component Analysis (PCA) of various aquatic toxicities is proposed and modelled. This index is able to rank pharmaceuticals according to their toxicity on the whole aquatic environment. 34 out of 35 pharmaceuticals, previously highlighted as potential PBT, have also potential high toxicity on all the studied aquatic organisms. Moreover, interspecies correlation models to extrapolate toxicity from a lower trophic level to higher one are also developed. The third part addresses the bioaccumulation refinement and aims to analyze the importance of metabolic biotransformation in the estimation of
bioaccumulation. QSAR models for the prediction of in-vivo whole-body human biotransformation Half-Lives (HLs) are developed for organic chemicals. These QSARs are used to predict the biotransformation potential of pharmaceuticals to refine the bioaccumulation evaluation of the previous PBT assessment. Only 22 pharmaceuticals are predicted as slow-metabolized and have high bioaccumulation potential. Finally, predictions for the biotransformation potential are integrated in a mechanistic mass-balance multimedia environmental fate food-web model to estimate the Biomagnification Factor (BMF) in human in a tiered approach. The tiers progress from conservative assumptions to more realistic ones for chemical properties, biological partitioning and biotransformation in human. The introduction of biotransformation HL strongly affects the calculation of the BMF potential. The $98 \%$ of the analyzed chemicals are not bioaccumulative and the elimination processes related to biotransformation are predominant in the overall bioaccumulation.
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Chapter 1: Introduction

### 1.1.Overview on chemicals production and consumption

The increase in quality of life and in the living standards in the last century has been made possible through industrial and technological development. Chemistry plays key role in the technological advancements that drive innovation with undeniable benefits in various fields such as human health, food supply and the environment. Chemicals are present in everyday life in any kind of products being an integral part of modern life with over $100^{\prime} 000$ different substances in use ${ }^{1-3}$. The growth of new chemicals discovered or synthetized annually is extraordinarily high and steadily rising with thousands of new chemicals indexed in the Chemical Abstract Service (CAS) on a daily basis ${ }^{4-6}$. For example, chemical industry is one of the biggest industrial sector in European Union (EU) generating more than 500 billion Euros of sales every year and investing more than 8 billion Euros in research and development ${ }^{7}$.

Chemicals have lot of benefits but may also present risks; many of the chemicals are toxic to human beings and/or harmful to the environment and can cause adverse effects. Throughout their lifetime, organisms are exposed to a variety of chemicals, contained in water, air, food, healthcare products, medicines, cosmetics and other consumer products. Some chemicals can highly damage health and/or pollute the environment. The National Statistical Institutes and Eurostat ${ }^{8}$ estimated an annual average consumption of 353 million tons of chemicals in EU between 2004 and 2016. Among these, 225 million tons were classified as harmful for human health while 130 million tons as substances that might represent hazard for the environment. Of all chemicals consumed in the EU in $2016,35.4$ \% were toxic to the environment and 62.2 \% were toxic to health (figure $1.1)^{8}$.


Figure 1.1: Consumption of toxic chemicals, EU-28, 2004-2016. Source: Eurostat ${ }^{9}$

Statistics and classifications reported by Eurostat are based on the hazard statements according to the international Globally Harmonized System (GHS), as implemented in Europe by the Classification, Labelling and Packaging (CLP) Regulation ${ }^{10}$. It is important to note that the indicator on the consumption of chemicals hazardous to the environment and to human health is limited under several points of view: production and consumption are not synonymous with exposure; some chemicals are handled in closed systems with high risk management measures, or as intermediate goods in controlled supply chains. Some classification and labelling information for the same substance may appear to be confusing ${ }^{11}$. Emissions to the environment from production of chemicals exported to outside the EU are accounted by the indicator mentioned above. Finally, the statistics focus on major chemicals with a high production volume and do not account for additional consumption of chemicals whose adverse effects are unknown.

Since 1970s, the attention of authorities, regulatory frameworks, monitoring and quality control analysis has been focused on "legacy contaminants". This term refers to chemicals that have been left in the environment by sources that are no longer discharging them and are well known for their long-term effects on human and environmental quality. They usually include Persistent Organic Pollutants (POPs),
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Polycyclic Aromatic Hydrocarbons (PAHs), metalloids and metals such as arsenic and lead ${ }^{6,12,13}$. Usually the hazard of these chemicals is well characterized, they have been highly regulated and routine techniques have been set up to detect and monitor them in the environment. Moreover, there has been emphasis to replace many of these chemicals with substances that are less toxic to wildlife and humans ${ }^{14}$. Unfortunately, in the last decade beside these "legacy contaminants" many other chemicals have been discharged in the environment and have drawn the attention of the scientific community: the socalled Contaminants of Emerging Concern (CEC).

### 1.2.Contaminants of Emerging Concern

The definition "emerging contaminants" was first used by the US Environmental Protection Agency (US-EPA) in the mid 1900s to refer to chemicals that were newly discovered in the environment, had no regulatory standards and were potentially hazardous to humans and the environment ${ }^{15,16}$. However, the definition of what is "emerging" is relative and depends on the historical moment. In fact, what was a new contaminant, some decades ago, might not be classified as emerging anymore. Moreover, many contaminants might have been in the environment for long time but concerns regarding their presence have been raised only recently. In these cases, what is emerging is the awareness of the potential hazard of these compounds, not the contaminants themselves. Within a broader context, the definition of CEC is more suitable to define contaminants referred as: i) substances that have been newly introduced on the market and therefore in the environment, ii) contaminants of emerging interest that have been present in the environment for long time but for which the environmental issues were not fully recognized, iii) new concerns raised for legacy contaminants related to new information that allow to understand new aspects of their occurrence, fate and effects ${ }^{17,18}$. A good definition of CEC is given by the US Geological Survey (USGS): "CEC is any synthetic or naturally occurring chemical or any microorganisms that is not commonly monitored in the environment but has the potential
to enter the environment and cause known or suspected adverse ecological and/or human health effects" ${ }^{19}$.

CEC include an extraordinarily broad category of substances that are artificially grouped together even if they have a limited number of common properties ${ }^{15,19,20}$; table 1.1 report a list with current group of major CEC.

Table 1.1: List of the current groups of major Contaminants of Emerging Concern

## Chemical Contaminants

Alkylphenol ethoxylate surfactants (e.g. nonylphenol ethoxylates)
Anticorrosive agents (e.g. benzotriazoles)
Flame retardants (e.g. TCEP*)
Perfluorinated compounds (e.g. PFOA*)
Hormones and endocrine disruptors (e.g. estradiol)
Nanoparticles (e.g. fullerenes)
New classes of pesticides (e.g. neonicotinoids)
Personal Care Products (e.g. oxybenxone)
Pharmaceuticals (e.g. diclofenac)
Stabilizers (e.g. dioxane)
*TCEP, tris(2-chloroethyl)phosphate; PFOA, Perfluoro-octanoic Acid.
The majority of CEC differ from the traditional "legacy contaminants" because they are used also in typical households and their release into the environment is extensively due to their use and disposal by the general population ${ }^{21}$. The main concern regarding domestic sources is that they are uncontrolled, well spread all across the territory and can lead to an ubiquitous and continuous environmental introduction that makes CEC "pseudo-persistent" 22,23 (i.e. "the continual input of chemicals into the environment can impart a persistence-like quality to those compounds that otherwise possess little inherent chemical stability in the environment because new molecules replenish those that are being removed ${ }^{24}$ ). For example, the direct flushing of unused or expired medicines down the lavatory represents one of the major diffused and unregulated source

## Introduction

of pharmaceuticals in the environment ${ }^{25-27}$. CEC are often found in municipal, agricultural and industrial wastewaters and even in drinking water ${ }^{28}$. Waste Water Treatment Plant (WWTP) effluent are generally loaded with CEC; in such plants, the raw wastewater influents are subjected to a series of physical and biological treatments such as bar screening, sedimentation and microbiological degradation. However, conventional treatments have been designed to remove easily or moderately biodegradable carbon, nitrogen and phosphorous compounds in concentration to the order of $\mathrm{mg} / \mathrm{l}$ and are not equipped to deal with complex chemicals as many CEC (e.g pharmaceuticals $)^{29,30}$. CEC are generally present in low concentrations and their physical-chemical properties and structural features make them unassailable to microbial activities, limiting their removal efficiencies. Beside biodegradation, also sorption on particulate matter and sludge plays a key role in the removal efficiency in WWTP ${ }^{31}$. However, one of the possible final fates of sewage sludge is to be stabilized and converted to biosolid for agriculture applications. In this way CEC residues sorbed in the sludge can be transferred in agricultural soils and enter in the environment ${ }^{32}$. CEC are increasingly detected in a broad range of environmental compartments (e.g. marine waters, freshwaters, soils, sediments) and in every level of the trophic chains (e.g. fish, amphibians, terrestrial animals) and are considered ubiquitously distributed ${ }^{33-35}$.

Many CECs are biologically active substances that specifically affect control mechanisms in living organisms (e.g. pharmaceuticals). When released into the environment, this biological activity may adversely affect wildlife (so-called non-target organisms) and impair ecosystem health through a variety of different mechanisms. Acute toxicity and mortality are the most obvious effects cause of concern since many species might be more sensitive to certain contaminants. For instance, the antiinflammatory drug diclofenac caused the death of millions of vultures across the Indian subcontinent in the past 10 years. Populations of three species of vulture have declined by more than $95 \%$, and all three are now considered critically endangered. The birds died of acute renal failure caused by the active substance. Diclofenac was mainly given
to cattle for relief of pain or inflammation associated with disease or wounds. As the meat of cow is not eaten by people in India, the birds would feast on them and take up all remaining drug residues ${ }^{36}$. Many CEC can have endocrine functions and interact with the hormone system of animals acting as Endocrine Disrupting Compounds (EDCs). EDCs can interfere with the endocrine system in different ways: behaving like natural hormones, inhibiting natural hormones or interacting with normal hormonal receptors. Hormones are chemicals messengers that relay signals from one tissue or organ to another and are involved in a vast array of processes including growth, reproduction, appetite and stress response. The interaction of contaminants with the endocrine system can be deleterious for many species resulting in developmental and reproductive malfunctions, carcinogenesis and feminization/masculinization of aquatic organisms ${ }^{37-}$ ${ }^{41}$. For instance, the steroid estrogens ethinylestradiol (EE2) caused the feminization of male fish in contaminated river and water bodies ${ }^{42}$. EE2 is the principal ingredients of the contraceptive "pill" and it is also used for estrogen replacement therapy and for enhancing muscle growth in livestock ${ }^{43}$. Fish are very sensitive to continuous exposure to EE2 and just few nanograms per liter are enough to induce elevated plasma vitellogenin concentration and male feminization ${ }^{44,45}$. Antimicrobial resistance is another issue related to the presence of certain kind of CEC in the environment. Antibiotic residuals in the environmental compartments lead to the development of resistant bacteria and genes that may change the composition of the microbial community and favor pathogen agents ${ }^{46}$.

Although the improvements of the analytical techniques allow to reduce the detection limits revealing compounds previously not detected, data about environmental hazard of CEC are limited and many long-term effects are still unknown ${ }^{47}$. Information and toxicity data are not yet available for many CEC because important classes of these compounds have not yet studied in detail. CEC are currently not included in routine monitoring programs and remain unregulated even if suspected of causing deleterious ecological effects. Given the large number of CEC suspected to negatively affect the
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environment, some type of screening system is needed to monitor, prioritize and facilitate the Risk Assessment and Risk Management of these compounds ${ }^{48}$.

### 1.3.Risk Assessment and Risk Management

The presence of CEC in the environment represents a scientific, technical and regulatory challenge; environmental behavior and effects of these compounds need to be assessed in order to prevent the rise of negative impacts and to preserve good quality standards.

Risk Assessment methodologies allow to identify hazards and risks related to substances and their uses providing the information required in the Risk Management phase to managed and reduce the possible negative impacts on society and environment. Risk Assessment is a systematic procedure, combining scientific and regulatory principles in order to describe the hazard associated with the human exposure (Health Risk Assessment) or the environment exposure (Environmental Risk Assessment) to chemical substances.

The Risk Assessment-Risk Management (with a focus on the Environmental Risk Assessment) scheme is reported in figure 1.2:


Figure 1.2: Steps in the (Environmental) Risk Assessment and Risk Management processes ${ }^{49}$

The first step of Risk Assessment is the hazard identification, which aims to identify the adverse effects that a substance is inherently able to cause to human or environmental health. This first step encompasses the characterization of the behavior of a chemical in the environment and within the body as well as the collection and analysis of data on health effects that may be produced by the exposure to a chemical. It is followed by the exposure assessment, which is focused on the estimation of the concentrations to which human populations or environmental compartments are exposed. In the Environmental Risk Assessment this can be done by direct measures or by the application of multimedia exposure models that allow to predict the environmental concentration from emission rates, product uses and physical-chemicals properties. The output of this step is the
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estimation of the predicted environmental concentration (PEC) for each environmental compartment.

In addition to the exposure assessment, the effect assessment is necessary; it is designed to assess the relationships between dose or level of exposure to a substance and the incidence and severity of an adverse effect ${ }^{49}$. For each adverse effect, a dose-response curve is estimated to assess the percentage of the population, of the studied species, which show a specific effect at a specific dose or concentration. The output of the effect assessment is the identification of a threshold under which adverse effects are not expected to occur. In the case of the Environmental Risk Assessment, this level of protection must take into account the high variability of components and factors that characterize the natural environment, like the high number of species (with different responses) and the high number of different effects. For these reasons, the aim of the effect assessment in the Environmental Risk Assessment is the identification of "safe level", called predicted no-effect concentration (PNEC), which should ensure the protection of the $95 \%$ of the natural species taking in account the uncertainty due to the extrapolations from a species to another, from acute to chronic effects, from laboratory to field testing etc ${ }^{50-52}$. The last step of Risk Assessment is the risk characterization; in this step, the comparison of the results from the previous two stages returns a risk quotient representing the probability that an adverse effect will occur in human population or environmental compartment. In Environmental Risk Assessment, the risk quotient is calculated as PEC/PNEC ratio.

Once the risk associated to a substance has been characterized, a phase of Risk Management is necessary to decide if the calculated risk is negligible or further measures to reduce it are required. According to the risk quotient, two risk levels have been defined: an upper limit that fixes the maximum level above which the risk is considered unacceptable, and a lower limit, in general the $1 \%$ of the upper limit, below which the risk is considered negligible. Between the two levels there is a zone where risk reduction is required based on the As Low As Reasonable Achievable (ALARA) principle. In case
of unacceptable risks, additional management measures are required; these measures begin from a risk and benefit analysis, where technical, social, scientific, economic and political factors are considered in order to quantify the possible socio-economic and human health costs and benefits of various scenarios related to different risk reduction options ${ }^{49}$.

Once chosen the best risk reduction approach, a last phase of monitoring and review is required to verify the effectiveness of the risk control measures and to ensure that the safety and quality standards are met ${ }^{50}$.

Risk Assessment and Risk Management are essential tools in the assessment and management of chemicals for a safety use and are integral part of the European regulation in matter control of chemicals, the REACH (i.e Registration, Evaluation, and Authorization of Chemicals) regulation ${ }^{53}$.

### 1.4.REACH regulation

Identifying which chemicals pose significant hazard and consequently risks can be a difficult process, as is deciding what should be done when hazards and risks are identified. Regulations as REACH in EU aim to ensure high level of health and environmental protection through the better and earlier identification of the intrinsic properties of hazardous chemicals. The central requirements of REACH are defined by its acronym, i.e Registration, Evaluation, and Authorization of Chemicals, which defines the basis of the approach to chemical safety assessment and management. In more details, REACH requires ${ }^{53}$ :

- Registration: all the substances manufactured or imported in the EU in quantitative above 1 ton for year have to be registered by producers/importer to the European Chemicals Agency (ECHA). The timing and amount of information required for registration depend partly on the volume produced/imported. For substances above one ton, a technical dossier (containing information on properties, uses, classification, and guidance on safe
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use) must be submitted to the authorities. For substances above ten tons, a Chemicals Safety Assessment (CSA) is required and documented in the Chemical Safety Report (CSR). The CSA includes the hazard classification of a substance and the assessment as to whether the substance is persistent, bioaccumulative and toxic (PBT) or very persistent and very bioaccumulative (vPvB). Further, the CSR also describes exposure scenarios, including appropriate Risk Management measures, for all identified uses of dangerous, PBT, vPvB substances.

- Evaluation: this process consists of an examination of the data contained in the registration dossiers provided by industry, which undergo a double evaluation: dossier evaluation and substance evaluation. The dossier evaluation includes a check of the compliance of the registration requirements, and a check of the testing proposals, in order to prevent unnecessary testing with vertebrate animals. The substance evaluation includes the investigation of chemicals with potential risks to human health and the environment in order to identify substance of high concern.
- Authorization: an authorization is required for the use and marketing of substances of very high concern which include substances classified as carcinogenic, mutagenic ant toxic for reproduction (CMR), PBT and vPvB substances and substances of equivalent concern (e.g. EDCs). ECHA will grant an authorization for the use of such substances only if the industry demonstrates that risks associated to the use is adequately controlled, or the socio-economic benefits outweigh the risks and if provides plans for substitution with safer alternatives.
- Restriction: restrictions (e.g. prohibition or specific condition for the manufacture, trade or use) can be applied for certain dangerous substances. This procedure provides a safety net to manage risks that have not been adequately addressed by another part of the REACH system.

The REACH regulation moves the burden of risk identification and management from national authorities to the industry. All companies manufacturing or importing chemicals into EU in quantities of one ton or more per year are required to gather information on the properties of chemicals, in order to ensure that they manufacture, place on the market or use substances that do not adversely affect human health or the environment.

Particularly relevant during the registration and evaluation phases are the substances classified as PBT or vPvB . This kind of compounds may be included in the candidate list of Substances of Very High Concern (SVHC) and subjected to the further authorization and restriction procedure. Additionally, in the authorization step, plans for safer alternatives to the most hazardous chemicals must be provided.

### 1.5.Persistent, Bioaccumulative and Toxic chemicals

PBT substances are substances that are persistent $(\mathrm{P})$, bioaccumulative $(\mathrm{B})$ and toxic $(\mathrm{T})$, while vPvB substances are characterized by a particular high persistence in combination with a high tendency to bioaccumulate which may lead to toxic effects ${ }^{54}$. PBT compounds are priority chemicals due to the potential risk they pose to human's health and ecosystems; they are environmentally relevant because, due to their properties, they can resist to biotic and abiotic degradation and persist unchanged for long time, interacting with human and wildlife, accumulating in living organisms and causing longterm toxic effects ${ }^{55}$. The properties of $\mathrm{PBT} / \mathrm{vPvB}$ substances lead to an increased uncertainty in the estimation of risk to human health and the environment when applying quantitative Risk Assessment. For PBT a "safe concentration" in the environment cannot be established with sufficient reliability for an acceptable risk to be determined in a quantitative way ${ }^{54}$. Therefore, a separate $\mathrm{PBT} / \mathrm{vPvB}$ assessment is required to take this specific concern into account. The objective of the $\mathrm{PBT} / \mathrm{vPvB}$ assessment is to determine if the substance fulfils the criteria given in Annex XIII of the REACH regulation and to characterize the potential emissions of the substance to the different environmental
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compartments and the likely routes by which humans and the environment are exposed to the substance.

A substance is considered PBT when it fulfils the criteria for all three inherent properties P, B and T:

- Persistence: Organic compounds with a slow degradation rate in the environment, resistant to biological and chemical degradation reactions are classified as POPs. In general, an optimal description of the persistence of a compound in the environment requires knowledge of its partitioning in environmental media, its potential for transport, and its degradation half-life (HL) in each compartment. The determination of persistence in any environmental compartments calls for information on the kinetics of both biotic and abiotic processes ${ }^{55}$. Biotic degradation processes involve the interaction of chemicals with organisms and microorganisms able to include the given molecule in their metabolism pathways and modify it. Biodegradation processes are divided in primary degradation and mineralization ${ }^{49}$. The first is referred to all processes that lead to the modification of the parent compounds in metabolites with different properties; primary biodegradation substantially affects the solubility and the environmental mobility of the original compounds, but in some cases, there may be an enhancement of toxicity. Mineralization refers to the complete conversion of a chemical in water, carbon dioxide, inorganic elements and mineral salts, available for a further entry in the natural cycle of elements. On the other hand, abiotic degradation includes all physical and chemical processes such as photolysis, thermolysis, hydrolysis, oxidation, reduction and reaction with other chemicals that lead to the formation of breakdown products from the original compound. Compounds not sensitive to these processes are persistent in the environment ${ }^{56}$. An important side effect of persistence is the possibility of pollutants to be transferred over large distances and reach rural and uncontaminated zones. So, persistent chemicals that exist in
gaseous phase or are associated to droplets or particles can be transported all over the world by air movements on the regional and global scale in a process called Long-Range Atmospheric Transport (LRAT). Here pollutants tend to be accumulated in cold places like glaciers or the poles where the low temperatures favor condensation and air removal processes ${ }^{57-59}$. The following table 1.2 summarizes the criteria and the relevant information to be used in the $\mathrm{PBT} / \mathrm{vPvB}$ assessment according to Annex XIII of REACH.

Table 1.2: Persistence criteria according to Annex XIII to the REACH Regulation

| Criteria | - degradation HL in marine water $>60$ days; <br> - degradation HL in fresh or estuarine water $>40$ days; <br> P - degradation HL in marine sediment > 180 days; <br> - degradation HL in fresh or estuarine water sediment > 120 days; <br> - degradation HL in soil > 120 days. |
| :---: | :---: |
|  | ```- degradation HL in marine, fresh or estuarine water > 60 days; vP - degradation HL in marine, fresh or estuarine water sediment > 180 days; - degradation HL in soil > 180 days.``` |
| Screening information | - Results from tests on ready biodegradation; <br> - Results from other screening tests (e.g. enhanced ready test, tests on inherent biodegradability); <br> - Results obtained from biodegradation computational models; <br> - Other information provided that its suitability and reliability can be reasonable demonstrated. |
| Assessment information | - Results from simulation testing on degradation in surface water; <br> - Results from simulation testing on degradation in soil; <br> - Results from simulation testing on degradation in sediment; <br> - Other information, such as information from field studies or monitoring studies, provided that its suitability and reliability can be reasonably demonstrated. |

- Bioaccumulation: Bioaccumulation is defined as "the process by which chemicals are taken up by a plant or an animal either directly from exposure to
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a contaminated medium (e.g. soil, sediment, water) or by eating food containing the chemical ${ }^{160}$. In other words, the bioaccumulation process is the result of chemical concentration in an organism, due to uptake by all exposure routes including transport across respiratory surfaces, dermal absorption and food uptake ${ }^{61}$. The two processes involved in determining bioaccumulation are bioconcentration and biomagnification. Bioconcentration is the process by which a chemical is absorbed by an organism from the ambient environment only through its respiratory and dermal surfaces ${ }^{60,62}$. Biomagnification is a process in which the thermodynamic activity of the chemical in an organism exceeds that of its diet, it represents the accumulation and transfer of substances via the food-web ${ }^{60,62,63}$. Persistent pollutants can move from an environmental compartment to another according to their physical-chemical properties and thus can be transferred also to biota ${ }^{61}$. Once entered in tissues and organs, lipophilic and poorly metabolized toxicants tend to persist, and it has been widely observed that organisms can achieve high concentrations of certain contaminants in comparison to the environmental concentration of the contaminant itself ${ }^{62}$. The Bioconcentration Factor (BCF), is the parameter used to quantify the bioaccumulation potential of pollutants ${ }^{64}$; it is determined as the concentration of the parent substance in the whole aquatic organism $\left(\mathrm{C}_{\mathrm{B}}\right)$ at steady state divided by the mean water concentration of the substance during the exposure period $\left(\mathrm{C}_{\mathrm{W}}\right)^{62}$ :

$$
\begin{equation*}
\mathrm{BCF}=\frac{\mathrm{C}_{B}}{\mathrm{C}_{W}} \tag{1.1}
\end{equation*}
$$

For terrestrial organisms, the environment is usually the soil while for aquatic ones the environment is water or sediments. Alternatively, BCF can be seen as the ratio between the uptake rate constant and the depuration rate constant assuming first order kinetics.

Since the experimental determination of these properties is both expensive and time consuming, alternative methods have been developed to correlate physical-
chemical properties or structural parameters to BCF. The octanol-water partition coefficient of a substance ( $\log K_{\text {Ow }}$ ) is considered a satisfactory surrogate for lipids tissue and it is widely used to estimate $\mathrm{BCF}^{65}$. LogKow has a linear relationship with BCF , thus the higher is the $\log \mathrm{K}_{\mathrm{ow}}$ the higher will be the chemical's tendency to bioaccumulate in organisms ${ }^{66,67}$. However, it has been demonstrated that the linear relationship falls down for compounds with $\log \mathrm{K}_{\mathrm{Ow}}$ $>6$ as well as for substances easily metabolized by the exposed organisms ${ }^{68}$. According to REACH, a chemical fulfils the B or vB criterion when the BCF in aquatic species is higher than 2000 or 5000 respectively ${ }^{54}$. For air-breathing organisms, biomagnification is related to the octanol-air partition coefficient $\left(\mathrm{K}_{\mathrm{OA}}\right)$ in addition to Kow. According to emerging screening criteria ${ }^{54}$ chemicals with $\log \mathrm{K}_{\mathrm{OA}} \geq 5$ and with a $\log \mathrm{K}_{\mathrm{Ow}} \geq 2$ are considered to have bioaccumulation potential in air-breathing organisms, including humans.

- Toxicity: A toxicant is a substance that is harmful to living organisms because of its adverse effects on tissues, organs, or metabolism. Toxic effects depend on the dose or concentration, route and time of exposure as well as on factors depending on individual and species variability. On the basis of the exposure period it is possible to distinguish between acute toxicity, that refers to more or less severe effects resulting from exposure to a single dose of the toxic substance, and chronic toxicity, related to the effects of long-term exposure, often to low repeated doses or concentrations ${ }^{69}$. It is important to note how the same chemical can show both acute and chronic toxicity although with different mechanisms and effects. The toxicity of a compound is evaluated by dose-effect and doseresponse assessments that show respectively the relationship between a certain dose or concentration and the effects on an individual and between a certain dose or concentration, and the incidence of a certain effect on the population exposed. On the basis of these assessments, parameters to evaluate toxicity are derived:
$\mathrm{LC}(\mathrm{D})_{50}$ : Median Lethal Concentration (Dose) - the concentration or dose at which a toxicant is estimated to be lethal to $50 \%$ of the organisms of a given population. It is estimated in acute toxicity tests.
$\mathrm{EC}(\mathrm{D})_{50}$ : Median Effective Concentration (Dose) - the concentration at which a toxicant is estimated to cause a defined effect in $50 \%$ of a given population. It is estimated in both acute and chronic toxicity tests.

NOEL(C): No Observed Effect Level (Concentration)- The maximum dose or ambient concentration an organism can tolerate over a specified period of time without showing any detectable adverse effect, and above which adverse effects become apparent. It is usually calculated in long term exposure tests.

LOEL(C): Lowest Observed Effect Level (Concentration)- The minimum dose or ambient concentration that causes a detectable effect.

A substance fulfils the toxicity criterion if NOEC for marine or freshwater organisms is less than $0.01 \mathrm{mg} / \mathrm{L}$ or there are other evidences of chronic toxicity ${ }^{54}$. It can be considered toxic also if it meets the criteria for classification as CMR. Data on short-term acute aquatic toxicity can be used as screening information ${ }^{54}$.

### 1.6.Integrated Testing Strategies and PBT assessment

Without doubts, under REACH more data for chemicals have been assembled than ever before ${ }^{70}$. Unfortunately, the quality of data is not always adequate and, in many cases, critical information, mainly related to toxicity, are missing ${ }^{71,72}$. Testing programs are expensive and require an high number of animal lives per chemical while and additional objective of REACH should be the reduction of animal-testing promoting the use of alternative methods ${ }^{73,74}$.

To meet these needs, intensive efforts have been made to elaborate Integrated Testing Strategies (ITS) which are aimed at speeding up Risk Assessment and Risk Management procedures through a reduction of animal testing and an optimized intelligent use of available information. ITS are integrated approaches comprising both testing and non-
testing methods, such as in-vitro testing, computational methods, chemical categories and optimized in-vivo test ${ }^{75}$. The aim of the ITS is to combine these different approaches to make the best use of the available information increasing efficiency and costeffectiveness, reducing time and improving the whole Risk Assessment system. Nontesting in-silico methods are fundamental components of the ITS; it was estimated that by applying these methodologies, the needs for animal tests could be reduced to $70 \%$ for individual endpoints resulting in savings for more than 800 million Euros and 1.3 million of animals ${ }^{76}$. However, non-testing methodologies will reduce but not completely replace animal testing; the successful application of these ITS components relies on the availability of high-quality experimental data. This is a limiting factor in the development of ITS methodologies that can be overcome only improving the feedbacks exchange between testing and non-testing scientists. The in-silico methods can lead the experimental design while good quality experimental data can be used to train and validate high-quality computational models.

Quantitative Structure Activity Relationships (QSAR) are one component of the ITS and can be used in the preliminary hazard-based priority setting phase for the screening of large data sets. QSARs are theoretical mathematical models that can be applied to estimate physical-chemical properties or biological activities of molecules for which no or limited data exist. The main advantage of QSAR models is that they are based on the molecular structure and can be applied to screen virtually every organic chemical as soon as the molecular structure is provided. This allows to detect as early as possible, on the basis of the structural information, potential intrinsic hazards of a chemical and prevent undesirable effects and also allowing the a priori plan of safer alternative synthesis according to the "benign by design" approach of the green chemistry ${ }^{14,77}$. In this way, it is possible to focus time and financial resources on the most hazardous chemicals for further evaluation in more comprehensive assessment phases ${ }^{78}$. Thus, QSARs can be applied for priority setting and for the screening of PBT candidates among $\mathrm{CEC}^{79}$. In the last decades different approaches have been applied for the direct or indirect assessment of PBT chemicals based on QSAR models or integrating QSARs in a weight of evidence
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analysis. For example, an approach based on Principal Component Analysis (PCA) has been applied to select representative PBT chemicals ${ }^{80}$. The US-EPA PBT Profiler ${ }^{81}$ is a framework based on the EPI Suite ${ }^{82}$ program developed by the US-EPA for the early assessment of PBT chemicals. It predicts the $\mathrm{P}, \mathrm{B}$ and T properties separately with specific QSAR models and compares them with the related threshold for each end point ${ }^{67,83,83-86}$. Muir and Howard ${ }^{2,87,88}$ focused on chemicals with P and B properties combining expert knowledge, models from EPI Suite and P and B criteria from various legislation to select priority chemicals for further analysis in different screening studies on different kind of environmental contaminants, including pharmaceuticals ${ }^{2,87,88}$. The Risk Assessment Identification And Ranking (RAIDAR) model is a screening level evaluative model proposed by Arnot and Mackay that combines information on partitioning, reactivity, environmental fate and transport, food web bioaccumulation, exposure effect end point, and emission rate in a coherent mass balance framework. This holistic approach allows to combine quantitative information on $\mathrm{P}, \mathrm{B}, \mathrm{T}$ and quantity in a coherent evaluative framework for a screening level metric of risk ${ }^{89}$. The European Joint Research Center (JRC) applied the Decision Analysis and Ranking Techniques (DART) to rank chemicals for environmental safety assessment ${ }^{90}$. Papa and Gramatica proposed the Insubria PBT Index, a multiple linear regression (MLR) QSAR model based on four molecular descriptors ${ }^{91}$. This model provides a unique, cumulative index to estimate the potential PBT behavior of a chemical directly from the molecular structure. The Dutch National Institute for Public Health and the Environment (RIVM) developed a P and B score based on overall persistence and BCF integrating experimental data and predictions from EPI Suite ${ }^{92}$ and screened more than 65000 industrial chemicals. Strempel and colleagues proposed and applied a classification system combining measured PBT properties data from multiple sources with estimates for missing property data using methods from EPI Suite and ECOSAR ${ }^{93}$. Recently Pizzo and collaborators proposed a Weight of Evidence architecture based on multi criteria decision making using a series of existing and new in-silico tools for assessing $\mathrm{P}, \mathrm{B}$ and T properties within the PROMETHEUS project ${ }^{94}$, while Roy and colleagues proposed a
new QSAR model of the Insubria PBT Index based on extended topochemical atom descriptors ${ }^{95}$.

In this context it is important to highlight that a model is a way to simplify and represent the reality, reorganizing the knowledge to describe a certain phenomenon and exploiting it to predict future events. Any model strictly depends on the objects and variables used in the development process, and it does not exist a unique best model which is able to describe a certain event. Often, the better compromise is to use a consensus approach, averaging the prediction of different models that describe the same phenomenon from different points of view. Thus, it seems reasonable that a consensus approach, which can be derived for instance by calculating an average for representative individual models based on different variables, might provide better predicted data than the majority of individual models ${ }^{96-99}$. Many of the studies reported above ${ }^{2,87,88,92,93}$ performed screening on large sets of chemicals by estimating missing properties using single individual model, often applying the EPI Suite software. This can create a bias in the estimation since, if the model is not trained on a specific class of chemicals (e.g. EPI Suite is not specific for pharmaceuticals ${ }^{100}$ ), predictions might not to be reliable and screening results could be misleading. Moreover, different models are developed under different regulatory frameworks and are compliant with different requirements ${ }^{101}$. The result is that the identification of PBTs is based on individual properties of chemicals, with threshold values that are not unique across the various legislations. For this reason, the decision on whether a substance fulfills the PBT criteria not only depends on substance properties but also on the framework under which the substance is evaluated ${ }^{102}$.

Recently Gramatica and collaborators proposed an integrated approach for the assessment of PBT chemicals based on the consensus of two independent QSAR models (i.e. Insubria PBT Index and US-EPA PBT Profiler) ${ }^{103}$. This approach is based on the concept that PBT are intrinsic hazard properties that can be estimated on the basis of the chemical structure by QSAR models. Moreover, the application of different methods can
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provide more robust predictions and overcome the limits of the individual models. In a first study Gramatica and colleagues validated their approach comparing results obtained by consensus with large literature screening ${ }^{103}$. The overall agreement was greater than $75 \%$ and the method allowed to reach different degree of prioritization identifying as PBT the majority of chemicals of concern for the other studies. This approach was then applied to two classes of CEC (i.e. flame retardants ${ }^{104}$ and personal care products ${ }^{105}$ ) to prioritize new contaminants without experimental data. The agreement was high and the approach revealed to be promising for new classes of CEC as for instance pharmaceuticals. This comparative priority setting approach is very promising, highlighting the chemicals that are recognized as potential PBTs by different methods, even if based on different strategies (various cut-off criteria for each property/activity, structural characteristics, in a few cases also empirical evidence), in a consensus approach.

### 1.7.Limitations of the PBT assessment and Screening refinement

The history of PBT chemicals can be traced to the discovery of chlorine and bromine elements in 1774 and 1826 respectively ${ }^{106}$ and with the synthesis of benzene hexachloride by Faraday in 1825. Chlorine and bromine substituents provide PBT molecules with properties of both persistence and biological activity that make them particularly interesting for specific applications. Interests rose in 1930 when advancements in technologies provided industrial possibilities to synthetize chlorine compounds that were valuable pesticides such as DDT (Dichlorodiphenyltrichloroethane). Unfortunately, the properties that made these compounds particularly suitable for agricultural uses turned to be problematic and made them environmentally hazardous. In 1962 the book of Rachel Carson "Silent Spring" ${ }^{107}$ focused for the first time the attention of public and scientific community on the negative effects chlorinated pesticides had on the environment, opening the debate about PBTs. In 1995 the United Nations Environmental Program (UNEP) convened an international working group to develop assessment strategy for 12 POPs. This lead to the institution
of the Stockholm Convention in 2001 and of subsequent national and international regulatory frameworks based on the same requirements but with different thresholds ${ }^{12,53,108}$.

Unfortunately, some of the rationale and thoughts that were applied to the initial criteria used late 1990s have not been carried forward to illuminate the reasons behind the PBT evaluation in newer assessment scheme and, criteria and threshold values have not been revisited in a critical way according to scientific progresses ${ }^{109}$. Moreover, new classes of chemicals with physical, chemical and biological properties different from the traditional "legacy contaminants" have become widely used ${ }^{109}$.

Little attention has been given to polar compounds that are mobile in the aquatic environment ${ }^{110}$. Mobility can be qualified as the potential of the substance to be transported to groundwater or far from the site of release ${ }^{53}$. If such mobile substances are also persistent, they could distribute in water compartments and be of concern for wildlife and water quality ${ }^{111}$. Persistent and mobile organic compounds that are also toxic are referred to as PMT (persistent, mobile and toxic) substances ${ }^{112}$. PMTs have only recently gained the interest of authorities, and there are activities attempting to establish potential regulatory measures ${ }^{110-112}$. Generally, the molecules most mobile in water are the ones in which solvation by water is more energetically favorable than sorption to environmental solids. Kow can be used as an approximate indicator of the aquatic mobility of neutral organic compounds. High Kow may indicate high sorption tendency while low Kow may indicate high mobility in the aquatic environment. For ionic compounds, that may exist in a variety of complexes or protonation states depending on pH and on the ions present in the water, the distribution coefficient ( $\mathrm{D}_{\mathrm{ow}}$ ) can be used instead of the Kow to account for the concentration of all forms of the compound. However, the assumption that $\mathrm{D}_{\text {Ow }}$ inversely correlates with mobility is still very simplistic. Kow and Dow can be viewed as the approximate indicators of mobility biased towards overestimation due to lack of accounting of additional partitioning
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between the compound and the environmental media ${ }^{111}$ and can be considered screening parameters.

Many CEC do not necessarily fulfill the original PBT criteria and the actual regulatory requirements are not adequate for a correct assessment of these contaminants, for instance, the BCF is questioned not to be the best parameters to evaluate bioaccumulation potential especially for terrestrial organism ${ }^{62,113-115}$.

The screening studies are preliminary tools for the identification of PBT properties of the substances on the basis of the molecular structure. Moreover, many of the modeling frameworks developed for the assessment of PBT are based on the principal regulatory requirements and might have some limitation in their application, mainly for CEC. Two critical points that need to be improved with new information are here exposed:

### 1.7.1 Refinement of the Bioaccumulation Assessment

The quantification of the bioaccumulation potential of chemicals is a fundamental phase in the PBT assessment. When bioaccumulation occurs, organisms (especially at the top of the trophic chain) can be contaminated with long-term effect difficult to predict ${ }^{50,62}$. The PBT screening performed by the consensus approach by Gramatica and colleagues bases the evaluation of the bioaccumulation potential on the estimation of the $\mathrm{BCF}^{103}$. In fact, both the Insubria PBT index and the US-EPA PBT profiler relies on BCF estimations; the PBT Index was trained over the prediction of a QSAR BCF model ${ }^{116}$ while the US-EPA PBT Profiler calculates the BCF from BCFWIN estimation program ${ }^{117}$. However, BCF expresses the degree to which bioconcentration occurs. Bioconcentration is defined as the process by which a chemical is absorbed by an organism from the surrounding environment only through its respiratory and dermal surface ${ }^{62}$. It is the net result of the competing uptake at the respiratory surfaces and elimination processes and can be expressed as:

$$
\begin{equation*}
\frac{d C_{B}}{d t}=\left(k_{W} C_{W}\right)-\left(k_{R O}+k_{E}+k_{R}+k_{B}+k_{R L}+k_{G}\right) C_{B} \tag{1.2}
\end{equation*}
$$

Where $\mathrm{d} C_{\mathrm{B}} / \mathrm{d} t$ is the net change in concentration in the organism $(\mathrm{g} / \mathrm{kg})$ over time $t, C_{\mathrm{B}}$ is the chemical concentration in the organisms $\left(\mathrm{g} \cdot \mathrm{Kg}^{-1}\right), \mathrm{k}_{\mathrm{W}}$ is the chemical uptake rate constant from the water at the respiratory surface $\left(\mathrm{L} \cdot \mathrm{Kg}^{-1} \cdot \mathrm{t}^{-1}\right), \mathrm{C}_{\mathrm{W}}$ is the freely dissolved chemical concertation in the water $\left(\mathrm{g} \cdot \mathrm{L}^{-1}\right)$ and $k_{\mathrm{RO}}, k_{\mathrm{E}}, k_{\mathrm{R}}, k_{\mathrm{B}}, k_{\mathrm{RL}}, k_{\mathrm{G}}$ are rate constants representing chemical elimination from the organisms via the respiratory surface, fecal egestion, renal excretion, metabolic biotransformation, reproductive losses and growth dilution, respectively. At the steady state i.e. when $\mathrm{C}_{\mathrm{B}}$ and $\mathrm{C}_{\mathrm{w}}$ no longer change with time, the (1.2) can be rearranged to meet equation (1.1):

$$
\begin{equation*}
B C F=\frac{k_{W}}{k_{R O}+k_{E}+k_{R}+k_{B}+k_{R L}+k_{G}}=\frac{C_{B}}{C_{W}} \tag{1.3}
\end{equation*}
$$

BCF can only be measured in controlled laboratory condition measuring the concentration in the fish and in the water after a prolonged exposure time ${ }^{62}$. For all the duration of the test fish are not fed so diet is deliberately not taken into account. The experimental determination of the BCF is anyway expensive (i.e. more than $35^{\prime} 000$ euros for chemical) and requires more than 100 animals for each study ${ }^{118}$. However, a strong correlation between BCF and $\mathrm{K}_{\mathrm{ow}}$ has been demonstrated and BCF values for neutral organic chemicals are estimated from regression between empirical BCF data and Kow ${ }^{65}$. Many QSAR models are available for the prediction of the BCF in aquatic organisms ${ }^{68,116,117,119-125}$.

Nevertheless, bioconcentration is only one of the processes that determine the overall bioaccumulation and BCF is not an exhaustive parameter in quantifying the bioaccumulation potential of chemicals, especially of many CEC. Bioaccumulation is defined as "the process by which chemicals are taken up by a plant or an animal either directly from exposure to a contaminated medium (e.g. soil, sediment, water) or by eating food containing the chemical" ${ }^{60}$ and can be expresses with the following mass balance equation ${ }^{63,68,89,114,126,127}$ :

$$
\begin{equation*}
\frac{d C_{B}}{d t}=\left(k_{W} C_{W}+k_{D} C_{D, i}+k_{R I} C_{A G}\right)-\left(k_{R O}+k_{E}+k_{R}+k_{B}+k_{R L}+k_{G}+k_{D}\right) C_{B} \tag{1.4}
\end{equation*}
$$
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Where $k_{D}$ is the uptake rate constant for chemical in the diet $\left(\mathrm{kg} \cdot \mathrm{kg}^{-1} \cdot \mathrm{t}^{-1}\right)$ and $C_{D}$ is the chemical concentration in the $\operatorname{diet}\left(\mathrm{g} \cdot \mathrm{kg}^{-1}\right), k_{\mathrm{RI}}$ is the respiration intake rate constant $\left(\mathrm{L}(\mathrm{kg} \cdot \mathrm{h})^{-1}\right)$ and $C_{\mathrm{AG}}$ is the air concentration $\left(\mathrm{g} \cdot \mathrm{L}^{-1}\right)$. From equation (1.4) results that bioconcentration is special case of bioaccumulation where the diet uptake is set to be null (i.e. $\mathrm{k}_{\mathrm{D}} \mathrm{C}_{\mathrm{D}, \mathrm{i}}=0$ ) (for aquatic organisms the respiration intake rate constant from air also is null). This does not reflect the real natural conditions where diet is one of the main contributions to the bioaccumulation of chemicals, mainly for the terrestrial, airbreathing organisms ${ }^{115,128}$. BCF is a poor descriptor of biomagnification in food web and is not able of meeting environmental standard objectives because dietary exposure and other key environmental process that may lead to higher chemical concentrations are not included. Historically, the selection of the BCF as a metric for bioaccumulation for regulatory purposes was the result of the assessment of the common properties of the initial list of POPs, based on the available data on aquatic organisms ${ }^{109,129}$. These compounds were all neutral, nonpolar, lipophilic organic chemicals, their partitioning was dominated by lipids sorption and $\log K_{\text {ow }}$ and BCF were suitable indicator of their bioaccumulation potential. Many CEC have different properties, e.g. they may have a high aquatic mobility, can be bioavailable for uptake from water ${ }^{35}$ and tend to partition in different compartments in the body such as protein. Other indicators should be considered for the assessment of the bioaccumulation potential of chemicals; such metrics should be applicable to air-breathing as well as water-breathing organisms and relevant for all the route of uptake, diet included ${ }^{62,114}$.

Generally, high levels of bioaccumulation correspond to slow depuration rates. Criteria based on the characterization of depuration rate constant should therefore be considered in the bioaccumulation assessment. $\mathrm{k}_{\mathrm{t}}$ and the corresponding total elimination HL could be a direct measure of the bioaccumulative capacity of chemical substances. $\mathrm{k}_{\mathrm{t}}$ is strongly related to intrinsic chemical properties and their susceptibility to undergo biotransformation and could be meaningful for CEC as well as for "legacy contaminants" ${ }^{126,129}$. Moreover, it is independent from the uptake scenario (i.e. aquatic or terrestrial) and meaningful for all the uptake routes (i.e. diet and respiratory system).

Data of elimination HL can be used in a tiered approach to refine the estimation of the bioaccumulation potential ${ }^{129}$, for instance, when the BCF predictions are refined with $\mathrm{k}_{\mathrm{B}}$ data values the estimated BCFs are in better agreement with the measure $B C F s^{130,131} . \mathrm{k}_{\mathrm{B}}$ can be the most influent parameter determining $\mathrm{k}_{\mathrm{t}}$, if a chemical is metabolized by the organism, it is no longer present in the body thus it cannot be bioaccumulative. Biotransformation by higher organisms (e.g. fish or mammals) includes all the metabolic reactions which involve normal body constituents (e.g. lipids, proteins and carbohydrates) or xenobiotics: "a man-made chemical or material not produced in nature and not normally considered a constituent component of a specified biological system" ${ }^{49}$. These biotransformation processes generally occur in a two-phase series of reactions which can occur in multiple tissues but for most xenobiotics primarily in the liver ${ }^{132,133}$. During Phase I reactions, hydrophobic chemicals are typically functionalized to generate more polar (water soluble) metabolites. During Phase II reactions compounds are conjugated to large molecules to further increase polarity and generate more water soluble metabolites ${ }^{134}$. Biotransformation reactions seeks to detoxify the organism from a xenobiotic by modifying its molecular structure transforming parent compounds into more polar more easily eliminated e.g. through the urinary system. However, in some cases biotransformation may increase toxicity, leading to metabolites that are more toxic than the respective parent compound ${ }^{135}$. Some examples of bioactivation are the generation of toxic epoxides, such as in the conversion of aldrin to dieldrin and of heptachlor to heptachlor epoxide, as well as the formation of DNAbinding epoxides such as in the bio-activation of benzo-[a]-pyrene ${ }^{136}$. Therefore, the identification of metabolites, and metabolic pathways, and the quantification of biotransformation rate parameters are critical steps in the determination of the possible toxic profile of chemicals ${ }^{67,137,138}$. Biotransformation rates can be measured in-vitro and in-vivo by quantifying the formation of the metabolites from the parent compounds or determining the rate of chemical loss ${ }^{139}$. These methods are anyway still expensive, labor intensive and standardized methods for the extrapolation of in-vitro data to in-vivo values in organisms different than fish are missing. Few QSARs exist for the prediction
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of biotransformation potential in fish ${ }^{140-144}$ and limited models are available for the prediction of biotransformation potential in mammals and human ${ }^{126}$. If data about the biotransformation potential for CEC were available, they would be useful to improve the B estimation and could be used to refine the PBT assessment of CEC.

### 1.7.2 Refinement of the Toxicity Assessment

Adverse effect refers to the damage (compromised biological function) caused by a toxic agent on specific individual. Usually a threshold, under which the substance does not cause any adverse effect, exists and the organism is in normal condition. When this threshold is exceeded, the substance begins to manifest its effects, but usually the organism can compensate them by defense and detoxification mechanisms. If the dose (or concentration) rises again, the defense mechanisms are no more able to compensate the adverse effects and the chemical begins to manifest its toxicity, until the exitus of the organism. In the case of toxicity the Insubria PBT Index was tuned using a model for acute toxicity in the species Pimephales promelas ${ }^{91,145}$. On the other hand, the US-EPA PBT Profiler takes into account chronic toxicity but in one species of fish ${ }^{86}$. The aim of the Environmental Risk Assessment should be the protection of the whole ecosystem. For this reason, the screening performed by Gramatica and collaborators for the prioritization of CEC ${ }^{103-105}$ can be refined to take into account not only one species but different organisms at different level of organization.

However, the high complexity and variety of the environment make very hard to assess the effects of all chemicals on all sensitive species. Moreover, effects related to chronic long-term toxicity are hard to model and predict and usually acute toxicity end-point are preferred. Therefore, a simplification and a standardization of the studied ecosystem are clearly needed. In order to assess aquatic toxicity, only a very limited number of species are currently used in the experimental test to cover all the key trophic levels of the aquatic ecosystem. These few species are considered representative of the aquatic environment and are used as surrogate for all aquatic organisms. Testing methods for aquatic toxicity have been harmonized by the Organization for Economic Co-operation
and Development (OECD), which provided specific guidelines for the different endpoints specifying species, methods, times, routes of exposure etc. Testing procedures on the first aquatic trophic level are centered on unicellular green algae (e.g. Pseudokirchneriella subcapitata), diatoms (e.g. Navicula pelliculosa) or cyanobacteria (e.g. Anabaena flosquae). The endpoints measured to assess acute toxicity are photosynthesis or population growth rate inhibition. The standardized test, typically used to determine an acute $\mathrm{EC}_{50}$, is the algal growth inhibition test ${ }^{146}$. For the second aquatic trophic level, tests are performed using crustaceans, such as Daphnia magna or Daphnia pulex. Endpoint for acute toxicity test is immobilization (or mortality) of organisms after an exposure of 48 hours ${ }^{147}$. The upper aquatic trophic level is assessed by the acute toxicity test in fish; the endpoint is the median lethal concentration measured after 96 hours of exposure of the tested organisms. Test species are usually various fish such as rainbow trout (Oncorhynchus mykiss), fathead minnow ( $P$. promelas) and zebrafish (Brachydanio rerio) $)^{148}$.

Although the standardization performed by OECD has brought to identify few species and well defined methods to test chemicals, testing approaches still remain expensive, labor intensive and time consuming and data for majority of CEC and in particular for pharmaceuticals are limited. In this situation, QSAR models are a valid tool to fill data gaps, identifying the range of toxicity of compounds and focusing the experimental tests on the most toxic ${ }^{149-151}$. Sanderson stated that QSAR models can be useful to prioritize pharmaceuticals according to their acute toxicity, even if much future developments are needed to address the regulatory purposes ${ }^{152}$. Also the European Union Commission's Scientific Committee on Toxicity, Ecotoxicity and Environment recommended the use of QSAR models for screening purposes of pharmaceutical ingredients ${ }^{153}$.

So far, the main used tool to predict ecotoxicity of active pharmaceutical ingredients by QSAR is ECOSAR ${ }^{86}$, a modelling tool, based on $\operatorname{logKow.~Even~thought~a~lot~of~studies~}$ used these models to fill the data gap ${ }^{154-159}$, Madden and colleagues stated that the applicability domain of the ECOSAR program to predict pharmaceuticals effects should
be carefully evaluated, because the models were developed using small industrial chemicals as training sets ${ }^{100}$. In fact, such models are based on very small sets of molecules, mainly of simple chemical structure with only a single functional group, while pharmaceuticals are complex chemicals often with a plurality of functional groups. Recently some authors tried to develop QSAR models for pharmaceuticals developing statistically validated QSAR models which are based on theoretical molecular descriptors ${ }^{160-164}$. However, also these models have been developed on very small sets of molecules and, most importantly, are not available for all the required trophic levels, a necessary condition for a comprehensive assessment of the potential hazard for the aquatic compartment as required by the regulation. Ad-hoc QSAR models to estimate the acute toxicity of multiple species in a simplified aquatic ecosystem could be used to improve the T evaluation and refine the PBT screening of CEC.

### 1.8.Aims of the thesis

The aim of this thesis is to propose a consistent approach based on QSAR models for the evaluation of the intrinsic environmental hazard of CECs in order to facilitate the identification of the most environmentally hazardous compounds. The attention is mainly focused on the PBT properties that, as explained in section 1.5 , are particularly relevant for the prioritization of contaminants. This work addresses three main subjects: the first is the general screening of the PBT properties by QSAR models, while the second and the third deal with the development of QSAR models for the refinement of the B and T assessment.

The first subject is discussed in paper I which is focused on the screening of the potential PBT behavior of pharmaceuticals performed by the QSAR based consensus approach proposed by Gramatica and colleagues ${ }^{103-105}$. This approach was applied to draft a priority list of the most environmentally hazardous pharmaceuticals directly from the molecular structure in absence of experimental data.

The second topic builds on the results of paper I and focuses on the refinement of the toxicity evaluation of the previous PBT screening. It is described in papers II, III and IV, where ad-hoc QSAR models are developed to predict the acute aquatic toxicity of pharmaceuticals in multiple species. The aim of these works is to develop models for all the levels of the aquatic trophic chain for priority setting and general screening of the aquatic toxicity of pharmaceuticals. In these studies, acute toxicity is selected as target end-point because is able to give a prompt awareness about the hazard of chemicals for the aquatic environment. According the REACH regulation, information about acute toxicity are useful for screening of large inventories and databases, and can be used to identify priority chemicals for further evaluation on subtle and long-term effects. The final aim of papers II, III and IV is to provide models able to rank and highlight pharmaceuticals potentially toxic for aquatic environment in multiple species on the basis of the molecular structure. These models can be used in the refinement of the toxicity assessment of PBT screening. For these reasons specific mode of actions are not taken into consideration at this level but should be taken into account into further and more detailed specific studies.

The third part addresses the bioaccumulation refinement and is discussed in paper $\mathbf{V}$ and VI (in preparation). These papers are focused on biotransformation potential in higher organisms, mainly humans, and aim to analyze and demonstrate the importance of biotransformation and metabolisms in the estimation of bioaccumulation and biomagnification. In paper $\mathbf{V}$, QSAR models for the prediction of in-vivo whole-body human biotransformation HLs are developed from an empirically-derived dataset of over 1000 organic chemicals ${ }^{126}$. These QSARs can be used to predict the biotransformation HL of CEC to refine the B evaluation of the screening performed in paper I. Finally, the aim of paper VI is to understand the contribution of human biotransformation in the estimation of the BMF. In this work, predictions for the biotransformation potential are integrated in a mechanistic mass-balance multimedia environmental fate, food-web model to estimate the BMF in human in a tiered approach. The tiered approach progresses from conservative assumptions to more realistic ones for chemical properties,
biological partitioning and biotransformation in human, considering a screening-level standard scenario in which chemicals are released with a constant rate and are supposed to be persistent in the environment. Other issues related to environmental fate such as pseudo-persistency and mobility are outside the scope of this work and PhD project and need to be addressed in further studies that will complete the overall PBT assessment.

All the QSAR models developed in thesis are based on theoretical molecular descriptors calculated by PaDEL descriptor ${ }^{165}$ and are developed according to the statistical approach reported in the QSARINS software ${ }^{166}$ and explained in chapter 2. All the models are implemented in the software QSARINS-Chem ${ }^{167}$ (new version in preparation) for a more efficient dissemination and application.

Chapter 2: QSAR Methodologies

### 2.1 Quantitative Structure Activity Relationship

Quantitative Structure Activity(Property) Relationship (QSA(P)R) models are mathematical algorithms able to relate the molecular structure of a chemical, described by quantitative parameters called molecular descriptors, to a specific property (QSPR) or a biological activity (QSAR).

The relationship between chemical structure and physical-chemical properties is known since the XIX century when, in 1863, Crum-Brown and Fraser demonstrated the correlation between the water solubility of different alkaloids and their molecular weight ${ }^{168}$. The idea of correlating the molecular structure of a chemical and its biological properties was further developed in the early beginning of last century by Meyer and Overton, which studies identified the relation between the non-specific biologic toxicity (narcosis) and the capacity of the chemical to pass the cell membranes (Meyer-Overton Correlation ${ }^{159}$. The current QSAR methodologies find their foundations in the pioneering works, in the mid-1960s, of Hansch and co-workers ${ }^{170,171}$ and Free and Wilson ${ }^{172}$. The Hansch approach is based on the idea that every substance that interacts with the molecular system of a living organism leads to a perturbation in the organism that depends on the properties of the substance. This postulate is based on the Hammett equation ${ }^{173}$, where steric, electronic and hydrophobic properties of a molecule are combined to derive the following relationship:

$$
\begin{equation*}
\text { Biological Activity }=a+b(\log P)+c(E)+d(S) \tag{2.1}
\end{equation*}
$$

where the biological activity is represented as a function of some physical-chemical and structural properties. $\log P$ (the partition coefficient between $n$-octanol and water, i.e. $\left.\log K_{\mathrm{OW}}\right)$ is the hydrophobicity term encoding the lipophilic interaction of the chemical with the cell membrane. E and S encode for the electronic and steric properties of the chemical respectively and represent the possibility of a chemical to interact with the target and be active. $\mathrm{a}, \mathrm{b}, \mathrm{c}$ and d are simple coefficients. The limitation of the Hansch approach is that the equation is applicable only to chemicals "very similar" to, or
congener with those used to obtain the equation itself, following the "congenericity principle" ${ }^{174}$.

The Hansch method was the base of the modern QSAR, which has made important progresses in the last 50 years toward the developing of more complex modeling approaches, supported by the continuous improvement of computer science and the introduction of several new methods (Partial Least Squares Regression (PLS), Artificial Neural Networks (ANN), Bayesian approaches) ${ }^{175,176}$.

Nowadays, QSAR models are applied in many disciplines, from Risk Assessment to drug design and are explicitly required in several regulatory frameworks, like REACH Regulation, as alternative techniques to animal testing ${ }^{53,177}$. The need to guarantee the scientific validity of the QSAR estimation for regulatory purposes and to promote the mutual acceptance of QSAR models led to the development of a set of general and internationally recognized principles for QSARs development and validation. Several principles were first proposed in 2002 at an international workshop held in Setubal (Portugal)(i.e."Setubal Principles") ${ }^{178}$. These principles have been modified in 2004 by the OECD Work program in QSARs, and are now referred to as the "OECD Principles for the validation of (Quantitative) Structure Activity Relationship models" ${ }^{\prime \prime 179,180}$. These new principles, which should be followed in every development and application of QSAR models, are:

- A defined end-point: A (Q)SAR should be associated with a "defined end-point", where end-point refers to any physical-chemical, biological or environmental effects that can be measured and quantified and thus modeled. The aim of this principle is to ensure transparency in end-point predicted by a given model since a given end-point may be determined by different experimental protocols and under different experimental conditions. Ideally, (Q)SARs should be developed from homogeneous datasets in which the experimental data have been generated by a single protocol.
- An unambiguous algorithm: The intent of this principle is to ensure transparency in the model algorithm that generates predictions of an end-point from information on chemical structure. Therefore, a clear description of the dataset, molecular descriptors generation, modeling procedure and statistical methods and parameters used for validation is required. This principle also includes the need for reproducible predictions.
- A defined domain of applicability: A (Q)SAR should be associated with a defined applicability domain (AD), in which the model makes estimates with a defined level of accuracy (reliability). When applied to chemicals within its AD, the model is considered to give reliable results. There are not unique measures to define a model's AD or unique criteria to assess model reliability. It should be regarded as a relative concept, depending on the context in which the model is applied.
- Appropriate measures of goodness-of-fit, robustness and predictivity: This principle expressed the need to provide two types of information: the internal performance of the model (as represented by goodness-of-fit and robustness) calculated on a defined training-set and the predictively of a model, determined by using an appropriate test-set. It is important to note that there is no an absolute measure of predictivity that is suitable for all purposes, since predictivity can vary according to the statistical methods and parameters used in the assessment.
- A mechanistic interpretation, if possible: A QSAR should be associated with a "mechanistic interpretation", wherever such an interpretation can be made. Clearly, it is not always possible to provide a mechanistic interpretation of a given QSAR. The intent of this principle is therefore to ensure that there is an assessment of the mechanistic associations between the descriptors used in a model and the end-point being predicted and that any association is documented.

OECD Principles constitute a conceptual framework to guide the development and validation of QSARs and represent a reference for the assessment of the scientific validity of the QSAR models as well as of the reliability of QSAR predictions. Complete
information regarding the scientific validity of QSAR models and adequacy of the generated predictions can be documented by using the appropriate QSAR Model Reporting Format (QMRF) and QSAR Prediction Reporting Format (QPRF).

### 2.2 QSAR Procedure

As reported in the previous paragraph, $\mathrm{QSA}(\mathrm{P}) \mathrm{R}$ models are based on the definition of a quantitative mathematical relationship between the structure of a chemical and its biological activity or a specific physical-chemical property.

A theoretical scheme of activity/property-molecular structure relationships is represented in figure $2.1^{181}$.


Figure 2.1: General scheme of the $Q S A(P) R$ approach.

For a given set of compounds (C), data of physical-chemical properties ( P ) or biological activities (A) are determined directly by experimental procedures $\alpha 1$ and $\alpha 2$ respectively:

$$
\begin{equation*}
\alpha_{1}(C)=P \tag{2.2}
\end{equation*}
$$

Methods

$$
\begin{equation*}
\alpha_{2}(C)=A \tag{2.3}
\end{equation*}
$$

On the other hand, it is possible to translate the structural information of the chemicals in to quantitative variables called molecular descriptors (D); each descriptor describes a peculiar feature of the molecular structure and can be theoretically calculated by the function $\delta$ :

$$
\begin{equation*}
\delta(C)=D \tag{2.4}
\end{equation*}
$$

Then $\operatorname{QSA}(P) R$ methods are able to build mathematical functions $\beta 1, \beta 2$ that correlate molecular descriptor with physical-chemical properties and biological activities respectively:

$$
\begin{align*}
& \beta_{1}(D)=P  \tag{2.5}\\
& \beta_{2}(D)=A \tag{2.6}
\end{align*}
$$

Finally, the functions $\gamma 1$ and $\gamma 2$ are the models able to describe, respectively, the properties-properties and activity-activity relationship while $\gamma 3$ function represents the models able to calculate biological activity from physical-chemical properties:

$$
\begin{align*}
& \gamma_{1}(P)=P  \tag{2.7}\\
& \gamma_{2}(A)=A  \tag{2.8}\\
& \gamma_{3}(P)=A \tag{2.9}
\end{align*}
$$

Fundamental prerequisites to obtain good quality QSARs are the availability of input experimental data of good/high quality, an exhaustive representation of the chemical structure and the use of valid and adequate statistical methods.

### 2.3 Molecular Descriptors

A molecule is a complex structural system that can be represented through several different molecular representations, each constituting a different conceptual model and including different information related to chemical structure (e.g. 2D or 3D information). Structural information is extracted through the calculation of molecular descriptors,
which are numerical variables quantifying the structural aspects of a chemical. In other words: "The molecular descriptor is the final result of a logic and mathematical procedure which transforms chemicals information encoded within a symbolic representation of a molecule into a useful number or the result of some standardized experiment" ${ }^{182}$. Many molecular descriptors have been proposed and derived from different theories and approaches, with the aim of predicting biological and physicalchemical properties of molecules ${ }^{182}$.

Molecular descriptors are divided in two main classes: those derived by experimental measures and theoretical molecular descriptors derived from a symbolic representation of the molecule. Furthermore, molecular descriptors can represent the whole molecule or a part of it.

A classification of theoretical molecular descriptors splits them into following groups:

- Binary and one dimensional descriptors (0D and 1D): They represent the simplest type of descriptors and are derived directly from the formula of the molecule. Some examples are the molecular weight, the number of atoms included in the structure, as well as list of elements, fragments, functional groups or substitutes present in the molecule.
- Two dimensional descriptors (2D): These descriptors take into account the atoms connections on the basis of the two dimensional representation, for example, defining the connectivity of atoms in the molecule in terms of the presence and the nature of the chemical bonds (topological representation). Thus, the presence of characteristic functional groups, the order of the atoms bonds and the class describing the distances are molecular descriptors derived from algorithms applied to a topological representation.
- Three dimensional descriptors (3D): These descriptors give information about the three-dimensional structure of the molecule and about its spatial coordinates. They are derived representing the molecule as a geometrical object in a threedimensional space. This view allows a representation not only of the nature and
connectivity of the atoms, but also the overall spatial configuration of the molecule. A more realistic representation of the bonding angles is possible by using low energy optimized conformations.
- Fingerprints: Binary fingerprints consist in binary vectors encoding the presence or absence of specific fragments or substructures. Different algorithms for the calculation of binary fingerprints were defined; the main difference is related to the definition of the fragments, which can be either based on pre-existing library, or derived from the analyzed dataset through the generation of all the fragments meeting some criteria.

Other types of descriptors can be referred to electronic parameters, such as the quantumchemical descriptors (e.g. Highest Occupied Molecular Orbital (HOMO), Lowest Unoccupied Molecular Orbital (LUMO)) or to physical-chemical parameters as the $\log K_{\text {ow }}$ or Molar Refractivity.

Within this thesis binary, 1D and 2D molecular descriptors have been calculated with the software PaDEL Descriptor ${ }^{165}$.

### 2.4 Explorative analysis: Principal Component Analysis

As described in the previous paragraph, molecular descriptors give a complex multivariate representation of the structural features of chemicals. To analyze this kind of data, chemometric tools can be applied in order to extract information and select the most appropriate method to handle them. Therefore, exploratory analysis of the dataset, both in terms of structural representation and response domain is an important step preceding model development.

Principal Component Analysis (PCA) is one of the best known procedures in multivariate statistics, which find application in many fields, from chemistry to economy ${ }^{183}$. PCA allows the examination of the correlation pattern among variables and an evaluation of their relevance, the synthesis of data description discarding noise, the reduction of data dimensionality by discarding unnecessary variables, and the finding of
principal properties in multivariate systems ${ }^{184}$. The aim of PCA is to transform pcorrelated variables into a set of orthogonal variables, which reproduce the original variance/covariance structure of the data. This means rotating a $p$-th dimensional space to achieve independence between variables. The new variables, called Principal Components (PCs), are linear combinations of the original variables along the direction of maximum variance in the multivariate space (figure. 2.2), and each linear combination explain part of the total variance ${ }^{175}$.


Figure 2.2: $P C A$ illustrated for two variables.

The mathematical procedure consists in the calculation of eigenvector and eigenvalues from the of the original data matrix $X(n, p)$ by the diagonalization of the variance/covariance matrix S :

$$
\begin{equation*}
\operatorname{diag}(S)=\operatorname{diag}\left[\frac{X_{c}^{T} X_{c}}{n-1}\right] \tag{2.10}
\end{equation*}
$$
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Where $\mathrm{X}_{\mathrm{c}}$ is the centered data matrix.

This lead to the determination of a diagonal matrix $\Lambda$, called eigenvalues matrix, and a loadings matrix $\mathrm{L} . \Lambda$ is a diagonal ( $\mathrm{p}, \mathrm{p}$ ) matrix whose diagonal elements are the eigenvalues $\lambda_{\mathrm{m}}$ in descending order and represent the variance explained of each PC in the new space; higher is the eigenvalue $\lambda_{\mathrm{m}}$ for a given PC , higher is the information burden from that PC.

The loadings matrix is a ( $\mathrm{p}, \mathrm{M}$ ) matrix (if we consider all the PCs $\mathrm{M}=\mathrm{p}$; the selection of the relevant components will be explained in further) where columns are the eigenvectors $1_{\mathrm{m}}$ of S and represent the axis of the new space oriented according to the maximum variance direction, while rows represent the original variables. Each element of an eigenvector is defined as loading, $1_{j m}$, and represents the importance of each original variable in that given eigenvector. Loading are linear standardize coefficients and their values range between -1 and 1 ; an $1_{j m}$ absolute value near 1 means that the $m$ th components is mostly influenced by the j -th variable.

Thus it is possible to approximate the original data matrix X according to the relation:

$$
\begin{gather*}
T=X L \\
(n, M)=(n, p)(p, M) \tag{2.11}
\end{gather*}
$$

where L is the rotation matrix and T is the scores matrix.
$T$ is an ( $\mathrm{n}, \mathrm{M}$ ) matrix where each element, called scores, is a linear combination of the original variable and loading for a given PC and represents the new coordinates of objects in the PCs space.

A fundamental aspect in the PCA is the selection of the PCs to analyze; indeed, even if the sum of the eigenvalues is equal to the total variance of the dataset, it is useful to consider only the PCs that explain the main information, ignoring the last PCs associated with the noise of the data. In such way, there is a dimensional and complexity reduction keeping a good approximation of the reality. The degree and the goodness of the approximation depend on the number of PCs selected for the analysis. Different methods
exist for the selection of the relevant PCs , here are reported the two main used techniques:

- Scree plot: is a line segment plot that reports the fraction of total variance in the data as represented by each PC. The PCs are ordered by decreasing order of contribution to total variance. The ideal pattern in a scree plot is a steep curve, followed by a bend ("elbow") and then a flat or horizontal line; the "elbow" is the point of separation between "most important" and "least important" compontens ${ }^{181}$.
- Average Eigenvalue Criteria: By this method are considered significant all the components whose eigenvalues are higher than the average of all eigenvalues. When variables are auto-scaled the average eigenvalues is 1 thus are selected all the components with eigenvalue higher than 1.


### 2.5 Data modelling

Models have a fundamental role in the knowledge process since they synthesize all the information about a specific problem giving a simplified representation of the reality. Models can also be used to foresee future events linked with a causal relationship to known variables ${ }^{185,186}$. Every system, from the simplest to the most complex, has a certain information content that can be observed from different point of view and described in different ways. The amount of information of the system depends on the variability of parameters and variables used to describe the system itself ${ }^{186}$. In other words, to represent and know a system means transfer the information contained in the system itself to a knowing subject, and models are one of the ways whereby this transfer can take place. The modeling process is constituted by four fundamental steps ${ }^{187,188}$ :

- Identification: In this step, the selection of the best model to represent a given situation takes place. No standard procedures exist to determinate the best model and essentially two opposite ways can lead the selection; in one case the selection is based on empirical observation while in the other one the selection
is led by theoretical basis. On the basis of this division we can identify deterministic models, which are developed according to a priori hypothesis regarding the causal relationships, and statistic models, which development is based on its fitting with experimental data.
- Realization: Once selected the kind of model, realization computes the mathematical relationship and estimates the model parameters. In this phase are highlighted sources of uncertainty and errors as well as the data noise and the eventual approximation.
- Validation: It is the development phase in which the model is tested and validated. The model is continuously modified to improve its stability and predictive performances.
- Application: It is the last step, in which the developed model is applied to predict unknown events on the basis of known variables.

Figure 2.3 summarizes the modelling approach that is applied within this thesis in the software QSARINS for development and validation of QSAR models ${ }^{166,167,187}$.


Figure 2.3: General scheme of the modelling approach.

An important prerequisite for the development of good quality QSARs is the availability of experimental data of high quality according to the general rule of computer science GIGO (Garbage in, Garbage out). Thus, data curation represents a fundamental step preceding QSAR modelling ${ }^{187-192}$. Data curation does not only involve the careful selection of high-quality data, but also the verification of chemical structures used as input for molecular descriptors generation. It has been demonstrated that even a small error in a chemical structure can result in significant differences in the prediction of the
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accuracy of a model, not only for chemicals with erroneous structural information, but also in the prediction of other chemicals using models that contain such errors ${ }^{193}$.

Once consistent set is built, to assess the real predictivity of the model, the general scheme contemplates the splitting of the whole dataset into training set and prediction set, according to various techniques. The training set is the sub-set of objects on which the model will be developed and internally validated, while the prediction set is the subset on which the developed model will be applied to test its predictivity. The objects of the external set are not involved in the development of the model equation/algorithm. So, only the training set is involved in the initial development of the QSAR model. On it, a variable subset selection technique is applied to identify an optimal sub-set of variables that is able to model the property under study (end-point). Then, modeling algorithm such as MLR or Classification methods, are applied to the sub-set of variables to compute a quantitative model. Once obtained the model equation, statistical tests are performed to verify the ability of the model in reproducing and fitting the original data, and its stability and robustness (internal validation). The internal validation includes different techniques and parameters, like Cross Validation (CV), Quik rule ${ }^{194}$ and YScrambling, and it is performed to guarantee the internal stability and to exclude the possibility of chance correlation between selected modeling descriptors and the studied response. In general, CV is an iterative process that involves a sequential splitting of the original training set in different test sets on which the fitting is re-tested. Only when a stable and internally validated model is computed, the external validation is performed. The external validation assesses the predictivity of the model and involves the application of the developed model on the prediction set, originally excluded from computation and model development; other statistical tests are performed, verifying the ability of the model in predicting the data for new objects. Finally, when also the external predictivity has been established, the training and prediction set are merged and the equation is recomputed in a so-called "full model", in order to include all the information brought by the original dataset.

A fundamental analysis carried out in all the model development steps is the study of the structural AD , to verify the applicability of the model to new chemicals.

### 2.5.1 Dataset splitting

The aim of a QSAR model is to predict data for chemicals without experimental evidences so it must be externally validated and its predictivity must be assessed on external objects not involved in the model development. However, in most of the cases, experimental data are available only for a limited number of molecules and for time reasons the modeler cannot wait the production of new data on which evaluate its model (temporal set). Thus, the only way to assess the real external predictivity of a model is to exploit the actual data availability putting some compounds in a prediction set, used only after the model development for the external validation ${ }^{195}$. Anyway, when the predictivity of the model has been assessed, the prediction set is re-included in the training set and a full model, comprising all the available information, is computed.

The splitting in training and prediction set should be balanced, ensuring the representativeness of the structural and response domain of the original dataset. To obtain this result, different splitting techniques can be applied ${ }^{187,196,197}$. One of the most used is the splitting by response where chemicals are ordered according to their increasing activity and then sampled with a regular scheme. The resulting prediction set includes a selected percentage of chemicals of the original dataset. The most and the least active compounds of the dataset are normally kept in the training set. This splitting guarantees that both training and prediction sets cover the entire range of the experimental response and are numerically representative of the dataset. However, such splitting does not guarantee that the two sets represent the entire structural space of the original dataset. Therefore, it is possible that some compounds in the prediction set are outside the structural domain of the training set.

Another splitting technique is based on structural similarity. This method takes the advantage of informational condensation capacity of PCA, allowing the selection of a structurally meaningful training set and an equally representative prediction set ${ }^{80}$. This
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splitting technique allows to generate training and prediction sets that are more structurally balanced ${ }^{198,199}$.

Finally, another splitting technique involves the random selection of compounds that will be assigned to the prediction set. This is one of the most commonly used methods when a large number of chemicals is available because it is perceived free of "selection bias" ${ }^{200}$. However, since no information about the coverage of response and descriptors domain is considered, it can occur that the training and prediction sets could be unbalanced.

### 2.5.2 Variable selection

Variable selection is a necessary step to find simple and predictive QSARs, which should be based on the minor number of descriptors. Since is well known that some molecular descriptors provide only different views of the same molecular aspect, this procedure is particularly important. A selection of significant descriptors is performed by applying unbiased mathematical tools and starting from a large number of molecular descriptors that can be calculated for the molecules included in a dataset ${ }^{201}$.

In the present thesis, the genetic algorithm (GA) implemented in QSARINS is used for the variable selection. GA is a useful method, widely and successfully applied in many QSAR approaches ${ }^{202}$. The GA strategy for variable subset selection is based on the evolution of a population of models, i.e. a set of ranked models according to some objective function. Each individual is called chromosome and is a binary vector, where each position (a gene) corresponds to a variable ( 1 if included in the model, 0 otherwise). Each chromosome represents a model given by a subset of variables ${ }^{203}$.

The GA works based on three main steps:

- Random initialization of the population: The model population is built initially by random models with a defined number of variables. The value of the selected objective function of each model is calculated in a process called evaluation. The
models are then ordered with respect to the selected objective function, i.e. the best model is in first place in the population;
- Crossing-over: From the actual population, pairs of models are selected (randomly or with a probability function of their quality). Then, from each pair of selected models (parents), a new model is generated, preserving the common characteristics of the parents (i.e. variables excluded in both models remain excluded, variables included in both models remain included) and mixing the opposite characteristics according to the crossover probability. If the objective function value is better than the worst value in the population, the model is included in the population, in the place corresponding to its rank; otherwise, it is no longer considered. This procedure is repeated for several pairs;
- Mutation: After a number of crossing-over iterations, the population proceeds through the mutation process. This means that for each individual of the population every gene is randomly changed. Mutated individuals are evaluated and included in the population if their quality is acceptable. This process is controlled by mutation probability that is commonly set at low values, thus allowing only a few mutations and new individuals not too far away from the generating individual.

An important characteristic is that GA implemented in QSARINS does not provide a single model but a population of acceptable models. Within this population, there could be various models with similar predictive power, but based on different molecular descriptors combinations. In fact, different descriptors are alternative viewpoints to represent the structural features, whose combination lead to, not equivalent, but similar results for the studied end-point. Thus, there could be many possible "best" models, and their predictions could be averaged in the consensus modeling approach.

### 2.5.3 Multiple Linear Regression and Ordinary Least Squares Regression

MLR is a mathematical approach to establish linear relationships between a set of descriptors, the independent variables x , and a quantitative response, the dependent variable $y^{204}$. The relationship takes the form:

$$
\begin{equation*}
y=f\left(x_{1}, x_{2}, x_{3}, \ldots, x_{p}\right) \tag{2.12}
\end{equation*}
$$

The regression model is the mathematical equation used to describe the relationship among response and predictor variables. Regression modeling may be used for descriptive or predictive purposes.

The MLR model is described in matrix form as:

$$
\begin{equation*}
y=X b \tag{2.13}
\end{equation*}
$$

where $b$ is the vector of the estimated regression coefficients, $y$ is the vector of responses and X is the matrix model. Alternatively, the model can be written in non-matrix terms as:

$$
\begin{equation*}
y_{i}=b_{0}+\sum b_{p} x_{i p} \tag{2.14}
\end{equation*}
$$

where $y_{i}$ is the calculated response of the $i$-th molecule, $b_{0}$ is the intercept, $b_{p}$ are the coefficients of the p descriptors of the model and $\mathrm{x}_{\mathrm{i}}$ is the value of the p -th descriptor for the i-th molecule.

One of the most used regression techniques is the ordinary least squares (OLS) method. This method calculates a parametric linear model for a single response, and calculates unbiased, least squares coefficients. In OLS regression some assumptions should be met including: (1) the linearity of regression coefficients, (2) all predictors must be uncorrelated with the residuals, (3) residuals must not be correlated with each other (serial correlation ), (4) residuals must have a constant variance, (5) none predictor variables must be perfectly correlated with another predictor variable (avoidance of multicollinearity), (6) residual must be normally distributed ${ }^{181,205}$. OLS assume that the response is a linear function of the predictors, and that the errors are identically and independently distributed. The regression coefficients are computed by minimizing the

Residual Sum of Squares (RSS) between the calculated and the experimental response vectors, defined as:

$$
\begin{equation*}
R S S=\sum\left(y_{i}-\hat{y}_{i}\right)^{2} \tag{2.15}
\end{equation*}
$$

where $y_{i}$ is the experimental response of the i-th molecule, $\hat{y}_{i}$ is the corresponding calculated by the model.

The mathematical procedure to determine the coefficients $b$ involves the following passages:

$$
\begin{align*}
X^{T} y & =X^{T} X b  \tag{2.16}\\
\left(X^{T} X\right)^{-1} X^{T} y & =\left(X^{T} X\right)^{-1} X^{T} X b \tag{2.17}
\end{align*}
$$

Where $\left(X^{T} X\right)^{-1} X^{T} X$ is an Identity matrix. Thus the OLS solution is:

$$
\begin{equation*}
b_{o l s}=\left(X^{T} X\right)^{-1} X^{T} y \tag{2.18}
\end{equation*}
$$

Once the regression coefficient vector $b$ has been estimated, the calculated responses are obtained from:

$$
\begin{equation*}
\hat{y}=X b_{o l s} \tag{2.19}
\end{equation*}
$$

the (2.19) represents the regression model built by the descriptors in the model matrix and the regression coefficients $b$.

Important parameters relating to regression coefficients are the standardized regression coefficients $\left(\mathrm{b}_{\mathrm{j}}\right)$ that represent the weight of each variables in the regression model:

$$
\begin{equation*}
b_{j}^{\prime}=b_{j} \frac{s_{j}}{s_{y}} \tag{2.20}
\end{equation*}
$$

Where $s_{y}$ and $s_{j}$ are the standard deviation of the response and of the $j$-th predictor.
Substituting the b coefficients in the (2.19):

$$
\begin{equation*}
\hat{y}=x\left(X^{T} X\right)^{-1} X^{T} y=H y \tag{2.21}
\end{equation*}
$$

Where $H$ is an $(n, n)$ matrix that correlates experimental and calculated responses and is called leverage matrix or hat matrix.

Hat matrix is defined as:

$$
\begin{equation*}
H=x\left(X^{T} X\right)^{-1} X^{T} \tag{2.22}
\end{equation*}
$$

The diagonal elements of this matrix, $h_{i j}$, are called variance functions of the $j$-th object and have the following properties:

$$
\begin{gather*}
h_{\min }=\frac{1}{n}  \tag{2.23}\\
\sum h_{i i}=p^{\prime}  \tag{2.24}\\
\bar{h}=\frac{p^{\prime}}{n}  \tag{2.25}\\
h^{*}>\frac{3 p^{\prime}}{n} \tag{2.26}
\end{gather*}
$$

where $h^{*}$ is a cut-off values beyond which an object can be considered influent in determining the regression parameters and $\mathrm{p}^{\prime}$ is the number of the independent variables plus one.

The minimum leverage $\left(h_{\min }\right)$ value is the centroid in the model space while the higher values correspond to objects distant from the space center. Thus the hat value indicate the model extrapolation degree and a high leverage value for new objects means a high uncertainty in the reliability of the predicted responses (extrapolated predictions). This property of regression method is very useful in the identification of the model applicability domain which is explained further in paragraph 2.5.5.

OLS will provide the best estimate only if not independent variable is perfectly correlated with another independent variable (multicollinearity). In this case other regression techniques, such as PLS, should be preferred. PLS is a regression method that allows for the identification of underling factors, which are a linear combination of the
explanatory variables or X (also known as latent variables) which best model the response or Y variables. In PLS optimal linear relationships are computed between latent variables and can be view as the best set of prediction variables ${ }^{175,176}$. In case of small sample size, missing values or multicollinearity PLS provides estimates much more accurately than $\mathrm{OLS}^{205}$. However, since the latent variable are linear combination of many independent variables, they are usually not easily interpretable. The interpretability of individual observed variables is an important factor in chemical data analysis. For this reason, OLS is preferred to PLS in this thesis. OLS is applied verifying that all the assumptions are met.

### 2.5.4 Validation techniques and parameters used for regression models

There are many statistical indices useful to evaluate the performance of the developed regression models relating to what kind of performance need to be evaluated: fitting, stability and robustness or predictivity.

A first group of statistical parameters are devoted to evaluate model's fitting ability, providing a measure of how well the regression model accounts for the variance of the response variable. Several fitness functions have been proposed and are here summarized.

- Coefficient of determination $\left(R^{2}\right)$ : total variance of the response explained by a regression model.

$$
\begin{equation*}
R^{2}=1-\frac{\sum\left(y_{i}-\hat{y}_{i}\right)^{2}}{\sum\left(y_{i}-\bar{y}\right)^{2}}=1-\frac{R S S}{T S S} \tag{2.27}
\end{equation*}
$$

Where TSS is defined as the total sum of Squares; a value of 1 indicates perfect fit.

- Root Mean Square of Errors: sum of the overall error of the model. It is calculated as the square root of the sum of the squared errors in predictions divided by their total number:

$$
\begin{equation*}
R M S E=\sqrt{\frac{R S S}{n}} \tag{2.28}
\end{equation*}
$$

Differently from $\mathrm{R}^{2}$, whose values vary between 0 and 1, RMSE values are influenced by the range of the response. Therefore, this parameter is useful if applied to compare different models based on the same (or very similar) training set, and developed for the same range of experimental response.

A second group of regression parameters are devoted to evaluate the robustness and the goodness of prediction, providing a measure of how well the regression model estimates the response variable given a set of values for predictor variables. These quantities are obtained using validation techniques and are also used as criteria for model selection. Validation procedure is divided in internal and external; the internal is performed on the training set and assesses the stability of the model when subjected to perturbation and exclude the possibility of chance correlation between variables and response. External validation is performed on the prediction set and assesses the predictive ability of the model on new external objects, never seen during model development.

Parameters for the internal CV are:

- Leave-One-Out and Leave-many-Out: The simplest and most general CV procedures are the leave-one-out (LOO) and leave many out (LMO) techniques, where a number of objects (one or more than one at time) are excluded from the training set (and put in test set) during the model development. For each reduced data set, the model is calculated and responses for the excluded objects are predicted from the model. Then $\mathrm{Q}^{2}$ Loo is calculated following formula ${ }^{206}$.

$$
\begin{equation*}
Q_{L O O}^{2}=1-\frac{\sum\left(y_{i}-\hat{y}_{i / i}\right)^{2}}{\sum\left(y_{i}-\bar{y}\right)^{2}}=1-\frac{P R E S S}{T S S} \tag{2.29}
\end{equation*}
$$

Where $\hat{y}_{i}$ is the predicted value for the i-th object when excluded from the model computation. LOO and LMO give in several cases a too optimistic results,
particularly considering that the LOO introduces just a small perturbation in the dataset. For this reason, CV cannot be considered as a representative technique to assesses the real predictivity of a model and external validation is needed ${ }^{195,207}$.

- Y-scrambling: This validation technique is adopted to test models for chance correlation, where the independent variables could be randomly correlated to the response variables. The test is performed by iteratively calculating the quality of the model (usually $\mathrm{R}^{2}$ and $\mathrm{Q}^{2}$ ) randomly modifying the sequence of the response vector $y$, by assigning to each object a response randomly selected from the true responses ${ }^{208}$. Low values of the averaged $R^{2}$ and $Q^{2}$ scrambled $\left(R^{2}{ }_{Y S}, Q^{2} Y\right.$ ) are indicative of a good model.
- QUIK rule: The Quik rule ${ }^{194}$ is normally applied in order to select only models where the correlation between the block of the modeling descriptors and the response $\left(\mathrm{K}_{\mathrm{XY}}\right)$ is higher than the correlation among the descriptors $\left(\mathrm{K}_{\mathrm{Xx}}\right), \mathrm{K}_{\mathrm{XY}}$ $>\mathrm{K}_{\mathrm{Xx}}$.

Internal validation is necessary but not sufficient, only external validation techniques are able to verify the actual model predictivity, toward compounds never used for model development ${ }^{186,195,207,209,210}$. In fact, the real predictive ability of a QSAR model can only be estimated using an external set of compounds never used for the model development ${ }^{211,212}$. This set of "external compounds" can either be obtained by a priori splitting of the data set (prediction set), according to the procedures explained above, or be represented by new data became available, or produced, after model development (temporal set). In the last years, external validation of QSAR models was the subject of intensive debate in the scientific literature. Different groups have proposed different metrics to find "the best" parameter to characterize the external predictivity of a QSAR model. The editorial "A Historical Excursus on the Statistical Validation Parameters for QSAR Models: a Clarification Concerning Metrics and Terminology" aimed to review the history of the available parameters for the external validation of QSAR model ${ }^{213}$.
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This editorial clarifies the terminology of the external validation parameters and suggest the use of several different metrics, to assess the real predictive capability of QSAR models. The parameters for external validation commented in the editorial are reported as follow:

- Golbraikh and Tropsha criteria ${ }^{207}$

$$
\begin{gather*}
R^{2}=\left(\frac{\sum_{i=1}^{n_{E X T}}\left(y_{i}-\bar{y}\right)\left(\hat{y}_{i}-\overline{\hat{y}}\right)}{\sqrt{\sum_{i=1}^{n_{E X T}}\left(y_{i}-\bar{y}\right)^{2} \sum_{i=1}^{n_{E X T}}\left(\hat{y}_{i}-\overline{\hat{y}}\right)^{2}}}\right)^{2} \approx 1  \tag{2.30}\\
R_{0}^{2}=1-\frac{\sum_{i=1}^{n_{E X T}}\left(\hat{y}_{i}-y_{i}^{r_{0}}\right)^{2}}{\sum_{i=1}^{n_{E X T}}\left(\hat{y}_{i}-\hat{\hat{y}}\right)^{2}} \approx R^{2}  \tag{2.31}\\
R_{0}^{\prime 2}=1-\frac{\sum_{i=1}^{n_{E X T}}\left(y_{i}-\hat{y}_{i}^{r_{0}}\right)^{2}}{\sum_{i=1}^{n_{E X T}}\left(y_{i}-\bar{y}\right)^{2}} \approx R^{2}  \tag{2.32}\\
k=\frac{\sum_{i=i}^{n_{E X T}} y_{i} \hat{y}_{i}}{\sum_{i=1}^{n_{E X T}} \hat{y}_{i}^{2}} \approx 1  \tag{2.33}\\
k^{\prime}=\frac{\sum_{i=i}^{n_{E X T}} y_{i} \hat{y}_{i}}{\sum_{i=1}^{n_{E X T}} y_{i}^{2}} \approx 1  \tag{2.34}\\
y_{i}^{r_{0}}=k \hat{y}_{i}  \tag{2.35}\\
\hat{y}_{i}^{r_{0}}=k^{\prime} y_{i} \tag{2.36}
\end{gather*}
$$

Where $\mathrm{R}^{2}{ }_{0}$ and $\mathrm{R}^{, 2}{ }_{0}$ are calculated forcing the regression line to pass through the origin, k and $\mathrm{k}^{\prime}$ are the slope of the regression lines.

- External Q $Q^{2}$ functions ${ }^{214-217}$

$$
\begin{gather*}
Q_{F 1}^{2}=1-\frac{\sum_{i=1}^{n_{E X T}}\left(y_{i}-\widehat{y}_{l}\right)^{2}}{\sum_{i=1}^{n_{E X T}}\left(y_{i}-\bar{y}_{T R}\right)^{2}}=1-\frac{P R E S S}{T S S_{E X T\left(\bar{y}_{T R}\right)}}  \tag{2.37}\\
Q_{F 2}^{2}=1-\frac{\sum_{i=1}^{n_{E X T}}\left(y_{i}-\widehat{y}_{l}\right)^{2}}{\sum_{i=1}^{n_{E X T}}\left(y_{i}-\bar{y}_{E X T}\right)^{2}}=1-\frac{P R E S S}{T S S_{E X T\left(\bar{y}_{E X T}\right)}} \tag{2.38}
\end{gather*}
$$

$$
\begin{equation*}
Q_{F 3}^{2}=1-\frac{\left[\sum_{i=1}^{n_{E X T}}\left(y_{i}-\widehat{y}_{l}\right)^{2}\right] / n_{E X T}}{\left[\sum_{i=1}^{n_{T R}}\left(y_{i}-\bar{y}_{T R}\right)^{2}\right] / n_{T R}}=1-\frac{P R E S S / n_{E X T}}{T S S / n_{T R}} \tag{2.39}
\end{equation*}
$$

- Concordance Correlation Coefficient (CCC) ${ }^{211,212,218,219}$

$$
\begin{equation*}
C C C=\frac{2 \sum_{i=1}^{n_{E X T}}\left(y_{i}-\bar{y}\right)\left(\hat{y}_{i}-\overline{\hat{y}}\right)}{\sum_{i=1}^{n_{E X T}}\left(y_{i}-\bar{y}\right)^{2}+\sum_{i=1}^{n_{E X T}}\left(\hat{y}_{i}-\bar{y}\right)^{2}+n_{E X T}(\bar{y}-\overline{\hat{y}})^{2}} \tag{2.40}
\end{equation*}
$$

- Roy et al. criteria ${ }^{220-222}$

$$
\begin{gather*}
r_{m}^{2}=r^{2}\left(1-\sqrt{r^{2}-r_{0}^{2}}\right)>0.5  \tag{2.41}\\
\overline{r_{m}^{2}}=\frac{\left(r_{m}^{2}+r_{m}^{\prime 2}\right)}{2}  \tag{2.42}\\
\Delta r_{m}^{2}=\left|r_{m}^{2}-r_{m}^{\prime 2}\right|<0.2 \tag{2.43}
\end{gather*}
$$

Where $r^{2}$ and $r^{2}{ }_{0}$ are respectively the determination coefficients of the regression function, calculated using the experimental and the predicted data of the prediction set, forcing respectively the origin of the axis $\left(r^{2}{ }_{0}\right)$ or not $\left(r^{2}\right) . r^{2}{ }_{m}$ is calculated using the experimental values on the ordinate axis, $\mathrm{r}^{\prime 2}{ }_{\mathrm{m}}$ using them on the abscissa. TR refers to training set, EXT to external set, $\mathrm{y}_{\mathrm{i}}$ to experimental data values, $\hat{y}_{i}$ to predicted data values, $\bar{y}$ to average of the experimental data values and $\overline{\hat{y}}$ to average of the predicted data values.

In this thesis a model is considered for applications only if all the external values calculated in QSARINS are acceptable ${ }^{211-213}$.

### 2.5.5 Applicability Domain

The application of any QSAR model to new compounds is limited by the fact that the model derives from a particular set of chemicals, i.e. the training set. The calibration of a mathematical model is based on the interpolation of the training data and therefore the model can be assumed valid in this defined space. Thus, as required in the third OECD Principles, it is fundamental to identify the chemical space where a QSAR model is
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assumed to provide reliable predictions: the $\mathrm{AD}^{186,187}$. Several methods are currently available for the evaluation and definition of the $A D$ of a model ${ }^{223-225}$.

In this thesis, three main approaches are used ${ }^{103}$ :

- Range of descriptors (Bounding Box): This approach considers the range of individual descriptors used to build the model. Assuming a uniform distribution, resulting domain of applicability can be imagined as a Bounding Box which is a p-dimensional hyper-rectangle defined on the basis of maximum and minimum values of each descriptor used to build the model. The sides of this hyperrectangle are parallel with respect to the coordinate axes.
- Leverage: The leverage matrix is calculated from the values of model descriptors according the equation (2.22). As already explained the diagonal elements of this matrix, $\mathrm{h}_{\mathrm{ij}}$, are the variance functions of the j -th object and give a measure of the distance of a compound from the center of the model space. $\mathrm{h}_{\mathrm{ij}}$ values for training set objects range between $1 / \mathrm{n}$ and 1 while for the prediction set range from $1 / \mathrm{n}$ to $\infty$. Molecules with high leverage are distant from the centroid of the model and can be considered different and in some circumstance outliers. The boundaries of the model AD are defined by the leverage cut-off $\mathrm{h}^{*}$. Training molecules associated with a high leverage may considerably affect the model parameters while prediction set molecules with high leverage may be associated with less reliable predictions, certainly extrapolated by the model. The Williams plot (hat vs standardized residuals) can be used to assess the AD during the model development phase. A modification of the Williams plot called Insubria graph (hat vs predictions) can be used to assess the AD when the model is applied to chemicals without experimental values.
- PCA Bounding Box: This approach defines a sub-structural space, based on the PCA of the modeling molecular descriptors, delimited by the training set chemicals. Predicted (or new) compounds that are within these boundaries are
considered inside the AD. The implementation of Bounding Box with PCA can overcome the problem of correlation between descriptors ${ }^{224}$.
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## Chapter 3: Results and Discussion

The following are somewhat shortened results and discussion from the articles on which this thesis is based. More extensive and detailed discussion can be found in the specific publications attached at the end of the thesis.

# 3.1 Paper I: "PBT assessment and prioritization of contaminants of emerging concern: Pharmaceuticals" 

By Sangion Alessandro and Gramatica Paola
Published in: Environmental Research, 2016, 147(5): 297-306.
Aim of this work is to perform the PBT assessment of a large dataset of pharmaceuticals by the consensus approach of different QSAR models and draft a priority list of the most environmentally hazardous pharmaceuticals. A list of about 1276 approved, withdraw and illicit organic drugs is compiled and curated from online databases and literature ${ }^{158,226-229}$. Duplicated, ambiguous structures, inorganic and organometallic chemicals, salts and charged compounds are removed during the preliminary data curation procedure. The screening is performed by the consensus approach proposed by Gramatica and colleagues described in section 1.6 ${ }^{103}$. The Insubria PBT Index is an MLR QSAR model based on molecular descriptors that provides a unique index for the potential PBT behavior of a chemical on the basis of the molecular structure ${ }^{91}$ implemented in the QSARINS software. The US-EPA PBT Profiler is based on QSAR models within EPI Suite and predicts separately persistence, bioaccumulation and toxicity ${ }^{67,83-86,117}$. Great attention is devoted to the analysis of the AD of the Insubria PBT Index with the $68 \%$ of the pharmaceutical ingredients within the structural AD. The screening results show that $14 \%$ of pharmaceuticals are estimated as potential PBTs by the Insubria PBT Index, while the US-EPA PBT Profiler predicts only 5\% of compounds as potential PBTs. Approximatively $86 \%$ of chemicals are predicted in the same way by both models (figure 3.1).


Figure 3.1: Graph of the agreement between Insubria PBT Index and US-EPA PBT
Profiler.

The $83 \%$ of pharmaceuticals is estimated as non PBT by consensus, thus pharmaceuticals seem environmentally safe. Only 35 pharmaceuticals are predicted as PBTs by consensus and are included in the priority list (table 3.1). Further experimental tests should be focused on these compounds since they could exhibit an intrinsic high potential to be hazardous contaminants once released in the environment. Pharmaceuticals in the priority list belong to a large variety of pharmacological classes, mainly represented by sedative, hypnotic, anxiolytic and antipsychotic drugs, antihistamines, and antifungal agents. Moreover, a wide variety of molecular structures are present: the most represented groups are piperazine derivatives and diphenyl-butylpiperidine, imidazoles, benzo-imidazoles and -triazoles, and dibenzo-azepines. The main common structural feature that characterizes all these chemicals is the high number
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of double bonds and aromatic systems. It should be noted that this analysis is only related to the hazard assessment of pharmaceuticals, without considering production, consumption and occurrence data.

Table 3.1: Priority list of pharmaceuticals with potential PBT behavior by consensus

| CAS | Name | Pharmaceutical Class | ATC Code |
| :---: | :---: | :---: | :---: |
| 000050-53-3 | Chlorpromazine | Psychoactive | N05AA01 |
| 000053-19-0 | Mitotane | Antineoplastic | L01XX23 |
| 000070-30-4 | Hexachlorophene | Antiseptic | D08AE01 |
| 000082-95-1 | Buclizine | Antihistaminic | R06AE01 |
| 000083-89-6 | Quinacrine | Antimalarial; anthelmintic | P01AX05 |
| 000097-18-7 | Bithionol | Anthelmintic | $\begin{aligned} & \text { D10AB01; } \\ & \text { P02BX01 } \end{aligned}$ |
| 000113-59-7 | Chlorprothixene | Psychoactive | N05AF03 |
| 000146-54-3 | Triflupromazine | Psychoactive | N05AA05 |
| 000298-57-7 | Cinnarizine | Antihistaminic | N07CA02 |
| 000303-49-1 | Clomipramine | Psychoactive | N06AA04 |
| 000390-64-7 | Prenylamine | Calcium antagonist | C01DX02 |
| 000569-57-3 | Chlorotrianisene | Non-steroidal estrogen | G03CA06 |
| 000569-65-3 | Meclizine | Antihistaminic | R06AE05 |
| 000911-45-5 | Clomifene | Estrogen agonist | G03GB02 |
| 000911-65-9 | Etonitazene | Analgesic | ------ |
| 000915-30-0 | Diphenoxylate | Antidiarrheal | A07DA01 |
| 001841-19-6 | Fluspirilene | Psychoactive | N05AG01 |
| 001951-25-3 | Amiodarone | Antianginal; antiarrhythmic | C01BD01 |
| 002030-63-9 | Clofazimine | Treatment of leprosy anti-inflammatory | J04BA01 |


| CAS | Name | Pharmaceutical Class | ATC Code |
| :---: | :---: | :---: | :---: |
| 002062-78-4 | Pimozide | Psychoactive | N05AG02 |
| 002398-96-1 | Tolnaftate | Antifungal agent | D01AE18 |
| 003861-76-5 | Clonitazene | Analgesic | -- |
| 014426-25-6 | Gentian Violet | Antiseptic | D01AE02; G01AX09 |
| 022916-47-8 | Miconazole | Antifungal agent | $\begin{aligned} & \mathrm{A} 01 \mathrm{AB} 09 \\ & \mathrm{~A} 07 \mathrm{AC} 01 ; \\ & \mathrm{D} 01 \mathrm{AC} 02 ; \\ & \text { G01AC02; } \\ & \text { G01AF04; } \\ & \text { J02AB01; } \\ & \text { S02AA13 } \end{aligned}$ |
| 023593-75-1 | Clotrimazole | Antifungal agent | A01AB18; <br> D01AC01; <br> G01AF02 |
| 052468-60-7 | Flunarizine | Calcium antagonist | N07CA03 |
| 053179-11-6 | Loperamide | Antidiarrheal | A07DA03 |
| 054143-55-4 | Flecainide | Antianginal; antiarrhythmic | C01BC04 |
| 068844-77-9 | Astemizole | Antihistaminic | R06AX11 |
| 079617-96-2 | Sertraline | Psychoactive | N06AB06 |
| 079794-75-5 | Loratadine | Antihistaminic | R06AX13 |
| 084449-90-1 | Raloxifene | Estrogen agonist | G03XC01 |
| 084625-61-6 | Itraconazole | Antifungal agent | J02AC02 |
| 129722-12-9 | Aripiprazole | Psychoactive | N05AX12 |
| 155213-67-5 | Ritonavir | Antiretroviral | J05AE03 |

Furthermore, it is interesting to highlight that some substances reported in table 3.1 have been frequently detected in various environmental media and organisms and many
monitoring studies seem to support our analysis, mainly in relation to persistence and bioaccumulation assessment ${ }^{230-239}$. Moreover, there are some experimental evidences on properties and activities, which can additionally confirm their PBT behavior. For example, the antifungal agent clotrimazole was detected in aquatic environment, in biosolids and thus may be persistent in agricultural soils ${ }^{230-233}$. Clotrimazole is included into OSPAR Commission's list of substances for priority action ${ }^{240}$, it is defined as nonbiodegradable with high acute and chronic toxicity with endocrine disrupting effects on fish ${ }^{240}$. Sertraline, a selective serotonin reuptake inhibitor, has been detected in WWTP effluent, in surface waters and even in benthic fauna and fish tissues ${ }^{234-236}$. It has been demonstrated to be bioaccumulative and his presence in the benthic fauna can be a further exposure pathway for higher predator ${ }^{234}$. Moreover, this antidepressant drug is toxic to aquatic organisms with significant effects in embryonic and larval development in fish and sea urchin ${ }^{237}$. Also loratadine, itraconazole, cinnarizine and miconazole have been detected in surface waters and WWTP sludge ${ }^{238,239}$.

The analysis of the disagreement between the models (i.e. Overestimated by Index and Overestimated by Profiler in figure 3.1) is also interesting. In these cases, the active pharmaceutical ingredients are predicted as PBT only by one model while the other estimates them as of not particular concern. Indeed, for a correct assignment to the PBT or non-PBT category is fundamental to look for data that confirm estimations generated by one or the other model. Therefore, overestimated pharmaceuticals can be placed in a second priority list (second level of prioritization) where experimental test are required to confirm or exclude their potential PBT behavior.

Paper I confirms the consistency of the consensus approach between different independent QSAR models for priority setting of CEC. Results demonstrate a high agreement (i.e. $86 \%$ ) between the Insubria PBT Index and the US-EPA PBT Profiler.

Concluding, pharmaceuticals are a new generation of CEC that can affect wildlife and ecosystems even at very low concentrations. Stated that more than 5000 active pharmaceutical ingredients are currently on the market without an adequate
environmental risk assessment ${ }^{241}$, efficient screening systems are needed to highlight the compounds of priority interest. The main result of this paper is to have demonstrated that QSAR methodologies for general preliminary screening can successfully be applied to pharmaceuticals independently from their specific mode of action. In general, pharmaceuticals ingredients seem not be PBTs and a priority list of 35 pharmaceuticals is proposed for a further deeper evaluation. Finally, it is important to note that this approach can be applied to existing chemicals without experimental data, to fill data gap, and to not yet synthesized molecules to plan environmentally safer chemicals from their design.

Further improvement and refinement of the PBT assessment for pharmaceuticals, and in particular of some aspects related to the B and T evaluation, are the subject of the next papers written within this PhD project.

### 3.2 Paper II: "Hazard of pharmaceuticals for aquatic environment: Prioritization by structural approaches and prediction of ecotoxicity"

By Sangion Alessandro and Gramatica Paola
Published in: Environment International, 2016, 95(10): 131-43.
This paper builds on the main findings of paper I and aims to extend the toxicity assessment of pharmaceuticals. In fact, the toxicity assessment reported in paper I is based only on the evaluation of the acute toxicity in one aquatic trophic level. A comprehensive environmental risk assessment should encompass the evaluation of adverse effects in organisms at different trophic levels, including at least assessment for primary producers, primary consumers and higher predators. Therefore, the aim of this paper is to propose QSAR models to estimate the acute toxicity of pharmaceuticals in species at different level of the aquatic trophic chain. These models should be intended for ranking and priority setting purposes, thus the selected end-point is the acute toxicity that gives an immediate feedback of the hazard of chemicals. This approach can be used to prioritize pharmaceuticals according to their environmental toxicity and to refine the toxicity assessment of PBT screening performed in paper I. Chemicals prioritized should undergo further evaluation including the assessment of long-term adverse effects such as endocrine disruption, behavioral disturbances and other health effects that are not taken into account in this study.

Crucial point of this paper is the process of data collection and curation, to build consistent datasets for QSAR modelling. Starting from the library of more than 1200 pharmaceuticals assembled in paper I, consistent data according to the "OECD guidelines for testing of chemicals" ${ }^{146-148}$ are found only for few dozens of pharmaceuticals ${ }^{242}$. This highlights the scarcity information for the acute aquatic toxicity of medicines and the need of an approach to prioritize drugs for further experimental tests.

Validated QSAR models based on theoretical molecular descriptors are developed to predict the acute toxicity to four different standard aquatic species (i.e. P. subcapitata, D. magna, $O$. mykiss and $P$. promelas). The GA implemented in QSARINS ${ }^{166,167,203}$ is applied as variable subset selection method and internal and external validation are performed on three different splitting schemes. Finally, the full model (i.e. keeping all the chemicals in the training set) for each species is recomputed on the best externally predictive variables combination. All the proposed models have good fitting performances ( $\mathrm{R}^{2}: 0.75-0.81$ ), are internally robust ( $\mathrm{Q}^{2}$ LOO: $0.70-0.76 ; \mathrm{Q}^{2}$ LMO: 0.65-0.75) and externally predictive ( $\mathrm{CCC}_{\text {Ехтт }} 0.82-0.89, \mathrm{Q}^{2}$ ехт: $\left.0.68-0.86\right)$. The average RMSE of the developed models is 0.6 log units and, in general, the accuracy of the models is similar both for training sets and external prediction sets indicating a high generalizability of the model. The error of the model in prediction is compared to the error in prediction of ECOSAR v.1.11 ${ }^{86}$. All our models show RMSE values in prediction significantly lower than those obtained by ECOSAR that reports an average value of 1.46. This comparison demonstrates that QSAR models, specific for pharmaceuticals, are more able to give reliable predictions, than models developed on training sets composed of chemicals that are structurally highly different from pharmaceuticals ${ }^{100}$.

The full models are then applied to the whole set of 1267 molecules collected in paper I to predict aquatic toxicities of pharmaceuticals and to fill the data gap. A careful evaluation of the AD of the models is carried out in order to focus the analysis only on the reliable predictions. Overall, all the full models have a wide structural AD and can provide reliable predictions for most of the chemicals in the dataset (i.e. $74 \%$ P.subcapitata, 87\% D. magna, 96\% O.mykiss, 80\% P.promelas). PCA is applied on interpolated predictions of the toxicities in different species (figure 3.2).


Figure 3.2: PCA biplot of the four studied toxicities and identification of an Aquatic Toxicity Index on the $x$ axis (PC1 score).

The PC1 (Explained Variance 62.18\%) shows that the toxicities in all the different organisms are positively correlated and is therefore useful to rank the pharmaceuticals according to their cumulative aquatic toxicity. The PC1, can be considered as a new cumulative end point which is named Aquatic Toxicity Index (ATI) for pharmaceuticals. This index is able to rank pharmaceuticals according to their overall toxicity on the whole aquatic environment. It is interesting to highlight that 34 out of 35 pharmaceuticals highlighted as potential PBT in paper I have also potential high toxicity on all the studied aquatic organisms.

Finally, the ATI is modelled by QSAR methodologies. Multiple splitting are used to select the best variable combination and the full models recalibrated on the whole set of
pharmaceuticals is proposed to predict the ATI for new active pharmaceutical ingredients:

$$
\begin{gather*}
\text { ATI } I_{\text {Pharmaceuticals }}=-1.87+0.62 \text { CrippenLog } K_{\text {OW }}+0.07 S a a C H-0.05 S H B i n t 2  \tag{3.1}\\
\quad n_{T R}: 706 ; R^{2} 0.81 ; Q_{L o o}^{2}=0.81 ; Q_{L M O}^{2}=0.81 ; R_{Y S c r}^{2} 0.004 ; R M S E_{T R} 0.68 ; R M S E_{C V} 0.69
\end{gather*}
$$

CippenLogK $K_{\text {ow }}$ is a $\log K_{\text {ow }}$ calculated with the Crippen algorithm ${ }^{165}$, SaaCH encodes for the sum of the E-States of the CH groups bounded to two aromatic atoms and SHBint2 encodes for the sum of the E-State of strength for potential hydrogen bonds. These descriptors together give information about the lipophilic behavior and about the interactions that a chemical can have within the organisms ${ }^{243-246}$.

Moreover, it should be highlighted that all compounds are considered in the neutral form as a common practice in computational chemistry when screening are performed on large inventories and hundreds of structures need to be compared in a standard way. This may represent a limitation of the approach since many pharmaceuticals are ionizable and may be present in different ionic forms according to the pH . The estimated toxicity should be read as preliminary indicator of the toxicity of the chemicals for the aquatic environment and is suitable for ranking purposes. Of course, ionic forms as well as specific mode of action should be considered when the single chemical assessment on the priority molecules is performed.

Concluding, this study relies on the main findings of paper I and tries to elaborate a new system for the refinement of the ecotoxicity assessment. New ad-hoc QSAR models for the estimation of acute toxicity of pharmaceuticals in aquatic species at different trophic levels are presented and applied to improve the toxicity assessment of pharmaceuticals screened by general models in paper I. The main result of this paper is the application and integration of new highly predictive QSAR models $\left(\mathrm{Q}^{2}\right.$ EXT-FN $\left.>0.70\right)$ in a coherent framework to identify a global index able to prioritize pharmaceuticals according to their general aquatic acute toxicity estimated only on the basis of the molecular structure. Acute toxicity is selected as target end-point because is able to give an immediate perception of the hazard of pharmaceuticals for the aquatic environment. This index is
intended for preliminary screening and priority setting purposes on the basis of general structural properties such as lipophilicity and hydrogen bonds interactions. It does not take into consideration specific mode of action of chemicals that should be taken into account into further and more detailed specific studies.

### 3.3 Paper III: "Ecotoxicity interspecies QAAR models from Daphnia toxicity of pharmaceuticals and personal care products"

By Sangion Alessandro and Gramatica Paola

SAR and QSAR in Environmental Research, 2016, 27 (10): 781-98

The purpose of this study is to propose new externally validated quantitative interspecies estimation models to predict the toxicity of pharmaceuticals and personal care products (PPCPs). Interspecies correlation estimation models are log-linear least squares regression models that describe the relationship between the acute toxicity of a range of chemicals tested in two species ${ }^{247}$. These models estimate the acute toxicity $\left(\mathrm{LC}_{50} / \mathrm{LD}_{50}\right)$ of a chemical to a species, genus, or family with no test data (the predicted taxon) from the known toxicity of the chemical to a species with test data (the surrogate species). These models can be applied if data are available only for a species and the relationship between the two taxa is known. The rationale is to use the toxicity data of PPCPs in $D$. magna for the prediction of toxicity toward P. promelas and O. mykiss. Such models can be utilized to derive toxicity on organisms belonging to high trophic levels from data on less complex organism belonging to lower trophic levels ${ }^{247-251}$.

Data are collected from paper II and integrated with new experimental data from our previous study on personal care products ${ }^{252}$ and from the database ECOTOX ${ }^{242}$. Three datasets are compiled: D.magna-O.mykiss (i.e. case 1), D. magna-P.promelas (i.e. case 2) and P.promelas-O.mykiss (i.e. cases 3 and 4).

For each case, two different models are developed: one based only on the experimental response of the surrogate species, by simple linear regression and CV, and the other based on the experimental response plus a molecular descriptor, selected among all the possible combinations by the all-subset procedure in QSARINS. Moreover, external validation is performed for MLR models on multiple splitting.

Simple linear regression is performed between the toxicities in the different species to find the line that best fit the data. In general, low values of toxicity in D.magna corresponds to low values of toxicity in the fish species, while chemicals highly toxic to D.magna are also highly toxic to fish. The same relationship is visible between the two fish species that seem to have similar response to the same xenobiotic. It is important to note that this relationship is a simple correlation relationship not a causation relationship since none toxicity is directly caused by the others, but all are intrinsically related to the molecular structure of chemicals. The correlation coefficients (r) are greater than 0.9 identifying a strong positive correlation between the various toxicities.

MLR QSAR is performed selecting theoretical molecular descriptors in addition to the single value of toxicity (figure 3.3). This is done to improve the quality of the interspecies correlation models; the inclusion of information related to the chemical structure might better explain the relationship ${ }^{249,253}$.


Figure 3.3: (a) Plot of experimental vs predicted data for Case 1, Random (Rnd) splitting; (b) Plot of experimental vs predicted data for Case 2, Ordered by Response (ORe) splitting;(c) Plot of experimental vs predicted data for Case 3, Ordered by Structure (OSt) splitting; (d) Plot of experimental vs predicted data for Case 4.

The addition of one molecular descriptor in the regression improves the ability of the model of fit the experimental data. $\mathrm{R}^{2}$ values rise to an average of 0.89 for both D.magnafish relationships (cases 1 and 2; figure 3.3 a and b) and an average of 0.95 for the fishfish relationships (cases 3 and 4; figure 3.3 figure c and d). The internal validation qualities increase due to the use of chemicals descriptors. The CV parameters for the LOO procedure are always greater than 0.83 and very close to the $\mathrm{R}^{2}$ values, guaranteeing the model stability. The inclusion of the structural information improves the model's accuracy and the RMSE values for the majority of the models are lower than 0.5 log-unit. Values for $\mathrm{Q}^{2} \mathrm{EXT}$ are greater than 0.7 and in general $\mathrm{Q}^{2}{ }_{\mathrm{F} 1}, \mathrm{Q}^{2}{ }_{\mathrm{F} 2}$ and $\mathrm{Q}^{2}{ }_{\mathrm{F} 3}$ are
close in the same model. This means that all the external sets are well balanced and the external predictivity is not affected by distribution issues. The values for the $\mathrm{CCC}_{\mathrm{EXT}}$ are always above the suggested cut-off value of $0.85^{211,212}$. Results for the external validation suggested that all the developed models are externally predictive, and the variables combinations selected are actually able to predict the studied endpoint. The descriptors selected are topological descriptors related to the molecular polarizability and account for information regarding the tendency of the chemicals to interact with the external environment.

Concluding this study assesses the correlation between the toxicity of PPCPs in D.magna and fish and demonstrates that D.magna could serve as surrogated species for fish. QAAR models are proposed for the extrapolation of the toxicity from D.magna to fish and can be used to reduce experimental test on organisms of higher trophic levels (i.e. fish) when information for the lower trophic level is available. They can be successfully applied in early screenings and may be useful to support the environmental risk assessment procedure required by REACH and other legislations ${ }^{53,254}$.

# 3.4 Paper IV: "QSAR modeling of cumulative environmental endpoints for the prioritization of hazardous chemicals" 

By Gramatica Paola, Papa Ester and Sangion Alessandro

Published on: Environmental Science: Processes \& Impacts, 2018, 20 (1): 38-47.
This is a perspective paper that reviews the approach based on the combination of PCA and QSAR models applied to screen hazardous properties of environmental contaminants. Such approach can be useful for the identification of hazardous compounds and for planning the a priori synthesis of safer alternatives to chemicals with undesired side effects (e.g. PBT behavior) according to the benign by design approach of Green Chemistry ${ }^{77}$. This paper explains the rationale of using the PCA as ranking technique to prioritize environmental compounds for further experimental tests. The behavior of chemicals in the environment and their impact on human and wildlife depends on properties inherent in the molecular structure such as physical-chemical properties, chemicals reactivities and biological activities. These properties could be related to each other and their cumulative effect contributes to the environmental fate and biological activity of chemicals. PCA combines the available information in new variables that explain the principal co-variation in the original data given by the interaction of all the properties. These new variables can be used to extract the meaningful information and understand the main properties of the data discharging the background noise ${ }^{80}$. Moreover, these variables can be used as dependent variables in MLR QSAR models to find the relationships with the molecular structure.

This paper summarizes some case studies such as the development of the Insubria PBT Index and its application in the screening of PBT properties of CECs such as flame retardants ${ }^{104}$, personal care products ${ }^{105}$ and pharmaceuticals (i.e. paper I) or the development of the ATI for personal care products ${ }^{252}$ and pharmaceuticals (i.e. paper II). The paper shows how the integration of multiple approaches is useful to address environmentally relevant macro properties of chemicals.

# 3.5 Paper V: "Development of human biotransformation QSARs and application for PBT assessment refinement" 

By Papa Ester, Sangion Alessandro, Arnot Jon, Gramatica Paola
Published in: Food and Chemical Toxicology, 2018, 112(2): 535-43.

This study addresses the development of QSAR models for the prediction of in-vivo whole-body human biotransformation half-lives (HLs) measured or empirically-derived for over 1000 organic chemicals ${ }^{126}$. Biotransformation is a fundamental component of bioaccumulation; indeed it is reasonable to expect that only compounds with long metabolic HLs in higher organisms (e.g. fish and mammals) can actually persist unchanged, bioaccumulate, and thus have the possibility to manifest their toxic effects in living organisms ${ }^{62}$. Information about biotransformation potential can reasonably be used to refine the bioaccumulation estimation. This is particularly evident in case the bioaccumulation assessment is achieved only on the basis of the BCF as in the general screening performed in paper I. In this case is necessary to include biotransformation estimation to obtain a better estimation of the bioaccumulation potential. The QSARs developed in this work are used to refine the B evaluation of the PBT assessment of personal care products ${ }^{105}$ and pharmaceuticals (i.e. paper I). This work aims to evaluate the intrinsic hazard related to the B potential depending on the molecular structure, thus information on environmental persistence and exposure are not considered.

Data for whole-body total elimination half-life $\left(\mathrm{HL}_{\mathrm{T}}\right)$ and for whole-body primary biotransformation half-lives $\left(\mathrm{HL}_{\mathrm{B1} 1-4}\right)$ in humans are collected from literature ${ }^{126}$. Chemicals included in the datasets are mainly pharmaceuticals (i.e. $80 \%$ ), however other environmentally relevant compounds are also included (e.g. PAHs, polychlorinated biphenyls (PCBs), polychlorinated dibenzodioxins (PCDDs) and polychlorinated dibenzofurans (PCDFs)).

The GA implemented in QSARINS is applied to each dataset to generate independent populations of models based on different combinations of theoretical molecular
descriptors. A final model is selected for each dataset on the basis of fitting and predictive qualities as well as interpretability of the descriptors. The statistical parameters calculated for the models reflect the good ability to fit the data in the training set $\left(R^{2}: 0.77-0.80\right)$. Cross validation parameters are relatively high and close to each other ( $\mathrm{Q}^{2}$ цоо: 0.76-0.79; $\mathrm{Q}^{2}$ цмо: 0.76-0.79). This means that all the models are stable and the internal predictivity is conserved independently of the degree of perturbation applied to perform the internal validation. The statistical parameters used to quantify the quality of the external validation ( $\mathrm{Q}^{2}$ еХт: $0.75-0.79 ; \mathrm{CCC}_{\text {EXT: }}$ : 0.86-0.87) confirmed the good predictive ability of the models.

The most relevant descriptors are: the number of halogen atoms ( nX ), the sum of the Electrotopological State (E-State) of chlorine atoms $(\mathrm{SsCl})^{244}$, the average BrotoMoreau autocorrelation of lag 7 or 8, weighted by polarizabilities (AATS7p or AATS8p) and the minimum and the maximum E-State of hydrogen atoms on the "-OH" (minHsOH and maxHsOH, respectively) ${ }^{165}$. From a general point of view, biotransformation potential seems to be influenced by the presence of halogen atoms, which are covalently bonded mainly to aromatic carbon atoms, and by the ability of the chemicals to establish non-covalent intermolecular interactions. The presence of halogen atoms in the molecules increases biopersistence (i.e. slow biotransformation and long HL); the covalent bonds between aromatic carbon and halogen atoms are very stable and may induce persistence and biopersistence of chemicals ${ }^{87,106,255}$. On the other hand, the potential to form hydrogen bonds can give information about the tendency of the molecules to interact with the active sites of metabolic enzymes in the surrounding media ${ }^{243,244}$.

Results and Discussion


Figure 3.4: Distribution of chemicals in PC1-PC2 space of the different HLs and results of the analysis with the two polygons.

The described QSAR models developed for biotransformation potential in humans in addition to literature QSARs for the prediction of the metabolic biotransformation halflives in fish (Papa et al., 2014), are used to refine the PBT assessment of a set of more than 1200 PPCPs (i.e. paper I and personal care products ${ }^{105}$ ). Predictions of all the models are combined in a PCA to investigate the overall biotransformation behaviour in fish and humans. Generally, PC1 (EV 72\%) identifies a horizontal trend of biotransformation potential with chemicals slowly biotransformed in human that are also slowly biotransformed in fish. On the other hand, PC2 (EV 21\%) separates the biotransformation behaviour in the different organisms. Moreover, a spatial analysis is performed by the convex hull method ${ }^{256,257}$ to identify subspaces able to separate PCPPs with high bioaccumulation potential (figure 3.4). Among 40 chemicals predicted as
intrinsically PBTs by consensus (i.e. 35 pharmaceuticals in paper I and 5 personal care products ${ }^{105}$ ) only 22 are placed in the slow-metabolized area and have high bioaccumulation potential in fish and humans. This result highlights the importance of biotransformation related information for the refinement of screening level assessments. In this case, 18 chemicals previously screened as intrinsically PBTs but predicted as easily metabolized in this second step should be considered as of less priority than the 22 PBTs estimated as slowly metabolized.

Concluding, this study presents new QSAR models for the prediction of in-vivo $\mathrm{HL}_{\mathrm{B}}$ in humans from large empirically-derived datasets mainly representative for pharmaceutical products. Biotransformation HLs are key parameters determining the extent of bioaccumulation and biological concentration. Information about biotransformation potential can be use in the refinement of the B estimation in the PBT assessment of chemicals. In particular, pharmaceuticals seem to be easily metabolized in higher organisms and are not cause of particular concern in relation to bioaccumulation potential. Finally, these models can be integrated by a multivariate analysis to analyze the role of biotransformation potential in defining bioaccumulation. This will be the subject of next paper (i.e. paper VI) that aims to investigate the importance of biotransformation in the estimation of biomagnification potential in airbreathing organisms.

### 3.6 Paper VI: "A Tiered Approach for Screening Chemicals for Biomagnification Potential in Air-Breathing Organisms."

By Sangion Alessandro, Arnot Jon, Papa Ester

The results reported in this section are preliminary and still unpublished. The manuscript is in preparation and a pre-view is reported here (September 2018).

Target journal: Environmental Science Technology or Environmental Health Perspective

### 3.6.1 Introduction

Regulatory programs evaluating chemicals for their potential detrimental effects to human and the environment ${ }^{12,54,108,258,259}$ classify chemicals according to their persistence, bioaccumulation and toxicity properties, e.g., bioaccumulative ("B") or not bioaccumulative ("nB"). The octanol-water partition coefficient (Kow), as a surrogate for aquatic biota-water partitioning, and bioconcentration factors (BCFs) in fish are metrics that have been used over the past few decades for bioaccumulation classification ${ }^{62,109}$. Biomagnification Factors (BMFs) and trophic magnification factors (TMF) are also considered for " $B$ " assessment to determine if concentrations (or fugacities) are increasing in predator-prey relationships or across the food-web, respectively ${ }^{260}$. Nearly two decades of empirical evidence and models ${ }^{63,68,113,114,128,261-}$ 263 have highlighted the need to examine bioaccumulation in air-breathing organisms separately from water-respiring organisms. Mechanistic understanding of the differences in bioaccumulation between these two classes of organisms is established ${ }^{63,114,128}$. For air-breathing organisms, biomagnification is related to the octanol-air partition coefficient $\left(\mathrm{K}_{\mathrm{OA}}\right)$ in addition to K ow. According to emerging screening criteria ${ }^{54}$ chemicals with $\log \mathrm{K}_{\mathrm{OA}} \geq 5$ and with a $\log \mathrm{K}_{\mathrm{OW}} \geq 2$ are considered to have bioaccumulation potential in air-breathing organisms, including humans. Based on an evaluation of approximately 13000 organic chemicals and these criteria ( $\log \mathrm{K}_{\mathrm{OA}}$ $\geq 5$ and $\log K_{\text {Ow }} \geq 2$ ), Gobas and colleagues highlighted that approximately $50 \%$ have
biomagnification potential in air-breathing organisms but not in water-respiring organisms ${ }^{68}$. Critical caveats to these physical-chemical property screening criteria cutoff values are the assumptions that (i) the chemical is efficiently absorbed from the diet, (ii) it is non-dissociating, and (iii) there is no biotransformation ${ }^{68,114,115,126}$. Quantitative Structure-Activity Relationships (QSARs) for predicting biotransformation half-lives $\left(\mathrm{HL}_{\mathrm{B}}\right)$ in humans ${ }^{126,264}$ and fish ${ }^{141-144,265}$ have recently been developed and validated following OECD QSAR guidance ${ }^{179,180}$. Uncertainty exists for measured and modelled chemical properties and bioaccumulation metrics. Methods are needed to better identify sources of uncertainty in chemical assessments. In this study we use a series of model hypotheses to explore the degree to which key parameters can influence bioaccumulation screening in air-breathing organisms. We select a human male adult as a representative air-breathing organism and we use a one-compartment mass balance toxicokinetic model to calculate BMFs. We compile and critically curate a database of approximately $30^{\prime} 000$ substances including industrial chemicals, pharmaceuticals, personal care products and chemicals used in consumer goods. We then obtain chemical information for assessing bioaccumulation potential in humans including: molar mass, $\mathrm{K}_{\mathrm{Ow}}, \mathrm{K}_{\mathrm{OA}}$, dissociation constants, adipose-water, membrane-water and protein-water partition coefficients and $H_{B}$ from various databases and QSAR models and define the applicability domains for these parameters. Finally, we apply a tiered approach for screening the organic chemicals for BMFs $>1$ in air-breathing organisms. The tiered approach progresses from conservative assumptions to more realistic assumptions for chemical properties, biological partitioning and biotransformation.

### 3.6.2 Materials and methods

General BMF Model for Air-Breathing Organisms. The uptake and elimination of xenobiotics in a mammal can generally be expressed by the following mass balance equation ${ }^{63,68,114,126,127,266}$ :

$$
\begin{equation*}
\frac{d C_{B}}{d t}=k_{R I} C_{A G}+k_{D} C_{D, i}+k_{W} C_{W}-\left(k_{R O}+k_{E}+k_{R}+k_{B}+k_{R I}+k_{G}+k_{D}\right) C_{B} \tag{3.2}
\end{equation*}
$$

where $\mathrm{d} C_{\mathrm{B}} / \mathrm{d} t$ is the net change in concentration in the organism $(\mathrm{g} / \mathrm{kg})$ over time $t(\mathrm{~h})$, $C_{\mathrm{B}}$ is the concentration of the xenobiotic in the organism, $k_{\mathrm{RI}}$ is the respiration intake rate constant $\left(\mathrm{L}(\mathrm{kg} \cdot \mathrm{h})^{-1}\right), C_{\mathrm{AG}}$ is the air concentration $\left(\mathrm{g} \cdot \mathrm{L}^{-1}\right), k_{\mathrm{D}}$ is the xenobiotic dietary uptake rate constant $\left(\mathrm{kg}(\mathrm{kg} \cdot \mathrm{h})^{-1}\right), C_{\mathrm{D}}$ is the concentration of the xenobiotic $(\mathrm{g} / \mathrm{kg})$ in diet (food), $k_{\mathrm{W}}$ is the water uptake rate constant $\left(\mathrm{L}(\mathrm{kg} \cdot \mathrm{h})^{-1}\right)$, and $C_{\mathrm{W}}$ is the concentration of the xenobiotic $(\mathrm{g} / \mathrm{L})$ in the water. The rate constants $\left(\mathrm{h}^{-1}\right)$ corresponding to xenobiotic elimination from the organism via respiratory elimination (output), fecal egestion, renal excretion, biotransformation, reproductive losses, growth dilution are $k_{\mathrm{RO}}, k_{\mathrm{E}}, k_{\mathrm{R}}, k_{\mathrm{B}}, k_{\mathrm{RL}}$, $k_{\mathrm{G}}$, respectively. Changes in biomass (growth) are not a true elimination process but affect the concentration of the chemical in the organism. The total elimination rate constant $k_{\mathrm{T}}$ is the sum of individual elimination rate constants. Assuming first-order kinetics the total elimination half-life is $H L_{\mathrm{T}}=\ln 2 / k_{\mathrm{T}}$. The biotransformation half-life is $H L_{\mathrm{B}}=\ln 2 / k_{\mathrm{B}}$. The steady state BMF can be calculated as a ratio of the chemical concentration in the organism to that in its diet, i.e., $C_{B} / C_{D}$. Lipid normalization is recommended for calculating BMFs for neutral organic chemicals and an equivalent expression is the fugacity ratio of the organism to its diet, i.e., $f_{\mathrm{B}} / f_{\mathrm{D}}{ }^{260}$.

In this illustrative case study, we used the Risk Assessment IDentification And Ranking (RAIDAR) model ${ }^{89}$ to calculate BMFs in an adult human male as a model air-breathing organism. The adult male is assumed to ingest a typical North American (omnivorous) diet and reproductive losses are set to zero. The details of the equations, i.e., rate constants, and model parameters are available elsewhere ${ }^{89}$.

Case Study Chemicals. We compiled an initial database of approximately 30’000 discrete organic substances including industrial chemicals, pharmaceuticals, personal care products and chemicals used in consumer goods ${ }^{104,105,267}$. Because the chemical structures contained many duplicates and inconsistencies in the molecular structures and identifiers, a data curation process was necessary to derive a unique set of QSAR ready structures. Information on CAS, Chemical name and SMILES were verified, invalid entries were corrected by retrieving information from online databases PubChem ${ }^{268}$ and

ChemSpider ${ }^{269}$ in the Package Webchem ${ }^{270}$ and ChemmineR $R^{271}$ of the software $R^{272}$. Once the information was verified, chemical structures were converted to canonical SMILES using OpenBabel v.2.3.2 ${ }^{273}$. This allowed compounds with the same molecular structure but different SMILES string (e.g. different atom numbering) to be compared properly. The structures were desalted, and counterions were removed, explicit hydrogen atoms were added and charged structures were neutralized. Chiral marks and stereochemistry information were removed and nitro groups were standardized (i.e. from $-[\mathrm{N}+]([\mathrm{O}-])=\mathrm{O}$ to $-\mathrm{N}(=\mathrm{O})=\mathrm{O})$ ). Duplicated structures were removed while information for salt and chiral compounds were collapsed with the information of the neutral parent compound. At the end of this procedure, 22 ' 542 unique structures remained in the dataset.

Chemical Properties. The unique SMILES strings were used to estimate physicalchemical properties and $\mathrm{HL}_{\mathrm{B}}$. The Kow, K software package (version 4.1) ${ }^{82}$. The software contains an extensive database and, when possible, experimental values were preferred to the estimated ones. EPI Suite estimates physical-chemical properties using fragment-based QSAR models and does not provide a clear estimation of the Applicability Domain (AD). However, we identified and considered less accurate prediction for compounds outside the MW range and/or response range of the training set and/or compounds with more instances of a given fragment than the maximum for all training set compounds. The biotic partition coefficients storage lipids-water (kStorLipW), phospholipid membrane-water (kMembLipW) and proteins-water (kProtW) were estimated by the UFZ-LSER database ${ }^{274}$. The database uses two different sets of polyparameters-Linear Free Energy Relationship (pp-LFER) equations to estimate the biotic repartition coefficient at 37 ${ }^{\circ} \mathrm{C}^{275}$. For these models, applicability domain was estimated according to structural similarity to chemicals in the training data $\operatorname{set}^{142}$. In these simulations we used a consensus modelling (i.e. average of the predictions) of the two equations weighted by the AD estimation. Biotic-partitioning coefficients should represent in a more precise
way the differences in the sorptive capacity of tissues and organisms. In particular, kStorLipW and kMembLipW account for different types of lipids (i.e., triacylglycerides the first and phospholipids the latter) that were demonstrated to have different sorptive capacity ${ }^{246}$ while kProtW accounts for the repartition in the structural proteins (i.e., muscle proteins) that for some compounds can be as high as that to storage lipid ${ }^{276}$. The ionization state at physiological pH (i.e. 7.4) and acid/base dissociation constants ( pKa ) were estimated using ACDLabs percepta ${ }^{277}$. Chemicals were considered neutral, acid or base according to their more predominant form at pH 7.4 ; compounds present as Zwitterionic were assumed here to be neutral.

Biotransformation half-lives. The human $\mathrm{HL}_{\mathrm{B}}$ parameter was estimated using consensus modelling between Iterative Fragment Selection (IFS)-based and theoretical descriptor-based QSAR models ${ }^{166,167,278-281}$. The consensus modelling was weighted on the AD of each single model; based on structural similarity, counting the degree of fragment overlap between two chemicals for the IFS-based models and considering the range of the descriptors, the range of the response and the leverage value for the descriptor-based models ${ }^{224}$. Where available, experimental data were selected preferentially to the predicted values.

After the data collection phase, the number of chemicals in the dataset was reduced to 20'346 for which we were able to obtain measurements or estimate for all the chemical properties required as input for the RAIDAR model human BMF calculations.

Tiered Approach - Model Parameterization. Figure 3.5 provides a conceptual overview of the tiered approach that progresses from simple, conservative assumptions to conditions that are more realistic:

- Tier 1 only considered the chemical partitioning properties (i.e. $K_{\mathrm{Ow}}, \mathrm{K}_{\mathrm{OA}}$ ), which are assumed to be aligned with evolving screening criteria in chemical regulations worldwide. All the chemicals are assumed to be in the neutral form,
persistent in the environment and their biotransformation rates are assumed negligible.
- Tier 2 has the same assumptions of Tier 1; however, partition coefficients for biological phases (kStorLipW, kMembLipW and kProtW) are introduced in the calculation in place of $\mathrm{K}_{\mathrm{ow}}$ and $\mathrm{K}_{\mathrm{OA}}$. These ppLFERs are assumed to be more representative of biological partitioning than using octanol as a surrogate for biological phases.
- Tier 3 adds information about the ionization state at physiological pH 7.4. Chemicals that appreciably dissociated at pH 7.4 are considered "acid" or "base" depending on the related dissociation pKa . This allows the model to consider the IOC properties in the BMF calculation.
- In Tier 4 the selected consensus primary biotransformation half-lives are included in the model.

Simulation for each tier are run considering a screening-level standard scenario at level II, i.e. the environmental compartments are at equilibrium and at steady state. Chemicals are released with a constant rate and are supposed to be persistent in the environment.


Figure 3.5: Outlines of the general methods used to perform the BMF screening for organic compounds

### 3.6.3 Results and discussion

Tier 1. Bioaccumulation screening criteria proposed or implemented in chemical assessment programs are based on physical-chemical properties, i.e., $\mathrm{K}_{\mathrm{OW}}$ and $\mathrm{K}_{\mathrm{OA}}{ }^{54,260}$; therefore, we examined the information available for these two parameters for a large number of chemicals that may be subject to assessment. Summary details for the properties obtained for these chemicals are reported in figure 3.6.


Figure 3.6: Histograms for the distribution of the studied parameters: (a) Kow; (b) KoA; (c) $k_{\text {StorLipW; }}$ (d) $k_{\text {MembLipW; }}$ (e) $k_{\text {ProtW; }}$ (f) human $H L_{B}$

Experimental $\log$ Kow values are available for only $13 \%$ of the chemicals. The experimental data follow a log normal distribution (figure 3.6 a) with a minimum value at -11.96 and the maximum at 10.20. The lowest value is reported for "7-aminonaphthalene-1,3,6-trisulphonic acid" (CAS 118-03-6) ${ }^{82}$ and is isolated comparing to the rest of the experimental data. The closest experimental value in the dataset is -5.08 reported for "cystine" (CAS 56-89-3) ${ }^{82}$ while the range of experimental values of the training set of KOWWIN ${ }^{82}$ is between -5.4 to 10.20 . Thus, it should be noted that the value of -11.96 for "7-aminonaphthalene-1,3,6-trisulphonic acid" can be considered an outlier and the actual range for the experimental values of the $\log \mathrm{K}_{\text {Ow }}$ is between -5.08 and 10.20. Sixty-eight percent of the case study chemicals have predictions within the AD of KOWWIN as defined module according to the methods developed here, i.e., AD
based on MW, estimated response and fragment count. The estimated data have a distribution like the experimental values with a range between -4.69 and 11.28. On the other hand, $19 \%$ of the chemicals were predicted outside the AD due to the presence of fragments not present in the training set or because the chemicals were outside the MW and/or the response range. Chemicals outside the AD tend to be estimated with "extreme" values with a range that spread from -16.6 to 26.88 . This is probably due to the additive nature of the fragment model that increase (or decrease) the Kow value for each fragment in the molecular structure ${ }^{282}$. Chemicals outside the AD , in general, have higher number of instances of a given fragment than the maximum for all training set compounds and tend to result in higher predictions, outside the range of the experimental response. This highlights the importance of the analysis of the fragments for the applications of fragments-based models. Overall, we obtained $81 \%$ of chemicals with reliable $\log \mathrm{K}_{\mathrm{OW}}$ values (experimental or inside the AD ) mainly in the range between -5 and 10. Generally speaking, results for chemicals with Kow predictions outside this range and/or for chemicals outside the AD of KOWWIN should be considered more uncertain than the other chemicals in the case study.

Empirically-based $\mathrm{K}_{\mathrm{OA}}$ data are available for $5 \%$ of the chemicals, the majority of which are based on experimental Kow and Henry's Law constant and not direct measurements of $\mathrm{K}_{\mathrm{OA}}$ as $\mathrm{K}_{\mathrm{OA}} \approx \mathrm{K}_{\mathrm{OW}} / \mathrm{K}_{\mathrm{AW}}\left(\mathrm{K}_{\mathrm{AW}}\right.$ is dimensionless Henry's law constant). Thirty-seven percent of the chemicals have $\mathrm{K}_{\mathrm{OA}}$ predictions within the AD of the model based on the methods we have developed in this study. The ranges of experimental data and of predictions within the AD is similar ranging between -1.14 and 16.47 and between -2.73 and 17.70 , respectively. On the contrary, $58 \%$ of chemicals have predictions outside the AD of the model and most of these estimates are very high (e.g., $56 \%$ with $\log \mathrm{K}_{\mathrm{OA}}>$ 12.5). A bimodal distribution is clearly visible in figure 3.6 b with the geometrical mean for chemicals outside the AD approximately 10 orders of magnitude greater than the geometrical mean of the experimental data (inside the AD). This means that KOAWIN ${ }^{82}$ tends to predict very high values for chemicals outside the AD with a structure different than the chemicals in the training set of the model; as for KOWWIN the "extreme"
values are probably due to the additive nature of the fragment-based model and should be considered carefully ${ }^{282}$.

Figure 3.7 reports the projection of the whole dataset in the space of the partition coefficients $\mathrm{K}_{\mathrm{Ow}}$ and $\mathrm{K}_{\mathrm{OA}}$ with the screening thresholds for air-breathing organisms. In particular 5'249 chemicals have a $\log \mathrm{K}_{\mathrm{ow}}<2$; these chemicals are expected to be efficiently eliminated by passive renal clearance (assuming no active resorption in the kidney), and therefore do not biomagnify even though their $\log \mathrm{K}_{\mathrm{OA}}$ may be $>$ $5^{63,68,128,261-263} .1$ ' 655 molecules have a $\log \mathrm{K}_{\mathrm{OA}}<5$; for air-breathing organisms, respiration is the main elimination route for these compounds and their elimination rate constant and bioaccumulation potential are more related to the $\mathrm{K}_{\mathrm{OA}}$ than to the $K_{\text {ow }}{ }^{63,63,68,128,261}$.


Figure 3.7: Relationship between $K_{O W}$ and $K_{O A}$ for the studied organic compounds. The graph identifies regulatory screening threshold for $\log K_{O W}\left(i . e . \log K_{O W}>2\right)$ and $\log K_{O A}$ (i.e. $\log K_{O A}>5$ ). The green box shows the chemical partitioning space in which $K_{O A}$ and

Kow have been measured and hence indicates a region in which modelled BMFs are expected to be of higher confidence.

More than $70 \%$ of the chemicals in the curated list (i.e. $14^{\prime} 293$ over 20'346) exceed both the screening level values (i.e. $\log \mathrm{K}_{\mathrm{Ow}}>2, \log \mathrm{~K}_{\mathrm{OA}}>5$ ). This means that according to the screening criteria alone, approximately $14^{\prime} 000$ compounds have the potential to biomagnify in air-breathing organisms and may require further evaluation including perhaps in-vitro and in-vivo experimental tests.


Figure 3.8: Heatmap for the $\log B M F$ respect $\log K_{O W}$ and $\log K_{O A}$ for Tier 1. The graph identifies regulatory screening threshold for $\log K_{O W}$ (i.e. $\log K_{O W}>2$ ) and $\log$ $K_{O A}\left(\right.$ i.e. $\log K_{O A}>5$ ) in red and $\log B M F$ isolines in black.

Figure 3.8 illustrates a heatmap with the three-dimensional interpolation of the model calculated $\log$ BMF using only $\log \mathrm{K}_{\mathrm{Ow}}$ and $\log \mathrm{K}_{\mathrm{OA}}{ }^{283}$. Overall the shape of the threedimensional interpolation agrees with the curves reported in previous BMF model simulations for air-breathing organisms ${ }^{63,114,128}$. The highest values of BMF are estimated for chemicals with $\log \mathrm{K}_{\mathrm{Ow}}>2$ and $<10$ and $\log \mathrm{K}_{\mathrm{OA}}>5$. As with previous BMF model calculations, the BMF is predicted to decrease at higher Kow, i.e., $\log$ Kow $>7$, and chemicals with $\log \mathrm{K}_{\mathrm{ow}}>10$ are estimated to have $\mathrm{BMF}<1$ due to slower rates
of chemical absorption from the diet. This predicted relationship is based on empirical measurements and models that show that when $\log \mathrm{K}_{\mathrm{Ow}}>7$ the dietary assimilation efficiency $\left(\mathrm{E}_{\mathrm{D}}\right)$ decreases due to the increasing water phase resistance (i.e. the low internal water phase concentration) which slows transport from the gastrointestinal tract to the blood ${ }^{284}$. While there are limitations and uncertainty in the $\mathrm{E}_{\mathrm{D}}$ data and models we include these concepts in the current case study to demonstrate how this expected relationship influences the B assessment for air-breathing organisms using real chemicals. It is important to note that values of $\log \mathrm{K}_{\mathrm{OW}}>10$ are also extrapolated and outside the AD of KOWWIN and results for these compounds should be interpreted recognizing the inherent uncertainties in the chemical property and BMF model predictions. Chemicals with $\log$ Kow ranging between 2 and 10 and $\log \mathrm{K}_{\mathrm{OA}}<5$ have predicted BMFs $<1$. For these chemicals respiratory excretion is expected to mitigate dietary biomagnification.

The estimation of the BMF for chemicals with $\log \mathrm{K}_{\mathrm{ow}}<2$ is unexpected based on comparisons to previous modelled BMFs for air breathing organisms ${ }^{67}$. Chemicals with a $\log$ K $_{\text {Ow }}$ under this threshold are eliminated relatively efficiently by renal excretion and hence their BMFs are expected to be $<1^{63,114,128}$. However, all these chemicals are predicted with a BMF ranging between 1 and 8 (log BMF between 0 and 0.8 in figure 3.8). This apparent anomaly is explained by the assumptions in the current RAIDAR simulations. Here the steady-state concentrations in the human are based on chemical exposures from food (diet) and in drinking water (beverages); however, the BMF is only being calculated for exposures in the diet and not the total exposure, i.e., the slight underestimation of the value in the denominator results in a slight overestimation of the BMF. These minor anomalies have been observed in previous modelling and discussed in previous publications ${ }^{63}$. These slight inconsistencies in the water mass balance and BMF calculations in the RAIDAR model are being addressed in a forthcoming update to the model (Arnot, pers. Comm).

Tier 2. In Tier 2 the biologically-based partition coefficients were considered instead of assuming octanol as a surrogate for partitioning ( $\mathrm{K}_{\mathrm{Ow}}$ and $\mathrm{K}_{\mathrm{OA}}$ ) presumably to obtain more realistic estimates for chemical sorption in the body. The total body sorption capacity is given by the different contributions of sorption capacity of storage and membrane lipids, proteins and water that can be calculated by the introduction of partition coefficients for biological phases i.e. $\mathrm{k}_{\text {StorLipW, }}, \mathrm{k}_{\mathrm{MembLipW}}$ and $\mathrm{k}_{\text {ProtW }}{ }^{285}$. Lipids are the most important compartment for bioaccumulation of neutral hydrophobic organic chemicals, i.e., those considered to have significant biomagnification potential in airbreathing organisms. However, a distinction can be made between the different types of lipids. Storage lipids generally referred to as triglycerides are the predominant component of fat tissue. Membrane lipids referred as phospholipids, are the main component of biological membrane and are relatively rich in human tissues such as kidney, liver and brain ${ }^{286}$. In general, there are no large differences between the two kinds of lipids for non polar and H -bond acceptor compounds. Exceptions are H -bond donor that are more favorable to membrane lipids ${ }^{276}$. Other biological constituents such as proteins can have a significant contribution in the sorptive capacity of organisms. Moreover, protein-binding for some classes of contaminants such as perfluorocarboxylic acids and derivates, are implicated as key factors for bioaccumulation ${ }^{287}$. Considering a "typical" adult human is composed of water (60\%), protein (20\%), storage lipid (19\%) and membrane lipid (1\%) we estimated the internal distribution of the analyzed chemicals (figure 3.9).


Figure 3.9: Relative sorption capacity (calculated as product of partition coefficients and relative volume of the matrix) of different matrices for the investigate chemicals sorted according to the affinity for lipids.

Lipids play an important role in the accumulation of chemicals with the $47 \%$ that tends to partition mainly in storage lipids with a small contribution of the membrane lipids. Protein is the second main bioaccumulation compartment with $39 \%$ of chemicals with high affinity structural proteins. Finally, water plays a not marginal role in the internal distribution with an $14 \%$ of less hydrophilic chemicals that tend to partition mainly in aqueous media. Figure 3.9 reports the relative distribution in the main sorptive compartments in the $\log \mathrm{K}_{\mathrm{OW}}-\log \mathrm{K}_{\mathrm{OA}}$ space. Three main partitioning areas are highlighted by the ellipses (confidence at 0.95 ). As expected less hydrophobic chemicals with a $\log \mathrm{K}_{\mathrm{Ow}}<\mathrm{ca} .2$ tend to partition mainly in water. For these chemicals, aqueous media is the most important compartment and renal excretion can be the primary elimination route. For chemicals with $\log \mathrm{Kow}>\mathrm{ca} .2$ the distribution within the body is strongly influenced by the $\mathrm{K}_{\mathrm{OA}}$. Chemicals with a $\log \mathrm{K}_{\mathrm{OA}} / \log \mathrm{K}_{\mathrm{Ow}}$ ratio $<2.5$ tend to accumulate mainly in lipids while protein is the predominant component for
bioaccumulation when $\log \mathrm{K}_{\mathrm{OA}} / \log \mathrm{K}_{\mathrm{Ow}}>\mathrm{ca} .2 .5$. Furthermore, the region with $\log \mathrm{K}_{\mathrm{Ow}}$ ca. 2 and $\log \mathrm{K}_{\mathrm{OA}}>5$ is characterized by an overlap of the three ellipses. This means that chemicals in this area have not a clear affinity for one particular compartment and the overall accumulation strongly depend from the combination of the partitioning in water, protein and lipids. The overlapping area is particularly interesting because it is very close to the $\log \mathrm{K}_{\mathrm{Ow}}$ and $\log \mathrm{K}_{\mathrm{OA}}$ screening threshold for air breathing organisms. The accurate estimation of the biotic-partitioning coefficients is fundamental to understand the bioaccumulation dynamics of chemicals in this region.


Figure 3.10: Relationship between $K_{O W}$ and $K_{O A}$ for the studied organic compounds. The graph identifies regulatory screening threshold for $\log K_{O W}\left(\right.$ i.e. $\left.\log K_{O W}>2\right)$ and $\log K_{O A}$ (i.e. $\log K_{O A}>5$ ). Chemicals are labelled according to the main sorptive matrix. Confidence ellipse at 0.95 assuming a multivariate normal distribution are reported.

BMF is calculated in Tier 2 using the biotic-partitioning coefficients; the three dimensional interpolation of $\log \mathrm{BMF}$ in the space of $\log \mathrm{K}_{\mathrm{O}}, \log \mathrm{K}_{\mathrm{OA}}$ is reported in figure 3.10. Overall, $97 \%$ of the whole set of chemicals have BMF $>1$. The highest BMF
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values are estimated for chemicals with $\log \mathrm{K}_{\mathrm{Ow}}$ between 2 and 7 and $\log \mathrm{K}_{\mathrm{OA}}>5$ while lowest values are located for $\log \mathrm{K}_{\mathrm{OW}}>10$ and for $\log \mathrm{K}_{\mathrm{OA}}<5$ as for Tier 1.


Figure 3.11: Heatmap for the $\log B M F$ respect $\log$ Kow and $\log K_{o A}$ for Tier 2. The graph identifies regulatory screening threshold for $\log$ Kow (i.e. $\log K_{o w}>2$ ) and $\log$ $K_{O A}\left(\right.$ i.e. $\log K_{O A}>5$ ) in red and $\log B M F$ isolines in black.

Less hydrophobic chemicals (i.e. $\log \mathrm{K}_{\mathrm{ow}}<2$ ) with higher affinity for aqueous media are less affected by the introduction of biotic partitioning coefficients and the BMF estimation in Tier 2 for these compounds is almost unchanged compared to Tier 1 (figure 3.12 a).

The main differences in the BMF estimation are reported for chemicals with high affinity to proteins. The calculation for the BMF is strongly affected by the more accurate estimation for $\log k_{\text {ProtW }}$ calculated by the ppLFER model and in general compounds mainly sorbed in proteins obtained a higher estimation in the BMF respect to Tier 1. The differences can be explained by the changes in the storage capacity of the human for the chemicals $(Z)$ reported in figure 3.12 .


Figure 3.12: (a) box and whiskers for $\log B M F_{\text {Tier2 }}-\log B M F_{\text {Tier }}$ differences for compound with high affinity for water, lipids and protein; (b) relationship $\log Z_{\text {human }}$ Tier-logZ human Tier2for compound with high affinity for water; (c) relationship $\log Z_{\text {human }}$ Tierl-logZ $Z_{\text {uman }}$ Tier2 2 for compound with high affinity for proteins; (d) relationship $\log Z_{\text {human }}$ Tier $1-\log Z_{\text {human }}$ Tier 2 for compound with high affinity for lipids.

Chemicals with high affinity for lipids and proteins report the highest changes in the Z values and in the BMF estimation (figure 3.12 c and d ). This is because the total human $Z$ depends on the relative contribution of $Z$ for the different matrices (i.e. lipids, proteins, water). Changes in the relative sorption capacity of the different matrices may change the human total Z and alter the bioaccumulation potential. For instance, in Tier 1, chemicals with $\log \mathrm{K}_{\text {ow }}<2$ obtained an BMF estimated between 1 and 8. In Tier 2, 478 compounds with $\log K_{\text {ow }}<2$ are predicted with a BMF $>10$ and thus are highly bioaccumulative. These chemicals report high changes in the $Z$ values that change the sorption capacity of the organisms. Approximatively $75 \%$ of these 478 have high affinity for proteins while the other $25 \%$ have high affinity for lipids. Overall the introduction of the biotic partitioning coefficient improved the estimation of the internal distribution of chemicals provided a more precise estimation of the BMF for chemicals which
bioaccumulation is not dominated by lipids partitioning. In summary, most of the same chemicals identified in Tier 1 are still predicted as potentially bioaccumulative in air breathing organisms at Tier 2.

Tier 3. In Tier 3 we accounted for dissociation of ionogenic organic chemicals (IOCs) to understand the impact of speciation (i.e. the fractional amount of neutral and ionized forms) at a physiological pH (i.e. 7.4) on bioaccumulation. Chemicals were considered in neutral, acid or base form according to their predominant state at pH 7.4 . We only consider the strongest acid or base pKas since RAIDAR model cannot treat multiprotonic species. Their biotransformation rates were assumed to be negligible to examine solely the impact of speciation.

Approximately the $69 \%$ of the examined chemicals are mainly present in the neutral form and considered as neutral organic chemicals. For these chemicals the partitioning between aqueous and organic phases is still dominated by $\log K_{o w}$, thus no differences are expected in the calculation of the BMF. On the other hand, 2' 682 chemicals are assumed to be in acidic state while $3^{\prime} 698$ are predicted to be bases. Ions are more hydrophilic than the corresponding neutral form, so they are expected to partition into organic tissue to a smaller degree than the correspondent neutral molecules ${ }^{288}$. The partition coefficients for IOCs are adjusted according to the pKa values and the apparent partition coefficient for the charged form of the IOC as calculated in RAIDAR ${ }^{89}$. The interpolation of the $\operatorname{logBMF}$ in the space of $\log \mathrm{K}_{\mathrm{OW}}-\log \mathrm{K}_{\mathrm{OA}}$ is reported in figure 3.13 a .


Figure 3.13: (a) Heatmap for the $\log B M F$ respect $\log K_{O W}$ and $\log K_{O A}$ for Tier 3. The graph identifies regulatory screening threshold for $\log K_{O W}\left(i . e . \log K_{o w}>2\right)$ and $\log$ $K_{O A}\left(i . e . \log K_{O A}>5\right)$ in red and $\log B M F$ isolines in black; (b) Box and whisker plot for $\log B M F_{\text {Tier } 3}-\log B M F_{\text {Tier } 2}$ differences for acid and base.

Approximately ninety-six percent of the chemicals still have an estimated BMF $>1$ even though many chemicals have a lower BMF than in Tier 1 and 2.

As expected neutral chemicals do not report any differences in the BMF estimation. In general compound in ionic state reported lower BMF values respect to Tier 1 and 2 (figure 3.13 b ). The decreasing is more evident for acidic compounds mainly with $\log$ $\mathrm{K}_{\mathrm{Ow}}<2$ and $\log \mathrm{K}_{\mathrm{OA}}>5$. These compounds are supposed to be less volatile and thus not efficiently eliminated in the respiratory exchange (for air breathing organisms). However, the ionic state increases their water solubility and enhance water-mediated exchanged and their elimination via renal excretion. This confirms the general rule that the neutral fraction of an ionizing compound accumulates in biota to a greater degree than the ionized fraction ${ }^{289}$. For IOC that occur as both neutral and ionic molecules information about pH is essential to effectively predict the actual bioaccumulation potential.

Tier 4. In Tier 4 we accounted for biotransformation HLs in human to test the hypothesis that the biotransformation rates are more important determinants of bioaccumulation in humans than the only partitioning properties. We applied a set of different QSAR models
(i.e. IFS-based and theoretical molecular descriptor-based ${ }^{126,264}$ ) to predict the biotransformation potential in human. For each chemical, we averaged the predictions of the models on the basis of the applicability domain. We considered a threshold at 70 days ${ }^{54,126,275}$ to discriminate between readily biotransformed and not biotransformed chemicals (i.e. $\mathrm{HL}_{\mathrm{B}}>70$ days indicates no biotransformation). Overall $98 \%$ of the 20346 chemicals have $\mathrm{HL}_{\mathrm{B}}<70$ days thus are fast biotransformed in humans. Only 307 compounds exceed the biotransformation threshold and can be considered of particular concern for the bioaccumulation potential. If these chemicals are effectively absorbed by the organism biotransformation will not represent a chemical loss process sufficient to mitigate biomagnification. Figure 3.14 reports the poorly metabolized chemicals in the $\log \mathrm{K}_{\mathrm{OW}}-\log \mathrm{K}_{\mathrm{OA}}$ space according to their chemicals class.


Figure 3.14: Relationship between $K_{O W}$ and $K_{O A}$ for the compounds with ${H L_{B}>70 \text { days }}$ Among the 307 slowly biotransformed compounds we found 119 PCB and PBDE congeners (i.e. from 3 to 10 halogen atoms), 90 perfluorinated compounds (i.e. from 10 to 39 fluorine atoms), 22 dioxin- and furan-like compounds, 14 POPs (e.g. DDT, Aldrin, Endosulfan Mirex) ${ }^{12,290}$ and 62 chemicals with different structures. It is interesting to note that experimental $\mathrm{HL}_{\mathrm{B}}$ were reported for 117 of these compounds (mainly PCBs,

POPs and furans) while 100 compounds were inside the AD of the models (mainly chemicals with various structure, probably pharmaceuticals-like compounds similar to the training set of the biotransformation models). On the other hand, 90 chemicals were outside the AD of the models, mainly perfluorinated compounds with a high number of fluorine atoms. All the chemicals with $\mathrm{HL}_{\mathrm{B}}>70$ days have $\log \mathrm{K}_{\mathrm{Ow}}>2$ supporting the observation that compounds with high Kow may have long HLs. We could observe a linear increasing of the Kow and Koa for PCB and PBDE congeners given by the increasing number of halogen atoms. Moreover, many perfluoro compounds obtained low $\mathrm{K}_{\mathrm{OA}}$ values $\left(\log \mathrm{K}_{\mathrm{OA}}<5\right)$ indicating that respiratory exchange could be relatively important in the bioaccumulation dynamic of these compounds.

Figure 3.15 reports the heatmap of $\log B M F$ in the space of $\log$ Kow- $\log$ Koa $_{\text {or }}$ fier 4.


Figure 3.15: (a) Heatmap for the $\log B M F$ respect $\log K_{O W}$ and $\log K_{O A}$ for Tier 4. The graph identifies regulatory screening threshold for $\log K_{\text {OW }}$ (i.e. $\log K_{O W}>2$ ) and $\log$ $K_{O A}\left(\right.$ i.e. $\log K_{O A}>5$ ) in red and $\log B M F$ isolines in black

The introduction of $\mathrm{HL}_{\mathrm{B}}$ strongly affected the calculation of the BMF. $98 \%$ of chemicals are predicted with a BMF $<1$ and thus as " nB ". The main differences are visible in the area of the screening criteria (i.e. $\log K_{o w}>2$ ad $\log \mathrm{K}_{\mathrm{OA}}>5$ ) where chemicals obtained
the highest BMF in Tier 1-3. Here the majority of the chemicals are now predicted with a low BMF meaning that the elimination processes related to biotransformation are predominant in the overall bioaccumulation. Generally, the chemicals with the highest $\mathrm{HL}_{\mathrm{B}}$ obtained the highest BMF; among the 307 molecules with $\mathrm{HL}_{\mathrm{B}}>70$ day, 262 were estimated with $\mathrm{BMF}>1$. These are mainly the PCB and PBDE congeners, the POPs, and the perfluorinated compounds and are highlighted by the $\operatorname{logBMF}$ isolines in figure 3.15. The remaining 45 compounds with $\mathrm{HL}_{\mathrm{B}}>70$ days have $\log \mathrm{K}_{\mathrm{ow}}>7$ and probably the $\mathrm{E}_{\mathrm{D}}$ is too low to effectively increase their concentration in the body through the diet and thus have a BMF $<1$. This last analysis allows to refine the biomagnification screening in two major ways. First the chemicals exceeding the regulatory screening threshold but efficiently biotransformed by the organism (i.e. $\mathrm{HL}_{\mathrm{B}}<70$ days) are estimated with a low BMF and thus are not expected to biomagnify. This shows that screening based only on partition coefficients is not sufficient to describe and address the bioaccumulation and biomagnification processes, and can lead to overly conservative estimates (i.e."false positives"). On the other hand, chemicals with $\log \mathrm{K}_{\mathrm{OA}}$ $<5$ but $\mathrm{HL}_{\mathrm{B}}>70$ days (e.g. some perfluoro compounds in figure 3.14) are estimated with a BMF > 1 and thus they may be potentially bioaccumulative even though they do not exceed the regulatory screening criteria. This demonstrates how information about $\mathrm{HL}_{\mathrm{B}}$ can be used to refine bioaccumulation screening and avoid "false negatives".

### 3.6.4 Conclusions

Here we have provided a tiered approach to address data gaps and uncertainties in the primary information relating to evaluating biomagnification potential in air-breathing organisms. We have demonstrated that the "hydrophobicity paradigm" or the proposed "K $\mathrm{K}_{\mathrm{Ow}}$ and $\mathrm{K}_{\mathrm{OA}}$ only" criteria would categorize a very large number of chemicals as bioaccumulative that are not actually bioaccumulative because the approach ignores biotransformation ${ }^{68,291}$. This study shows the key role of biotransformation in bioaccumulation assessment for air-breathing organisms and highlights the need for reliable biotransformation data to effectively categorize chemicals for hazard. Thus, if bioaccumulation assessments are of regulatory interest, then priority research should be
focussed on addressing uncertainty (and variability) in biotransformation rates for airbreathing organisms. Given the massive role that biotransformation rates have in determining the bioaccumulation of organic chemicals in air-breathing organisms there is a critical need to develop integrated testing strategies and high quality databases of invitro and in-vivo rates of biotransformation in various air-breathing taxa (e.g.mammals, avia) and in-vitro to in-vivo extrapolation (IVIVE) methods ${ }^{139}$ as alternatives to in-vivo testing that would thereby reduce costs and animal use while increasing throughput and chemical assessment efficiency. From new in-vitro biotransformation rate data obtained systematically to address uncertainty, new QSARs and predictive methods for rates and half-lives can be developed and ADs for the existing QSARs ${ }^{126,264}$ expanded. Moreover, this work allowed to highlight other sources of uncertainty such as biotransformation variability between species, within species, renal excretion, dietary uptake efficiency, relative rates of feeding to respiration, ionization, active processes for uptake and elimination, chemical-specific binding and the fate of metabolites that still need to be addressed to improve the assessment of bioaccumulation of organic chemicals.
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## Chapter 4: Conclusions

## Conclusions

In the last decades scientific and technological advancements have brought remarkable progresses in the testing and non-testing strategies improving in-vitro test and in-silico methodologies that can integrate, support and sometimes replace in-vivo animal testing. The development of the ITS with the integration of different methodologies and the use of all the available information can guide the achievement of genuine progresses in the understanding of the hazard of chemicals whilst maintaining highest standards in terms of both scientific methodologies and animal welfare ${ }^{75,292,293}$.

Within this thesis I focused the attention on the in-silico methodologies and in particular on QSAR models to prioritize chemicals with the aim to support and facilitate the environmental risk assessment procedure of CEC. The application of computational tools and QSAR models is effective and essential for the preliminary screening and for the prioritization of the hazard of compounds because they could be fast and cheap and can produce valuable data for a consciousness planning and reduction of experimental and animal testing. Several high quality QSARs have been developed according to the regulatory guidelines and the OECD principles for the development and validation of QSAR models ${ }^{179,180}$. All these models have been implemented in the software QSARINS-Chem ${ }^{167}$ and subsequently applied for a comprehensive study of the PBT properties of pharmaceuticals proceeding from a general screening (i.e. paper I) to the refinement of toxicity (i.e. paper II, III and IV) and bioaccumulation (i.e. paper $\mathbf{V}$ and VI).

The PBT screening described in paper I demonstrated how QSAR models can be applied for the effective prioritization of pharmaceuticals for their environmental hazard. Among thousands of untested pharmaceuticals, 35 have been selected as potential PBT and thus as priority compounds. Main point of the screening was the use of the consensus approach to select the priority pharmaceuticals. The use of different QSAR models based on different methodologies and training sets in the consensus approach can improve the prediction of the single models and provide a more robust estimation of the intrinsic hazard of chemicals. The predictions obtained in agreement from different methods can
be considered more consistent and reliable in identifying potential PBT chemicals. Moreover, it is important to note that this approach can be applied to existing chemicals without experimental data, and to not yet synthesized molecules to plan environmentally safer chemicals from their design. Unfortunately, screening criteria and critical values for the PBT assessment applied so far, refers to traditional "legacy contaminants" and the actual regulatory requirements could be not adequate for a correct assessment of many CEC. This PBT screening can be considered as a conservative indication based on the worst-case combination of the PBT properties. A refinement of the PBT screening may be performed to increase the realism of the proposed approach, using new data for specific properties, such as toxicity in multiple species and biotransformation, or to enlarge the accuracy of the current QSAR models.

In paper II and III QSAR models to estimate the aquatic toxicity of pharmaceuticals at different trophic levels have been developed, validated and applied to refine the toxicity assessment of pharmaceuticals. Crucial point of the papers was the data curation to collect coherent and homogenous data generated according to the standardized regulatory guidelines ${ }^{146-148}$. The papers highlighted the lack of high-quality experimental data related to the environmental effects of pharmaceuticals and the need of new ad-hoc QSAR models to fill this data gap and improve the assessment of the ecotoxicity of medicinal products. The selected end-point was the acute toxicity measured by means of standard toxicity test to ensure the maximum consistency between data collected from different sources. Moreover, acute toxicity gives an immediate perception of the hazard of chemicals, particularly useful for screening purposes. Remarkable result was the wide applicability domain of the developed models that were able to provide reliable predictions for a high percentage of the studied compounds even though trained on relatively small training sets. These models can be applied to predict the environmental toxicity of pharmaceuticals in the three aquatic trophic levels (i.e. phytoplankton, zooplankton and fish), and to provide quantitative support for the complete assessment of the potential hazard of pharmaceuticals in the aquatic environment. Therefore, these models allowed to elaborate an externally validated QSAR-based Aquatic Toxicity
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Index for pharmaceuticals based on structural properties such as molecular dimension, lipophilicity and Hydrogen Bond interactions ${ }^{245,294,295}$. This index is intended for ranking and can be applied for the prioritization of existing and new pharmaceuticals directly from the molecular structure. The developed models are preliminary indicator of the potential hazard of pharmaceuticals for the aquatic environment and do not consider specific mode of action. Chemicals prioritized should undergo further evaluation including the assessment of long-term adverse effects such as endocrine disruption, behavioral disturbances and other health effects that are not taken into account in this study.

Furthermore, the refinement of the PBT screening was also possible for the bioaccumulation assessment, by including information on the potential biotransformation. This study has shown that the "Hydrophobicity paradigm" is not adequate to assess the bioaccumulation of CEC and that biotransformation rates are important determinants of overall bioaccumulation, processes, especially for airbreathing organisms. Till now, a limited amount of consistent biotransformation data in human were available ${ }^{126}$ and the correct refinement of the bioaccumulation in human was not possible for many CEC. QSAR models were developed within this thesis (i.e. paper $\mathbf{V}$ ) for the estimation of the whole-body total and metabolic biotransformation HL in human of pharmaceuticals and used to refine the preliminary PBT screening performed in paper I. Data about the biotransformation rates were demonstrated to be relevant in the refinement of the bioaccumulation estimation performed on the basis of $\log K_{\text {ow }}$ and BCF and allowed to correct the overly conservative estimates (i.e. false positive) lowering the hazard for many compounds; only 22 pharmaceuticals over the 35 highlighted in paper I are predicted as slowly biotransformed by organisms and thus have the highest bioaccumulation potential. This study allowed to refine the more precautionary approach of the general PBT screening including additional relevant information and reducing the number of priority chemicals.

Finally, a relevant achievement of this work is the integration of different in-silico methods and QSAR models to perform a screening of environmental related properties of chemicals (i.e. paper IV and VI). In particular, paper VI is an example of in-silico ITS that condenses information from very different approaches in a coherent and conscious way to screen the biomagnification potential of thousands of chemicals. Fragment based, molecular descriptors based and ppLFER based QSAR models have been applied, posing particular attention to the AD estimation, to predict partitioning and kinetics properties of thousands of chemicals. These data have been integrated in a mechanistic mass-balance multimedia environmental fate, food-web model to estimate the BMF in human in a tiered approach to analyze the importance of biotransformation and metabolisms in the estimation of bioaccumulation and biomagnification. This study showed the key role of biotransformation in bioaccumulation assessment for airbreathing organisms and highlights the need for reliable biotransformation data to effectively categorize chemicals for their hazard. Given the massive role that biotransformation rates have in determining the bioaccumulation of organic chemicals in air-breathing organisms there is a critical need to develop integrated testing strategies and high quality databases of in-vitro and in-vivo rates of biotransformation in various air-breathing taxa (e.g. mammals, avia) and IVIVE methods ${ }^{139}$ as alternatives to in-vivo testing with the aim to reduce costs, increases throughput, and reduces animal use. Moreover, this data can be used as basis to improve existing or generate new QSAR models to address the other sources of uncertainty (e.g. dietary uptake efficiency, fate of the metabolites) that are open challenges in the bioaccumulation related sciences.

Concluding this thesis show how high-quality, validated QSAR models can be integrated in the ITS system to support the environmental hazard and risk assessment of chemicals on the basis of their molecular structure.

Conclusions
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