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Abstract
We study toposes of actions of monoids on sets. We begin with ordinary actions, producing a
class of presheaf toposes which we characterize. As groundwork for considering topological
monoids, we branch out into a study of supercompactly generated toposes (a class strictly

larger than presheaf toposes). This enables us to efficiently study and characterize toposes of
continuous actions of topological monoids on sets, where the latter are viewed as discrete
spaces. Finally, we refine this characterization into necessary and sufficient conditions for a

supercompactly generated topos to be equivalent to a topos of this form.
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Introduction

The most easily described examples of Grothendieck toposes are presheaf toposes: cat-
egories of the form [Cop,Set], whose objects are contravariant functors from a small
category C to the category of sets and whose morphisms are natural transformations
between these. The initial motivation for this thesis was asking the question, ‘What
does such a topos look like for the simplest choices of C?’ In particular, what happens
when C is a preorder or a monoid?

It turns out that the preorder case is already very well understood: only a little
theory is needed to verify that the topos of presheaves on a preorder is equivalent to the
category of sheaves on the corresponding Alexandroff space, and so is a special case of
a localic topos. Localic toposes are extensively studied due to their direct connection
with topology and geometry; this case is how sheaf toposes are motivated in [MLM92,
Chapter II], for example, and most of the properties of toposes and geometric morphisms
described in [Joh02, Part C] are derived from this special case. As such, there are a
variety of tools readily available to analyze toposes of presheaves on preorders from a
geometric point of view.

On the other hand, while toposes of the form PSh(M) feature as illustrative examples
in introductory texts such as [MLM92] and [BW85], if one looks to the most comprehen-
sive topos theory references to date, notably P.T. Johnstone’s work [Joh02], there is no
systematic treatment of presheaves on monoids which parallels the one for presheaves
on preorders. Chapter 1 of this thesis addresses this disparity, mostly by recovering re-
sults from semigroup theory literature, and arrives at a characterization of such presheaf
toposes. We take this opportunity to examine the extent to which monoids can be re-
covered from their toposes of right actions and the geometric morphisms induced by
monoid (and semigroup) homomorphisms and biactions of monoids.

With the characterization in hand, we put the class of toposes of monoid actions
to work as a conduit between topos theory and semigroup theory. More precisely, in
Chapter 2 we systematically investigate the correspondence between algebraic proper-
ties of a monoid M and categorical properties of its topos of actions PSh(M). This
conduit carries insight in both directions, however: there are coincidences of properties
which occur in localic toposes which do not occur for toposes of monoid actions, so this
investigation yields some counterexamples to generalizations which one might consider
making from the localic case.

Both in [MLM92, Chapter III.9] and as a recurring example through [Joh02], contin-

6



uous actions of topological groups on sets (viewed as discrete spaces) are investigated.
Given our success up to this point, a natural next step in the investigation of toposes of
monoid actions would be to investigate continuous actions of topological monoids. This
is indeed one of our major goals, but we put off the exposition of it until Chapter 5. The
reason for this is that the arguments needed to characterize the properties of categories
of topological monoid actions and extract canonical sites for them can be developed
and applied in the much more general setting of the class of supercompactly generated
Grothendieck toposes. Seeking greater depth of understanding of these toposes and their
relatives is the subject of Chapter 3.

In order to set the stage for the final chapter, we give a brief exposition of the well-
known theory of classifying toposes for geometric theories in Chapter 4. We ground
this exposition in the goal of gaining a basic characterization of theories classified by
supercompactly generated toposes, and we obtain two variants of such a characterization.
We also examine how examples of such theories can be derived from known theories of
presheaf type.

In Chapter 5, we reach the anticipated study of toposes of topological monoid actions.
We start by characterizing continuity in terms of both ‘necessary clopens’ which are com-
parable to the isotropy subgroups in the topological group case, and open congruences.
We subsequently show that the continuous actions of a monoid are coreflective in the
category of all actions (of the underlying discrete monoid), which is enough to show that
this category forms a topos, which we ultimately characterize in terms of this coreflec-
tion, which is the inverse image part of a hyperconnected morphism. In the process, we
pursue natural questions about the relationship between topological monoids and their
toposes of actions, including the extent to which a monoid can be recovered from its
topos of continuous actions. We ultimately arrive at classes of ‘powder monoids’ having
the right topological properties to present such toposes and then the class of ‘complete
monoids’ which are the canonical representatives of these toposes. We also examine how
continuous homomorphisms between topological monoids induce geometric morphisms
between the corresponding toposes, and how these interact with some of the factorization
systems on geometric morphisms.

Our final goal continues in the vein of extending the theory for groups. Toposes
associated to groups arise in topos-theoretic treatments of Galois theory such as [Car16]
and [Dub01], and a selection of such results have been extended to the more general
context of toposes associated to monoids. Notably, [Ura16] studies the actions of pro-
finite topological monoids. In Chapter 6, we refine the characterization of toposes of
topological monoid actions to the point of being able to construct some non-trivial ex-
amples of sites whose toposes of sheaves have this form. We then use the approach taken
by Caramello in [Car16]: by considering the supercompact objects (as a generalization
of atoms in the group case) on either side of the resulting equivalence, we recover in
the first instance a characterization of geometric theories whose classifying toposes are
equivalent to toposes of actions of topological monoids, and in the second instance an
analogue of Galois theory in the form of an anafunctor from a category underlying a
suitable site to a category of open right congruences on a topological monoid presenting

7



the topos, which is faithful, fully faithful or an equivalence in good cases. Arguably the
most important results of the thesis appear in this chapter, including a generalization
of the Fräıssé construction from model theory, which demonstrates that the abstract
framework has vast numbers of applications, of which we present a small selection.

In the Conclusion, we identify some prospective research directions and make some
conjectures based on all of the material in the preceding chapters.

With the exception of Chapters 4 and 6, all of the material in this thesis comes
from existing articles and preprints, with duplicated definitions and results removed and
some further abridgement. Chapter 1 is a refinement and expansion of [Rog19]. As we
explain there, there are only a few original aspects of this chapter; it serves primarily
as a foundation for the subsequent developments. Section 1.5 of that chapter as well
as the entirety of Chapter 2 are reproduced (with permission) with minor modifications
from collaborative work with Jens Hemelaer, [HR21c]. The material of Chapter 3 comes
from [Rog21a], while the material of Chapter 5 is from [Rog21b]. In a couple of places
we mention some existing related completed work which there was not space to include
here.

Unless otherwise stated, the unqualified noun ‘topos’ refers to a Grothendieck topos.
We have tried to keep the exposition relatively self-contained, but we regularly defer to
more comprehensive texts for details, especially Mac Lane and Moerdijk’s [MLM92] and
Johnstone’s reference works on topos theory, [Joh77] and [Joh02].
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Chapter 1

Toposes of Discrete Monoid
Actions

It is often observed that the category of presheaves on a monoid M is precisely the
category of (right) actions of M or M-sets. Indeed, considering a monoid as a one-
object category, the data of a functorMop → Set can be identified with a setX equipped
with a monoid homomorphism Mop → End(X), which can in turn be presented as a
function X ×M → X which interacts appropriately with the monoid multiplication.

Categories of monoid actions have been studied by semigroup theorists and ring the-
orists in analogy with the representation theory of rings. For example, both Knauer
in [Kna72] and Banaschewski in [Ban72] independently solved the Morita equivalence
problem for (left) actions of discrete monoids which we re-derive in Section 1.1. Ba-
naschewski presented some of the equivalent conditions characterizing these categories
which we give in Theorem 1.3.5 and Knauer identified adjoint pairs of functors between
the categories of M -sets and N -sets with (M,N)-biactions as we do in Section 1.5.
Their results subsequently featured in a reference text [KKM91] on categories of monoid
actions. In short, many of the essential results of this chapter are not original. Our
main contributions, then, are presenting these categories from the perspective of topos-
theory (the word ‘topos’ appears exactly once amongst the three references above), and
in the process integrating existing results into a pair of 2-categorical equivalence results,
Theorems 1.4.5 and 1.5.6.

Overview

We begin in Section 1.1 by addressing the Morita equivalence problem for monoids, of
identifying when two monoids have equivalent toposes of (right) actions, via idempotent
completions. We then examine the topos-theoretic properties of these categories in
Section 1.2 and present a characterization of them (as categories) in Section 1.3.

In Section 1.4 we augment the initial Morita equivalence result by showing that the
mapping M ↦→ PSh(M) is part of a 2-categorical equivalence between a 2-category of
monoids and a 2-category of Grothendieck toposes and essential geometric morphisms;
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in Section 1.5 we extend this to a 2-equivalence involving arbitrary geometric mor-
phisms. As a prelude to the next chapter, in Section we reproduce some examples, again
featured in [Kna72] and [Ban72], demonstrating that Morita equivalence does not in
general reduce to isomorphism and conversely giving some examples of properties which
are Morita-invariant by virtue of forcing the Morita-equivalence classes to collapse to
isomorphism classes.

1.1 Monoids and their idempotent completions

As was implicit above, we treat a monoid M as a (small) category with a single object;
the identity shall be denoted 1. Our analysis takes place at three levels: the level of the
monoids themselves, the level of their associated presheaf toposes, and the intermediate
level of their idempotent completions.

Remark 1.1.1. Even a priori, these considerations can easily be extended to semigroups,
since any semigroup S has a category of right S-sets, which is to say setsX equipped with
a semigroup homomorphism Sop → End(X). By freely adding an identity element to S,
it becomes a monoid S1 such that PSh(S1) is equivalent to the category of such right
S-sets, since a monoid homomorphism Sop

1 → End(X) necessarily sends the new identity
to the identity of End(X), and is therefore determined by a semigroup homomorphism
Sop → End(X). It follows that for the purposes of a classification of toposes of this form
there is no difference. However, we shall show later that semigroup homomorphisms,
rather than monoid homomorphisms, are the right morphisms to consider in order to
understand essential geometric morphisms between toposes and to properly describe
Morita equivalence.

Recall that a category C is idempotent complete (also called Cauchy complete or
Karoubi complete) if all idempotent morphisms in C split. Recall also that any given
category C has an idempotent completion, denoted Č, equipped with a full and faithful
functor C → Č universal amongst functors from C to idempotent complete categories up
to equivalence. For a more detailed reminder and a construction of the idempotent
completion in general, see the discussion in [Joh02] which begins just before Lemma
A1.1.8.

For a monoidM , M̌ can be identified up to equivalence with a category whose objects
are idempotents of M , and this is the definition of M̌ we shall use since the resulting
idempotent splittings in this category are uniquely defined. Where necessary for clarity,
we shall denote by e the object of M̌ corresponding to an idempotent e. The morphisms
e → d in this category are morphisms f of M such that fe = f = df ; composition
is inherited from M . M is included in M̌ as the full subcategory on the object 1;
meanwhile, the monoid of endomorphisms of e is the monoid eMe := {eme | m ∈ M}
with identity element e.

Definition 1.1.2. Recall that an object C of a category C is called projective if
whenever there exists a morphism f : C → B and an epimorphism g : A ↠ B, there is
a lifting f ′ : C → A with f = gf ′.
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Independently, an object C of C is called indecomposable (or connected) if C is
not initial and whenever C ∼= A⊔B, one of the coproduct inclusions is an isomorphism.

To justify the introduction of idempotent completions, we point to [Joh02, Lemmas
A1.1.9, A1.1.10] and their natural corollary:

Lemma 1.1.3. For any category C, PSh(C) ≃ PSh(Č), and Č is equivalent to the full
subcategory of PSh(C) on the indecomposable projective objects. Thus, since the prop-
erties of Definition 1.1.2 are stable under equivalence, PSh(C) ≃ PSh(D) if and only if
Č ≃ Ď.

Thus PSh(M) ≃ PSh(N) if and only if M̌ ≃ Ň . We can directly pass from Lemma
1.1.3 to the Morita equivalence result:

Theorem 1.1.4. Two monoids M and N are Morita equivalent (that is, PSh(M) ≃
PSh(N)) if and only if there is an idempotent e of M with N ∼= eMe and β, β′ ∈ M
such that ββ′ = 1, βe = β.

Proof. Given M̌ ≃ Ň , there exists some object e ∈ M̌ corresponding to 1′ ∈ Ň , and
hence N is isomorphic to the monoid of endomorphisms of this e, which is precisely
eMe. Since the idempotent completion of the full subcategory on e is identified via the
equivalence with an essentially wide subcategory of M̌ , it must be that 1 is a retract of
e, whence we obtain the elements β, β′ satisfying the given properties.

Conversely, given e, β, β′ in M with the given properties, note that replacing β′

with eβ′ if necessary, one obtains elements with the additional property that eβ′ =
β′. Consider the mapping g : M → eMe given by m ↦→ β′mβ. We see that g is a
semigroup homomorphism since β′mnβ = β′mββ′nβ, it has the correct codomain since
eβ′mβe = β′mβ, and it is injective since we may cancel β′ on the left and β on the right.
Moreover, the image of g is precisely the set of endomorphisms of β′β in Ň , whence M

is isomorphic to the endomorphism monoid of this object, and it follows that Ň is the
whole subcategory: the idempotent completions are equivalent, as claimed.

By the proof, we see that the Morita equivalence condition is self-dual; alternatively,
it is easily shown that (Mop)∨ ≃ M̌

op
. Either way, we immediately deduce a result

which is not at all obvious from the algebraic description of the category of M -sets:

Corollary 1.1.5. PSh(M) ≃ PSh(N) if and only if [M,Set] ≃ [N,Set]; there is no
need to distinguish between ‘left’ and ‘right’ Morita equivalence of monoids.

It is worth mentioning that the Morita equivalence presented here is distinct from the
‘Topos Morita Equivalence’ for inverse semigroups discussed by Funk et al. in [FLS11]
(although the ‘Semigroup Morita equivalence’ described there is the one introduced
by Talwar in [Tal95] based on the work of Knauer in [Kna72]). Indeed, the toposes
considered there have as objects actions of an inverse semi-group S on sets by partial
isomorphisms, which they show is equivalent to the topos of presheaves on the full
subcategory Š ↪→ Š1 on the non-identity elements. Rather than constructing a detailed
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example to demonstrate the distinction, we point out that the Morita equivalences of
[FLS11] are non-trivial, whereas the extension of Morita equivalence for monoids to
semigroups described in Section 1.1 is trivial by Corollary 1.6.2.3 below, a fact which
appears as Proposition 5 in [Ban72].

1.2 Topos-theoretic properties

Recall that the forgetful functor U : PSh(M) → Set sending a right M -set to its
underlying set is both monadic and comonadic. In particular, it has left and right
adjoints,

Set PSh(M),

(−)×M

HomSet(M,−)

⊥

⊥
U

where the action of M on X × M is simply multiplication on the right on the M
component and the action of m ∈ M on HomSet(M,−) sends f ∈ HomSet(M,X) to
f ·m := (x ↦→ f(mx)).

Monadicity is intuitive, since PSh(M) is easily seen to be (equivalent to) the cate-
gory of algebras for a free-forgetful adjunction: an algebra is a set A equipped with a
morphism α : A×M → A satisfying identities that correspond to those for anM -action.
Meanwhile, transposing α and the identities it satisfies across the product-exponential
adjunction in Set gives a presentation of this action as a coalgebra for the adjoint
comonad.

Definition 1.2.1. Recall that for toposes E and F , a geometric morphism ϕ : F → E
consists of an adjunction

F E ,
ϕ∗

⊥
ϕ∗

where ϕ∗ is called the direct image functor, and ϕ∗ is called the inverse image
functor, which is required to preserve finite limits.

The geometric morphism ϕ is said to be essential if ϕ∗ admits a further left adjoint,
denoted ϕ!. A point of a Grothendieck topos E is simply a geometric morphism Set→ E .
Finally, a geometric morphism is surjective if its inverse image functor is comonadic.

Therefore we can summarize the preceding observations from a topos-theoretic per-
spective by saying that U is the inverse image of an essential surjective point of
PSh(M); the existence of this point is the first property of note. We shall call this point
the canonical point of PSh(M), although we emphasize that the canonicity is relative
to the presenting monoid M . Recall that a topos is said to have enough points if the
inverse images functors of all its points are jointly conservative; it follows that every
topos of monoid actions has enough points, since the canonical point is enough on its
own!
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There is another (essential) geometric morphism associated with the topos PSh(M),
but which does not depend on the presenting monoid: the global sections geometric
morphism,

PSh(M) Set,

C

Γ

⊥

⊥
∆ (1.1)

where the global sections functor Γ sends anM -set X to its set FixM (X) = HomM (1, X)
of fixed points under the action of M , the constant sheaf functor ∆ sends a set Y to
the same set with trivial M -action, and the connected components functor C sends an
M -set X to its set of components under the action of M (that is, to its quotient under
the equivalence relation generated by x ∼ x ·m for x ∈ X, m ∈M).

The fact that this geometric morphism is essential makes PSh(M) a locally con-
nected topos, which can equivalently be characterized by the fact that every object can
be decomposed as a coproduct of indecomposable objects (see [Joh02, Lemma C3.3.6]);
this is a property of all presheaf toposes. Indeed, the indecomposable M -sets are pre-
cisely the equivalence classes of the equivalence relation generated by x ∼ y when ∃m
with y = xm; whenM is a group, these are simply the orbits of the action. Strengthening
local connectedness is the fact that any presheaf topos is supercompactly generated,
a property which we shall define, discuss and examine at length in its own right in
Chapter 3.

Next, note that the terminal object 1 of PSh(M) is the trivial action of M on the
one-element set. In particular, the only subobjects of 1 (the subterminal objects) are
1 itself and the empty M -action, which is to say that PSh(M) is two-valued. We shall
observe in Proposition 3.1.53 in Chapter 3 that two-valuedness of a Grothendieck topos
is equivalent to the global sections geometric morphism being hyperconnected: the
inverse image is full and faithful and its image is closed under subquotients. This can
be deduced from the fact that M is a ‘strongly connected category’ (a category in which
there is at least one morphism A → B for every ordered pair of objects A,B); see the
discussion following [Joh02, Example A4.6.9].

This conclude that:

Lemma 1.2.2. For a locale X, the localic topos Sh(X) is equivalent to a topos of the
form PSh(M) if and only if both X and M are trivial. Similarly, for any preorder P ,
PSh(P ) ≃ PSh(M) if and only if P is equivalent to the one-element poset and M is
trivial.

Proof. The frame O(X) of the locale X is isomorphic to the frame of subterminal objects
of Sh(X), but for anyM , PSh(M) is two-valued, so O(X) is the initial frame, making X
the terminal locale, so Sh(X) ≃ Set. There is a unique geometric morphism Set→ Set
which must coincide with the canonical point described above, but the induced comonad
therefore sends any object A to HomSet(M,A) ∼= A, which forces M to have exactly one
element and hence be trivial.
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The subterminal objects of PSh(P ) can be identified with the downward closed sets,
and it is easily seen that if any element is not a top element, the principal downset
generated by that element gives a non-trivial subterminal object, and the topos fails
to be two-valued; it follows that to be two valued, every element of P must be a top
element (and P must be non-empty), which gives an equivalence with the one-element
poset. The remainder of the argument is as above.

Lemma 1.2.2 illustrates that the ‘conceptual orthogonality’ between preorders and
monoids as contrasting families of small categories extends in a concrete way to the
topos-theoretic setting, and is represented in another sense in the orthogonality of hy-
perconnected and localic geometric morphisms.

1.3 Characterization of presheaves on monoids

Our next task is to characterize toposes of discrete monoid actions. The first problem,
given a topos of the form PSh(M), is to identify whether M , or at least some presenting
monoid, can be recovered from the structure of the topos. By the Yoneda Lemma, we
know that M is the full subcategory on the representable corresponding to its unique
object, which is indecomposable and projective; indeed, this representable object is
precisely M viewed as a right M -set. Does every indecomposable projective give a valid
representation of the topos?

Certainly every such object provides us with an essential point. In [Joh77, Ex. 7.3],
one can find the following result for an arbitrary Grothendieck topos E (in fact, it is
stated there for a base topos possibly distinct from Set), which provides a connection
between essential points and indecomposable projective objects. The source cited there
is not especially accessible, so we reprove it here.

Lemma 1.3.1. A functor ϕ : E → Set is the inverse image of an essential point if and
only if it has the form HomE(Q,−) for Q a projective indecomposable object.

Proof. First, we observe that ϕ has a left adjoint if and only if it is representable. If ϕ =
Hom(Q,−), then ϕ certainly preserves all limits by their universal properties, so it has a
left adjoint by the special adjoint functor theorem, say. Conversely, if ϕ has a left adjoint
ϕ!, then for an object E of E , it must be that ϕ(E) ∼= HomSet(1, ϕ(E)) ∼= HomE(ϕ!(1), E),
so ϕ is represented by Q := ϕ!(1). Indeed, it follows that ϕ!(A) =

∐︁
a∈AQ.

To demonstrate the existence of the right adjoint, we again invoke the special adjoint
functor theorem, whence it suffices to check preservation of colimits.

Since the initial object is strict in a topos, HomE(Q, 0) = ∅ holds if and only if Q ̸∼= 0.
To preserve coproducts, it is required that HomE(Q,

∐︁
i∈I Ai) =

∐︁
i∈I HomE(Q,Ai);

that is, every arrow from Q to a coproduct must factor uniquely through one of the
coproduct inclusions. If this is so and Q ∼= Q1⊔Q2 then the identity on Q without loss of
generality factors through the inclusion of Q1, and since coproducts are disjoint in E , this
forces Q2

∼= 0, so Q is necessarily indecomposable. Conversely, if Q is indecomposable
and f ∈ HomE(Q,

∐︁
i∈I Ai) then consider Bi = f∗(Ai). Since coproducts are stable under

15



pullback, these form disjoint subobjects of Q and Q ∼=
∐︁
i∈I Bi. Indecomposability of

Q forces Bi ∼= Q for some i, and hence one can uniquely identify f with a member of
HomE(Q,Ai).

Finally, Q being projective is equivalent to Hom(Q,−) preserving epis, which we
claim is equivalent to preserving coequalizers given the preservation of coproducts.

All epis in E are regular, so preservation of coequalizers certainly implies preservation
of epimorphisms. Conversely, given a parallel pair f, g : A ⇒ B in E , consider its
factorization through the kernel pair of its coequalizer:

A B′ B C.∃!e f ′

g′

c

Hom(Q,−) preserving epis and monos ensures that it preserves image factorizations, so
without loss of generality R = ⟨f, g⟩ is a relation on B (else take its image in B × B).
For n > 1, Rn is computed via pullbacks and images, so is also preserved by Hom(Q,−),
as is the diagonal subobject R0. Now, c is precisely the quotient of B by the equivalence
relation generated by R, which is computed as the image of the coproduct of Rn for
n ≥ 0, also preserved. Hence the coequalizer of Hom(Q, f) and Hom(Q, g) is the quotient
of Hom(Q,B) by the generated equivalence relation, and is precisely Hom(Q,C). We
conclude that Hom(Q,−) preserves all coequalizers.

Considering the construction of M̌ described earlier and Lemma 1.1.3, it follows that
each idempotent of a monoid M induces an essential point of PSh(M); we shall see
a more precise correspondence in 1.4.6 later. In particular, there are typically many
essential points of PSh(M), but not every such is a candidate for an essential surjective
point. Let us return to the more general setting briefly.

Lemma 1.3.2. Let ϕ be the essential point of a Grothendieck topos E induced by an
indecomposable projective object Q. Then the following are equivalent:

1. ϕ∗ is comonadic (equivalently, ϕ is surjective).
2. ϕ∗ is faithful.
3. ϕ∗ is conservative.
4. ϕ∗ is monadic.
5. Q is a separator (or generator).

Proof. (1 ⇔ 2 ⇔ 3) is a special case of Lemma A4.2.6 in [Joh02]. Being faithful, ϕ∗

reflects monos and epis. Since E is balanced, this is sufficient to reflect isomorphisms.
(2 ⇔ 5) By definition.
(3 ⇔ 4) Certainly E has and ϕ∗ preserves coequalizers of ϕ∗-split pairs (and even

coequalizers of reflexive pairs), since it has a left and right adjoint. Thus ϕ∗ is monadic
by Beck’s monadicity theorem if and only if it is conservative.

Applied to PSh(M), the statement that the object Q corresponding to the canonical
point should be a separator is not especially surprising, since the objects of a topos
coming from a site representing it always form a separating family, and in this instance
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there is just one object. More generally, we find that such separators are related very
strongly to one another.

Lemma 1.3.3. In an infinitary extensive, locally small category (and in particular in any
Grothendieck topos) any pair of indecomposable projective separators are retracts of one
another, and conversely if Q,Q′ are retracts of one another and Q is an indecomposable
projective separator, so is Q′.

Proof. Let C be an extensive category and suppose Q,Q′ are indecomposable projective
separators. The collection of all morphisms Q→ Q′ is jointly epic, which is to say that
the composite morphism

∐︁
Q ↠ Q′ is epic. Since Q′ is projective, this epimorphism

splits; there is some Q′ ↪→
∐︁
Q. But Q′ being indecomposable forces this morphism to

factor through one of the coproduct inclusions, making Q′ a retract of Q. A symmetric
argument makes Q a retract of Q′.

Now suppose Q,Q′ are retracts of one another and Q is an indecomposable projective
separator. Q′ is indecomposable projective since any retract of such an object also is,
and Q′ is a separator since Hom(Q′,−) surjects onto Hom(Q,−) by composition with
the epi Q′ ↠ Q, so the former functor is conservative when the latter is.

Now that we have established strong constraints on the surjective essential points of
any topos, we show in this section that any such point gives a canonical representation
of the topos as the category of presheaves on a monoid.

Given an indecomposable projective separator Q, ϕ∗ = HomE(Q,−) has left adjoint
ϕ! : Set→ E given by ϕ!(A) =

∐︁
a∈AQ

∼= A×Q, since ϕ! must preserve coproducts and
ϕ!(1) ∼= Q from the proof of Lemma 1.3.1.

Lemma 1.3.4. Let Φ := ϕ∗ϕ! be the functor part of the monad induced by the essential
surjective point ϕ as above. Then Φ(1) = HomE(Q,Q), and the unit and multiplication
morphisms exactly identify Φ(1) with the monoid of E-endomorphisms of Q.

Proof. The first part is immediate by the preceding comments. By a similar argument to
the above, since Φ has a right adjoint, it preserves coproducts, and hence Φ(X) ∼= X ×
Φ(1); in particular, Φ2(1) ∼= Φ(1)×Φ(1). The remainder follows by direct computation.
1

Theorem 1.3.5. Let E be any category. The following are equivalent:

1. E is equivalent to PSh(M) for some monoid M .
2. There exists a functor E → Set which is monadic and comonadic.
3. There exists a functor E → Set which is monadic such that the free algebra on 1

is indecomposable and projective.
4. E is a Grothendieck topos with at least one indecomposable projective separator.
5. E is a topos admitting an essential surjective point, Set→ E.
1We must thank Todd Trimble for a valuable discussion on MathOverflow and via email in which he

suggested this short proof.
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In particular, such an M is recovered as the free algebra on the terminal object of Set
for the monad Φ induced by the essential surjective point.

Proof. Most of the proof is already established; the third point (a Corollary in [Ban72])
is equivalent to the fourth since monadic functors are faithful.

It remains to observe that ifM := Φ(1) is the monoid obtained from the monad as in
Lemma 1.3.4, then an algebra for Φ is exactly a right M -set, and hence by monadicity,
E ≃ PSh(M).

While we shall not explore this in any detail, we should note that Theorem 1.3.5
depended on the properties of Set which guaranteed that the monad Φ should have the
particular form it does; more care would be needed when working over a more general
topos.

Remark 1.3.6. Before we conclude this section, we record that there is another approach
to recovering M from the canonical essential surjective point of E ≃ PSh(M) that is
somewhat easier to generalize, variants of it having appeared in [Car16] and [Dub01] to
respectively recover topological and localic group representations of toposes from their
points. This approach shall generalize to the method we employ in later chapters on
topological monoids.

Since the inverse image functor of the point is representable, by the usual Yoneda
argument there is an isomorphism of monoids:

End(U) := Nat(HomE(Q,−),HomE(Q,−)) ∼= HomE(Q,Q)op ∼=Mop

and this provides another way of recovering M .

1.4 Morphisms between monoids

Amonoid homomorphism f : N →M induces an essential geometric morphism PSh(N)→
PSh(M) whose inverse image is the restriction of M -actions along N . This morphism is
always a surjection, being induced by a functor which is surjective on objects (see [Joh02,
Example A4.2.7(b)]). Notably, the canonical point studied in Section 1.1 is induced by
the inclusion of the trivial monoid into a given monoid M . This is not the only possible
source of essential surjections, however: any equivalence is an essential surjection and
we have already seen in Theorem 1.1.4 that a monoid Morita-equivalent to M is merely
a sub-semigroup of M . Let us examine inclusions of subsemigroups of this kind.

Lemma 1.4.1. Each (semigroup homomorphism) inclusion of N = eMe into M pro-
duces a fully faithful inclusion Ň ↪→ M̌ of the respective idempotent completions. Hence
the induced essential geometric morphism PSh(eMe) → PSh(M) is an inclusion (its
direct image is full and faithful).

Proof. Observe that eMe consists precisely of those elements m ∈ M such that eme =
m; in particular the idempotents of eMe are indexed by idempotents f ∈ M with
ef = f = fe. In the idempotent completion M̌ , recall that the morphisms f → f ′
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(with f, f ′ ∈ eMe) are those m ∈ M such that f ′mf = m. But then eme = ef ′mfe =
f ′mf = m. Hence m lies in N and Ň is precisely the full subcategory of M̌ on the
objects corresponding to the idempotents f with ef = f = fe.

The proof that this makes the resulting geometric morphism an inclusion is described
in [Joh02, Example A4.2.12(b)].

More generally, any semigroup homomorphisms f : N →M factors canonically as a
monoid homomorphism to f(1)Mf(1) followed by an inclusion of the above form. The
equivalence in Theorem 1.4.5 below lifts this canonical factorization to the topos level,
where it is a special case of the surjection–inclusion factorization of geometric morphisms
described in [Joh02, Theorem A4.2.10].

Definition 1.4.2. Let f, g : N → M be semigroup homomorphisms. A conjugation2

α from f to g, denoted α : f ⇒ g is an element α ∈ M such that αf(1′) = α = g(1′)α
and for every n ∈ N , αf(n) = g(n)α. The conjugation α is said to be invertible if
there exists a conjugation α′ : g ⇒ f with α′α = f(1) and αα′ = g(1); note that α need
not be a unit of M to be invertible as a conjugation.

Proposition 1.4.3. Let M,N be monoids. Then functors f̌ , ǧ : Ň → M̌ correspond
uniquely to semigroup homomorphisms f, g : N → M , and any natural transformation
α̌ : f̌ → ǧ is determined by the conjugation α = α̌1′ : f ⇒ g. A conjugation is invertible
if and only if it corresponds to a natural isomorphism.

Proof. Of course, f is the restriction of f̌ to N (that is, to the full subcategory on 1′).
This produces a semigroup homomorphism N → M , since it gives a monoid homomor-
phism from N to eMe, where e is the idempotent such that e = f(1′); this monoid then
includes into M via a semigroup homomorphism as in Lemma 1.4.1.

Conversely, any semigroup homomorphism f extends uniquely to a functor f̌ : Ň →
M̌ , since the splittings of the idempotents of M must be mapped to the splittings of
their images, which forces f̌(e′) := f(e′), and a morphism m′ : e′ → d′ must be sent to
the conjugate of f(m′) : f(1′) → f(1′) by the splitting components f(e′) ↪→ f(1′) and
f(1′) ↠ f(d′).

Similarly, α̌ determines and is determined by α := α̌1′ because the horizontal mor-
phisms in the naturality square

f(1′) f(e′)

g(1′) g(e′)

α α̌e′

splits and α defined in this way is a conjugation by the definition of the morphisms in
M̌ and by the conditions imposed by the naturality square.

Finally, α̌ is a natural isomorphism if and only if α is an isomorphism in M̌ , which
by inspection corresponds to the condition in Definition 1.4.4.

2This is the author’s own terminology.
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By introducing 2-cells, we have constructed a 2-category Mons of monoids, semi-
group homomorphisms between them, and conjugations between those. In this setting
it is appropriate to explicitly state the relevant notion of equivalence imposed by the
2-cells.

Definition 1.4.4. A semigroup homomorphism f : N →M is an equivalence if there
exists a further homomorphism g : M → N , called its pseudo-inverse, along with
invertible conjugations α : idN ⇒ gf and β : fg ⇒ idM .

Let TOP∗
ess be the 2-category whose objects are Grothendieck toposes equipped

with an essential surjective point, whose morphisms are essential geometric morphisms
(not required to commute with the designated point), and whose 2-cells are geometric
transformations, which are natural transformations between inverse image functors.

Theorem 1.4.5. The functor M ↦→ PSh(M) is the object part of a 2-equivalence

Monco
s ≃ TOP∗

ess.

Proof. Directly, Proposition 1.4.3 shows that the mappingM ↦→ M̌ is not only functorial
but also full and faithful, and by [Joh02, Lemma A4.1.5] the mapping C ↦→ PSh(C) is
a full and faithful (but 2-cell reversing) functor from the sub-2-category of Cat on
the idempotent-complete small categories to the 2-category of Grothendieck toposes,
essential geometric morphisms and natural transformations. Therefore it suffices to
show that the image of the composite is the stated subcategory.

That the composite lands inside TOP∗
ess follows from the observations in Section 1.1.

Conversely, given an object E of TOP∗
ess, the essential surjective point provides an M

with PSh(M) ≃ E by Theorem 1.3.5.

This result can be compared directly with the 2-equivalence between the category
Pos of posets, order-preserving functions and identity 2-cells and the corresponding 2-
category of localic toposes with enough essential points, essential geometric morphisms
between these and geometric transformations as 2-cells, which arises as a consequence
of the fact that posets are Cauchy complete. It can also be thought of as a first step
towards a parallel of the results in [Joh02, Section C1.4] which gives a full equivalence
of 2-categories between locales and localic toposes.

Corollary 1.4.6. There is an contravariant equivalence of categories between M̌ and
the category of essential points of PSh(M).

Proof. This is just a restriction of the 2-equivalence to the category of semigroup homo-
morphisms from the trivial monoid to the monoid M ; observe that this is also true more
generally, providing another way to construct Č for any small category C.

The 2-equivalence has the usual Morita equivalence result as a direct consequence,
so this provides an alternative route to that result:
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Corollary 1.4.7. Two monoids M and N are Morita equivalent (that is, PSh(M) ≃
PSh(N)) if and only if they are equivalent in the sense of Definition 1.4.4 (which can be
reduced to the conditions of Theorem 1.1.4).

Proof. This is a trivial consequence of Theorem 1.4.5, since all equivalences can be
expressed as essential geometric morphisms.

1.5 Biactions

It is natural to wonder whether we can extend the equivalence of Theorem 1.4.5 to
include arbitrary geometric morphisms at the topos level. In order to achieve this, we
introduce biactions.

Definition 1.5.1. Let M,N be monoids and let B be a set equipped with a right
N -action and a compatible left M -action, so that,

(m · b) · n = m · (b · n) (1.2)

for all m ∈ M , b ∈ B and n ∈ N . We call such a B a left-M-right-N-set, or more
concisely an (M,N)-set or (if the monoids are implicitly given) a biaction.

Given a right M -set A and a (M,N)-set B, recall that the tensor product of A
and B over M is defined as the set:

A⊗M B = (A×B)/∼

where ∼ is the equivalence relation generated by

(am, b) ∼ (a,mb)

for all a ∈ A, b ∈ B and m ∈M . The equivalence class of a pair (a, b) is denoted by a⊗b.
The set A⊗B inherits a right N -action from B, defined by (a⊗ b) · n = a⊗ (b · n), and
this construction is functorial, so that −⊗M B defines a functor PSh(M)→ PSh(N).

Dually, given a right N -sets A and a (M,N)-set B, we can consider the set

HomN (B,A)

of right N -set homomorphisms from B to A. This set inherits a rightM -action by letting

f ·m(b) := f(m · b), (1.3)

for homomorphisms f and elementsm ∈M and b ∈ B. As one might expect,HomN (B,−)
defines a functor PSh(N)→ PSh(M).

Just as in ring theory, the functor −⊗M B is left adjoint to HomN (B,−).
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Proposition 1.5.2. Let M and N be monoids. Any (M,N)-set B induces an adjunc-
tion:

PSh(N) PSh(M)

HomN (B,−)

⊥
−⊗MB

Conversely, any adjunction between these categories (in this direction) has this form for
some (M,N)-set B.

Proof. For X a rightM -set and Y a right N -set, the isomorphism HomM (Y ⊗MB,X) ∼=
HomN (Y,HomN (B,X)) sends h in the former to the mapping y ↦→ (b ↦→ h(y⊗ b)). It is
easy to check that this is well-defined, and has inverse mapping k to y ⊗ b ↦→ k(y)(b).

Conversely, given F : PSh(M)→ PSh(N) having a left adjoint, B is given by F (M),
with left M -action induced by the left M -action by endomorphisms on M .

Thus biactions are enough to express all geometric morphisms; we need only cut
down to those biactions such that the tensoring functor preserves finite limits.

Definition 1.5.3 ([MLM92, VII.6, Definition 2]). Recall that a functor F : C → Set is
called flat (or filtering) if:

(a) F (C) ̸= ∅ for some object C of C;
(b) for elements a ∈ F (A) and b ∈ F (B) there is an object C, morphisms f : C → A

and g : C → B, and an element c ∈ F (C) such that F (f)(c) = a and F (f)(c) = b;
(c) for morphisms f, g : B → A in C and b ∈ F (B) such that F (f)(b) = F (g)(b),

there is a morphism h : C → B and an element c ∈ F (C) such that fh = gh and
F (h)(c) = b.

Proposition 1.5.4. Consider monoids M,N and a (M,N)-set B. Then − ⊗M B :
PSh(M) → PSh(N) preserves finite limits if and only if, ignoring the N -action, B is
flat as a functor M → Set, which is to say:

(a) B is non-empty;
(b) for elements b, b′ ∈ B there exists a ∈ B and m,m′ ∈ M with m · a = b and

m′ · a = b′; and
(c) whenever c ∈ B and m,m′ ∈M with m · c = m′ · c, there exists d ∈ B, n ∈M with

n · d = c and mp = m′p.

We call B with these properties a flat left-M-right-N-set, or [M,N)-set for short.

Proof. This appears as [MLM92, Theorem VII.7.2], an extension of which is also referred
to as Diaconescu’s theorem by Johnstone in [Joh02, Theorem B3.2.7]. It should not
be surprising that the N -action is irrelevant here, since the underlying set functor on
PSh(N) creates limits, so flatness is determined at the level of underlying sets.

Definition 1.5.5. A morphism of (N,M)-sets B → B′ is a function B → B′ which
is both a left-M -set homomorphism and a right-N -set homomorphism. For fixed M and
N , these morphisms make the collection of (N,M)-sets into a category. The [N,M)-sets
form a full subcategory of the category of (N,M)-sets.
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Let Monbi be the bicategory3 whose objects are monoids, whose 1-cells M → N
are the [M,N)-sets and whose 2-cells are (M,N)-homomorphisms between these. Also,
let TOP∗ be the 2-category whose objects are Grothendieck toposes equipped with an
essential surjective point, whose morphisms are geometric morphisms (still not required
to commute with the designated point), and whose 2-cells are geometric transformations.

Theorem 1.5.6. The functor M ↦→ PSh(M) is the object part of a biequivalence,

Monbi ≃ TOP∗.

Proof. The object level is established by Theorem 1.3.5. The 1-cell level is established
by Propositions 1.5.2 and 1.5.4, once we have observed that, if B is a [M,N)-set and
A is a [L,M)-set, then A ⊗M B is the [L,N)-set corresponding to the inverse image
functor (−⊗LA)⊗M B; this is simply the observation that the tensor product operation
is associative up to isomorphism.

Given two parallel adjunction f∗ ⊣ f∗ and g∗ ⊣ g∗, a natural transformation f∗ ⇒ g∗

is determined by its component f∗(M) → g∗(M), which is automatically a right-N -
set homomorphism; it is also a left-M -set homomorphism by naturality with respect to
the endomorphisms of M . Conversely, a (M,N)-set homomorphism B → B′ induces a
natural transformation −⊗M B → −⊗M B′ by composition on the second component;
commutation with the respective actions ensures that this is well-defined and an M -set
homomorphism at each object X.

Remark 1.5.7. More generally, a (Lawvere) distribution f : F → E between toposes
is any adjoint pair f∗ ⊣ f∗, where f∗ does not necessarily preserve finite limits. A
morphism f ⇒ g between distributions f, g : F → E is still a natural transformation
f∗ ⇒ g∗. The proof of Theorem 1.5.6 also establishes a biequivalence between the larger
bicategories where we include all biactions at the monoid level and all distributions at
the topos level.

Thus we have an algebraic characterization of arbitrary geometric morphisms be-
tween toposes of discrete monoid actions, as well as an alternative perspective on the
extra adjunction (f! ⊣ f∗) in an essential geometric morphism f . Explicitly, by direct
calculation:

Lemma 1.5.8. Let f : PSh(N) → PSh(M) be an essential geometric morphism in-
duced by a semigroup homomorphism ϕ : M → N . Then the [M,N)-set corresponding
to (f∗ ⊣ f∗) is the left ideal Nϕ(1) equipped with left-N -action by multiplication and
right-M -action by multiplication after applying ϕ. In particular, when ϕ is a monoid
homomorphism, the [N,M)-set is simply N equipped with the respective actions.

Meanwhile, the (M,N)-set corresponding to the extra adjunction (f! ⊣ f∗) is the right
ideal ϕ(1)N of N , similarly equipped with respective multiplication actions but with the
handedness reversed.

3This is a bicategory rather than a 2-category, since the composition of [N,M)-sets is has identities
and associativity defined only up to isomorphism.
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In analogy with Corollary 1.4.6, we can deduce the well-known result that the cate-
gory of points of PSh(M) is equivalent to the category of flat left M -sets and left M -set
homomorphisms.

In principle, Theorem 1.5.6 could be used to re-derive the Morita equivalence char-
acterization of Theorem 1.1.4 from the perspective of biactions, which would reflect
classical Morita theory for rings originating in [Mor58]. For the purposes of the present
thesis, however, beyond some discussion and examination of ‘trivial’ biactions in the
next chapter, our investigation of biactions ends here.

1.6 Examples and corollaries

To end this chapter, we turn to a concrete examination of Morita equivalence. To begin,
here is an example demonstrating that Morita equivalence is (in general) strictly weaker
than isomorphism.

Example 1.6.1. The ‘Schein monoids’ were described by Knauer in [Kna72]. Consider
the monoid A of partial endomorphisms of [0, 1]; that is, of those functions A → [0, 1]
where A is some subset of [0, 1]. The composite of two such morphisms f : A → [0, 1]
and g : B → [0, 1] is defined to be the function g ◦ f : f−1(B)→ [0, 1].

Let M be the submonoid of A generated by the inclusions ex : [0, x] ↪→ [0, 1] for
3/4 ≤ x ≤ 1, the halving map β′ : [0, 1] → [0, 1] sending a ↦→ a/2 and the doubling
map β : [0, 1/2]→ [0, 1] which is a left inverse to β′. By inspection e3/4, β, β

′ satisfy the
required conditions to generate a Morita equivalence; let N = e3/4Me3/4.

To see that M and N are not isomorphic, observe that the idempotents of M are all
of the form ex for some x ∈ [0, 1]; a more detailed case analysis demonstrates that the
idempotents are precisely ex with x ∈ [3/2n+2, 1/2n] for some n ≥ 0. The idempotents
come with a canonical order given by ex < ey if x < y, or equivalently if exey = ex;
this order is thus preserved by isomorphism. The non-identity idempotents of M have
no maximal element. However, the non-identity idempotents of N do have a maximum
(specifically e1/2). Thus M ̸∼= N .

This and further examples are collected in [KKM91]. It should be clear, however,
that the conditions in Corollary 1.1.4 force Morita equivalence to reduce to isomorphism
in many important cases.

Corollary 1.6.2. Let M be a monoid. Then for equivalence to coincide with isomor-
phism at M , any of the following conditions suffices:

1. M is commutative.
2. M is a group.
3. Every right (or every left) invertible element of M is invertible; equivalently, the

non-units of M are closed under multiplication (such as when M = S1 for a
semigroup S, or M is finite).

4. M is left (or right) cancellative.
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5. The idempotents of M satisfy the descending chain condition with respect to ab-
sorption on the right (or left).

6. The left (or right) ideals of M satisfy the descending chain condition.

Proof. It suffices to examine the condition for equivalence in Corollary 1.1.4. We obtain
an equivalence with M whenever M contains elements β, β′ and an idempotent e with
ββ′ = 1 and βe = β (the equivalence is with eMe); if such a β is necessarily an isomor-
phism, this forces e = 1, so the Morita equivalence class is trivial and the equivalence
collapses to an inner automorphism of M . In the first three cases, the equation ββ′ = 1
indeed forces β to be an isomorphism, while in the fourth case βe = β forces e = 1 so
there is nothing further to do.

For the last two conditions, note that en := β′nβn is an idempotent for every n,
with the property that enem = en = emen whenever n ≥ m; if it is ever the case that
en+1 = en, then by multiplying on the left by βn and on the right by β′n it is again
the case that β′β = 1. Thus for equivalence to be non-trivial M must have an infinite
descending chain of idempotents. By instead considering the ideals Men we reach a
similar conclusion for ideals.

These conditions are variants of those which appear in [Kna72] and [Ban72]. They
can also be interpreted as properties which are invariant under Morita equivalence. Any
such property necessarily corresponds to an invariant at the topos-theoretic level. If these
can be identified, each gives its own immediate Corollary of Theorem 1.4.5. For example:

Corollary 1.6.3. The mapping G ↦→ PSh(G) is the object part of an equivalence between
the 2-category Grp ≃ Grpco of groups, group homomorphisms and conjugations and the
2-category TOP∗

at,ess of atomic Grothendieck toposes with an essential surjective point,
essential geometric morphisms and natural transformations.

Proof. Note that any semigroup homomorphism between groups is automatically a group
homomorphism. Thus this equivalence is simply a restriction of the earlier one, and it
suffices to show that the essential image is what we claim it is. We shall see both the
definition of atomicity and this result in Theorem 2.2.4.

In the next chapter, we exhibit many instances of Morita-invariant properties and
their corresponding topos-theoretic invariants, although this shall include only a couple
of those mentioned in Corollary 1.6.2. The reader may deduce that each such result
provides, by restriction of the equivalences of Theorems 1.4.5 and 1.5.6, a 2-equivalence
and a biequivalence. For reasons of conciseness, we shall not make these explicit, but we
hope that they will eventually be usefully applied to provide insight into the 2-categorical
structure at the topos level in terms of the more algebraic structure at the monoid level.
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Chapter 2

Monoid Properties as
Topos-theoretic Invariants

The topos PSh(M) holds a great deal more structure than the monoid M alone. In
particular, it is the natural setting in which to define a great variety of constructions
and tools for examining the subtler properties of monoids. Perhaps more significantly,
being a Grothendieck topos, the category PSh(M) can be compared, either indirectly
through its properties or directly via equivalences or geometric morphisms, to other
toposes. In this chapter, we take the indirect approach, investigating correspondences
between properties of the representing monoids and well-understood properties of the
corresponding toposes from the topos-theoretic literature. These happen to include some
of the classes identified in Corollary 1.6.2, of monoids whose Morita equivalence classes
are unique up to isomorphism.

While we saw in the last chapter that the canonical point is determined by the
choice of the presenting monoid M , the global sections geometric morphism is uniquely
determined by the topos, so that its properties are automatically Morita-invariant. We
shall primarily concern ourselves with analysis of the properties of this geometric mor-
phism in this chapter. We have already seen in Section 1.2 that the global sections
morphism is hyperconnected and locally connected, so we examine properties which are
supplementary to these.

Several of the properties of toposes we examine are geometric, in the sense that they
inherit their names from properties of toposes Sh(X) of sheaves on a topological space (or
more generally a locale), X. Accordingly, we supplement most of the definitions in this
chapter with an illustration of what they mean for toposes of this form. In doing so, it will
occasionally benefit us to exploit the equivalence, demonstrated in [MLM92, Corollary
II.6.3], between Sh(X) and the category LH/X of local homeomorphisms over X,
whose objects are local homeomorphisms or étale maps E → X, and whose morphisms
are continuous maps making the resulting triangle over X commute. Passing through
this equivalence, the components of the global sections morphism f : Sh(X) → Set
acquire new interpretations. f∗(π : E → X) is the set of global sections of π, i.e. the
set of continuous maps s : X → E such that π ◦ s = idX (this is where the name
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of this functor comes from for a general topos). f∗ sends a set A to the A-fold cover
π1 : X × A → X of X. The inverse image functor f∗ has a left adjoint f! if and only
if X is a locally connected space, in which case f!(π : E → X) is the set of connected
components of E, which is where the name of locally connected geometric morphisms
originates. Finally, X is connected if and only if f∗ is full and faithful, which is why a
geometric morphism with this property is called connected. Since hyperconnectedness
of a topos implies connectedness, toposes of monoid actions are connected and locally
connected over Set, whence toposes of sheaves over connected, locally connected spaces
are a good source of intuition for their properties. It should be stressed, however, that
the global sections morphism of Sh(X) is only hyperconnected if X is the one-point
space, so these comparisons can never be realized as equivalences of toposes outside of
the case where both the space and monoid are trivial. This is a strength of our property-
oriented approach: it allows us to draw formal comparisons between classes of objects
even when their corresponding toposes do not coincide.

In our examples we will always talk about the topos Sh(X) of sheaves on a sober
topological space X, which means that the points of X correspond bijectively with the
points of Sh(X), and that this topos has enough points. In instances where the require-
ment of having enough points is not explicitly mentioned, the results can be extended
to encompass toposes of sheaves on suitable locales, should the reader desire it.

There has been recent interest in the toposes PSh(M) from a geometrical point of
view. Connes and Consani, in their construction of the Arithmetic Site [CC14] [CC16],
considered the special case where M is the monoid of nonzero natural numbers under
multiplication. In this case, the points of PSh(M) are related to the finite adèles in
number theory. Related toposes are studied in [Sag20], [Hem19a] and [LB]. As men-
tioned in [Hem19b], this geometric study of monoids is inspired by the idea of “algebraic
geometry over F1” [Man95]. In this philosophy, commutative monoids are thought of as
dual to affine F1-schemes, while the topos PSh(M) is seen as the topos of quasi-coherent
sheaves on the space corresponding to the monoid M , see [Pir19].

Since the paper that was the basis of the present chapter was written, we have shown
in joint work with Jens Hemelaer [HR21d] that categories of the form PSh(M) can also
be useful in resolving questions regarding endomorphism monoids arising in universal
algebra and beyond.

The “purely semigroup-theoretic content” of many of the results presented in this
chapter have turned out to be known results, in that after deriving them we discovered
references for them in existing literature. However, this is typical when establishing a
category-theoretic approach to any area of mathematics: reproving elementary results
in context is a necessary first step in applying topos-theoretic machinery, since it illumi-
nates the efficacy and potential for generalization of this approach. We believe that topos
theory will ultimately be a fruitful source of new results in semigroup theory. Recipro-
cally, monoids shall provide a useful source of examples, properties, constructions and
intuition for toposes distinct from the usual geometric and logical perspectives, and sim-
pler than the larger context of presheaf toposes over categories with several objects. We
share the goal of Funk and Hofstra in [FH21] of drawing together the research commu-
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nities in semigroup theory and topos theory, and hope this chapter’s contents represent
a contribution towards that goal.

Overview

This chapter is organized as follows. In Section 2.1 we expose how some features common
to all toposes emerge in the special case of toposes of the form PSh(M), since many of
the properties we present will be characterized by how the functors constituting the
global sections morphism interact with these features.

In the main body of the chapter, Section 2.2, we examine the consequences of ad-
ditional properties of PSh(M) on the monoid M . A great number of properties of
geometric morphisms in the topos theory literature are inspired from geometry, since
any topological space or locale has an associated Grothendieck topos (its category of
sheaves), and the global sections functor of such a topos has properties determined by
the properties of the original space; we therefore accompany our exposition for monoids
with the parallel analysis for topological spaces, for which results are readily available
in the topos theory literature. Our arguments are guided in some cases by the examples
of toposes of group actions periodically presented in Johnstone’s reference text [Joh02].

In the Conclusion we explain directions in which the results accumulated in this
chapter could be extended in future. We are aware of some properties of monoids which
are expressible in terms of categorical properties of PSh(M) but which we have not (yet)
been able to express in terms of the global sections morphism; we outline these and some
further properties of toposes which we shall not be able to explore in the present text.

2.1 Background

2.1.1 Features of our toposes

In [MLM92], one can find exercises (at the end of Chapter I, for example) for identifying
topos-theoretic structures in toposes of the form PSh(M), and more generally in presheaf
toposes; we recall some of this structure here.

Being a Grothendieck topos, the category of right M -sets has all limits and colimits.
Since the functor U from (1.1) preserves both limits and colimits, it follows that colimits
and limits can be computed on underlying sets. We will need the following notation:

• 0 for the initial object, i.e. the empty right M -set;
• 1 for the terminal object, i.e. the right M -set with one element;
• A ⊔B for the coproduct (disjoint union) of two right M -sets A and B;
•
⨆︁
i∈I Xi for the coproduct (disjoint union) of a family of right M -sets {Xi}i∈I ;

• colimi∈I Xi for the colimit of a diagram {Xi}i∈I .

For two right M -sets X and Y , we write

HomM (X,Y ) = HomPSh(M)(X,Y )
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to denote the set of morphisms from X to Y ; this is consistent with the earlier notation
when X happens to also be equipped with a compatible left action of some other monoid.

Toposes are cartesian closed, which is to say that for each pair of objects P,Q in a
topos E there is an exponential object QP such that for any third object X, we have
an isomorphism

HomE(X × P,Q) ∼= HomE(X,Q
P ) (2.1)

natural in X and Q, i.e. the functor (−)P is right adjoint to − × P . In particular, for
X = QP , the identity map on the right hand side corresponds on the left hand side to
the evaluation map

ev : QP × P −→ Q. (2.2)

In E = PSh(M), for two M -sets P,Q, the exponential QP has as underlying set

HomM (M × P,Q), (2.3)

with right M -action defined by (f ·m)(n, p) = f(mn, p), for f ∈ QP , m,n ∈M , p ∈ P ,
similarly to (1.3) above (compare [MLM92, Proposition I.6.1]). The evaluation map is
then given by

HomM (M × P,Q)× P → Q

(f, p) ↦→ f(1, p).

If F : F → E is a functor preserving binary products, then there is a natural
comparison morphism

θP,Q : F (QP )→ F (Q)F (P ), (2.4)

obtained by applying F to the evaluation map (2.2), and then transposing back across the
product-exponential adjunction in E . If θP,Q is an isomorphism for every pair of objects
P,Q, then we say that F is cartesian-closed, or that F preserves exponentials.
Note that the inverse image functor of a locally connected geometric morphism is always
cartesian closed, by [Joh02, Proposition C3.3.1], so that in particular ∆ is cartesian
closed. The condition of cartesian-closedness can be weakened in two directions: either
by restricting to a smaller collection of pairs P,Q of objects on which θP,Q is required
to be an isomorphism, or by asking that θP,Q have a property weaker than being an
isomorphism. We discuss some cases of the former, applied to the connected components
functor C, in Section 2.2.6 and cases of the latter in Section 2.2.10.

Toposes also have subobject classifiers. That is, there is an object ΩE in a topos E
equipped with a subobject ⊤ : 1 ↪→ ΩE such that every subobject S ↪→ A, for A an object
of the topos, is the pullback of ⊤ along a unique ‘classifying morphism’ s : A→ ΩE .

S 1

A ΩE

⌟
⊤

s

(2.5)
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The subobject classifier of E = PSh(M) is the set Ω of right ideals of M equipped
with the inverse image action for left multiplication, which for a right ideal I and m ∈M
is defined by I ·m = {m′ ∈M | mm′ ∈ I}. The morphism ⊤ : 1→ Ω identifiesM ∈ Ω as
the largest ideal of M , so that the subobject S of an object A classified by a morphism
s : A→ Ω is the subset of A on the elements a with s(a) =M .

If F : F → E is a functor preserving monomorphisms, then there is a canonical
morphism

χ : F (ΩF )→ ΩE (2.6)

classifying the subobject F (⊤) of F (ΩF ). F is said to preserve the subobject classi-
fier if χ is an isomorphism. The direct image functor of a geometric morphism preserves
the subobject classifier if and only if it is hyperconnected, by [Joh02, Proposition
A4.6.6(v)], whence we deduce that Γ preserves the subobject classifier when E is PSh(M)
for any monoid M .

Finally, suppose F preserves monomorphisms and finite products. We say F is
logical if it preserves the subobject classifier and exponentials. A geometric morphism
whose direct image is logical is automatically an equivalence ([Joh02, Remark A4.6.7]),
so Γ is logical if and only if M is trivial; this appears as a condition in Theorem 2.2.62.
We shall see what happens when ∆ is logical in Theorem 2.2.4. However, since ∆ already
has so many strong preservation properties for an arbitrary monoid M , always having
a left and right adjoint and preserving exponentials, that theorem is the only one we
identify in this chapter expressed in terms of properties of ∆.

2.1.2 Properties of actions

Observe that the global sections functor Γ of PSh(M) can be expressed as HomM (1,−),
for 1 the trivial right M -set, so that properties of Γ can be expressed as properties of
this M -set. As such, we examine properties of right M -sets which relate to this functor.
These definitions work in any topos, but for clarity we formulate them only in our special
case of a topos PSh(M) with M a monoid.

Definition 2.1.1. Let B be a rightM -set, and consider the functor HomM (B,−) : A ↦→
HomM (B,A). Then we say that B is:

• connected or indecomposable if HomM (B,−) preserves arbitrary (small/set-
indexed) coproducts;

• projective if HomM (B,−) preserves epimorphisms;
• finitely presentable if HomM (B,−) preserves filtered colimits.

The definitions for left M -sets are analogous.

Every right M -set can be written as the disjoint union of its connected components.
Further:

Proposition 2.1.2. Let X be a right M -set. Then the following are equivalent:

1. X is connected/indecomposable;
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2. HomM (X,−) preserves binary coproducts and the initial object;
3. X is non-empty, and X ∼= X1⊔X2 implies that either X1 is empty or X2 is empty

(compare Definition 1.1.2 above);
4. C(X) = 1, with C the connected components functor of (1.1).

Proof. The equivalences (1⇔ 2⇔ 3) hold in any infinitary extensive category by [Jan04,
Theorem 2.1]. Grothendieck toposes are infinitary extensive, see e.g. [CV98, §4.3]. The
equivalence (3 ⇔ 4) holds for locally connected Grothendieck toposes, and is discussed
in [Joh02, around Lemma C3.3.6].

In particular, the initial object is not indecomposable. Note that in the semigroup lit-
erature,M -sets are sometimes assumed to be non-empty by definition, see e.g. [KKM91].
We have not followed this convention, because it prevents the category of right M -sets
from being a topos.

A right M -set will be called free if each connected component is isomorphic to M
(with right M -action given by multiplication). Free and projective right M -sets have a
relationship which is familiar from the corresponding properties of modules for a ring:

Proposition 2.1.3. For M a monoid and P a right M -set, the following are equivalent:

1. P is projective;
2. P is a retract of a free right M -set;
3. P ∼=

⨆︁
i∈I eiM for some family {ei}i∈I of idempotents in M .

Proof. See e.g. [KKM91, III, 17].

Meanwhile, the definition of finite presentability given above agrees with the one
from universal algebra:

Proposition 2.1.4 (Cf. [AR94a, Corollary 3.13]). A right M -set X is finitely pre-
sentable if and only if we can write X as the colimit of a diagram

F F ′a

b

for some finitely generated free right M -sets F and F ′ and morphisms a, b.

Next, observe that an alternative expression for the connected components functor
is C(X) = X ⊗M 1, where 1 is the trivial left M -set. Thus properties of C can be
expressed as properties of this trivial left M -set. We therefore present some properties
of left M -sets relating to the functor they induce via tensoring.

Definition 2.1.5. Let B be a non-empty left M -set, and let F : PSh(M)→ Set be the
functor A ↦→ A⊗M B. By Proposition 2.1.2, F preserves the terminal object if and only
if B is indecomposable. F preserves arbitrary limits if and only if it is indecomposable
projective (this follows from Lemma 1.3.1). More generally, we say that B is:

• monomorphism-flat if F preserves monomorphisms.
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• finitely product-flat if F preserves finite products.
• product-flat if F preserves products.
• equalizer-flat if F preserves equalizers.
• pullback-flat if F preserves pullbacks.
• flat if F preserves finite limits.

The definitions for right M -sets are analogous.

It is very important to note that this naming system differs from the naming con-
ventions in semigroup theory literature, notably that of Bulman-Fleming and Laan in
[BFL01]. Our terminology is the same when it comes to ‘finitely product-flat’, ‘equalizer-
flat’ and ‘pullback-flat’. However, what we call ‘monomorphism-flat’ is called ‘flat’ in
their paper. Our justification for this departure is that our naming system aligns more
closely with that in the category theory literature, as we have already seen in the last
chapter.

It follows from the definitions that, for example, flat left M -sets are pullback-flat.
However, other interactions between the different notions of flatness are not so clear. We
present some general facts which simplify the situation. These are (by now) well-known
in category theory literature thanks to authors such as Freyd and Scedrov in [FS90], but
were reached independently by semigroup theorists such as Bulman-Fleming in [BF91].
We reproduce proofs here anyway.

Proposition 2.1.6. Let F : PSh(M)→ PSh(N) be a functor. Then:

1. Suppose that F is nontrivial (i.e. F (A) ̸= 0 for at least one A). If F preserves
binary products, then it also preserves the terminal object; thus in order for a left
M -set B to be finitely product-flat, it suffices that B ̸= 0 and − ⊗M B preserves
binary products.

2. If F preserves pullbacks, then it also preserves equalizers, so a pullback-flat object
is equalizer-flat.

3. If F preserves pullbacks and the terminal object, then it preserves all finite limits,
so an object is flat if and only if it is indecomposable and pullback-flat.

Proof.

1. If F preserves binary products, then in particular the natural map

F (1× 1) −→ F (1)× F (1)
x ↦→ (x, x)

is an isomorphism, and hence has at most one element.
2. This is a special case of [FS90, Chapter 1, §1.439]. Suppose that F preserves

pullbacks, and consider a diagram

A B
f

g
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Then we can rewrite the equalizer E of this diagram as a pullback:

E B

A B ×B

⌟
δ

(f,g)

where δ is the diagonal map. Pullbacks are preserved by F , so

F (E) F (B) F (B)

F (A) F (B)×F (1) F (B) F (B)× F (B)

⌟
Fδ

∼⌟
δ

(Ff,Fg)

is a composite of pullback squares; the right hand one being a pullback is a con-
sequence of the fact that the diagonal δ of F (B) in PSh(N) factors through Fδ
by the universal property of F (B)× F (B). It follows that F (E) can be identified
with the equalizer of the diagram

F (A) F (B)
F (f)

F (g)
,

so F preserves equalizers.
3. Suppose that F preserves pullbacks and the terminal object. A binary product

can be seen as a pullback over the terminal object, so F preserves binary products
(and in fact all finite products). Moreover, F preserves equalizers by the above.
As is well-known, any functor preserving finite products and equalizers preserves
all finite limits.

In the category of sets, arbitrary coproducts are pseudo-filtered in the sense of
[BJLS15]: they commute with connected limits, including pullbacks and equalizers. The
same holds in the category of M -sets for M a monoid, since colimits and limits are
computed on underlying sets. So we get the following:

Corollary 2.1.7 (cf. [KKM91, III.3.9]). Let B =
⨆︁
i∈I Bi be a right M -set, with each

Bi indecomposable. Then:

1. B is equalizer-flat if and only if Bi is equalizer-flat for all i ∈ I;
2. B is pullback-flat if and only if Bi is pullback-flat for all i ∈ I.

Since each of the Bi is indecomposable, it follows that B is pullback-flat if and only if
Bi is flat for all i ∈ I, so that pullback-flat M -sets are precisely the M -sets that can be
written as disjoint unions of flat M -sets.
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2.2 Properties of the global sections morphism

2.2.1 Groups and atomicity

The first property we study is expressed in terms of the logical structure of the toposes
involved.

Definition 2.2.1 (Cf. [Joh02, C3.5]). A geometric morphism is atomic if its inverse
image functor is logical. For a general geometric morphism this implies local connected-
ness. We say a Grothendieck topos is atomic if its global sections geometric morphism
to Set is.

For Grothendieck toposes with enough points, atomicity coincides with a property
of the internal logic of the topos.

Definition 2.2.2. A topos E is Boolean if its subobject classifier is an internal Boolean
algebra, or equivalently if every subobject of an object of E has a complement.

Example 2.2.3. For a sober topological space X, Sh(X) has enough points, so we have
by [Joh02, Lemma C3.5.3] that Sh(X) is atomic if and only if it is Boolean, if and only
if X is a discrete topological space.

Completing the proof of Corollary 1.6.3 from the last chapter, we have the following.

Theorem 2.2.4 (Conditions for PSh(M) to be Boolean). Let M be a monoid. The
following are equivalent.

1. PSh(M) is atomic.
2. ∆ preserves the subobject classifier
3. M is a group.
4. PSh(M) is Boolean.

Proof. (1⇔ 2) By definition, since we have already seen that ∆ preserves exponentials.
(2 ⇒ 3) The subobject classifier in Set is the two element set, often denoted Ω =

{⊤,⊥} so that the canonical subobject is the inclusion of the singleton {⊤}. But then
Ω ∼= 1 ⊔ 1, and so the subobject classifier is preserved by ∆ if and only if ΩPSh(M) has
an underlying set with two elements, which forces every principal ideal in M to contain
the identity element (since the ideal must be all of M), and hence every element of M
has a right inverse, making M a group.

(3 ⇒ 4) If M is a group, every subobject of an M -set is a union of orbits; the
remaining orbits form the complementary subobject.

(4 ⇔ 1) Since PSh(M) has enough points (having a canonical surjective point), by
[Joh02, Corollary C3.5.2] being Boolean is equivalent to being atomic over Set.

It should be noted that many of the remaining properties explored in this paper
either trivially hold for groups or are incompatible with the property of being a group
(for example, a group with any kind of absorbing element is automatically trivial).
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2.2.2 Right-factorable finite generation and strong compactness

A Grothendieck topos is called compact if its geometric morphism to Set is proper,
which is to say that it preserves filtered colimits of subobjects; we shall see a formal
definition of this property in Definition 3.1.36 in the next chapter. Since any hypercon-
nected geometric morphism is proper (cf. [Joh02, C3.2.13]), PSh(M) is always compact.
However, the stronger notion of being strongly compact is not always satisfied.

Definition 2.2.5. A Grothendieck topos E is called strongly compact if its global
sections functor Γ = HomE(1,−) preserves filtered colimits. More generally, a geometric
morphism f : F → E is called tidy if f∗ preserves E-indexed filtered colimits (which
coincide with ordinary filtered colimits when E = Set). Thus a Grothendieck topos is
strongly compact if and only if the global sections geometric morphism is tidy.

Example 2.2.6. For a topological space X, Sh(X) is a compact topos if and only if X
is a compact space in the usual sense. In [Joh02, Example C3.4.1(a)], Johnstone gives
an example of a compact space X such that Sh(X) is not strongly compact: X consists
of two copies of the unit interval [0, 1] with the respective copies of the open interval
(0, 1) identified, as sketched below.

On the other hand, if X is a spectral space or coherent space1 (in the terminology of
Hochster [Hoc69] or Johnstone [Joh02] respectively), having a base of compact open sets
stable under finite intersections, then Sh(X) is strongly compact by [Joh02, Proposition
C4.1.13 and Corollary C4.1.14]. In particular, Sh(X) is strongly compact if X is a zero-
dimensional compact Hausdorff space or if X is the Zariski spectrum of a commutative
ring. More generally, Johnstone shows in [Joh02, Corollary C4.1.14] that any compact
Hausdorff space is strongly compact.

In the case whereM is a group, we have the following result, which appears in [Joh02,
Example C3.4.1(b)]:

Proposition 2.2.7. For G a group, the topos PSh(G) is strongly compact if and only if
G is finitely generated.

We will need the following definitions in our characterization of the monoids M such
that PSh(M) is strongly compact.

Definition 2.2.8. Let M be a monoid, and let S ⊆ M be a subset. We say that S is
right-factorable if whenever x ∈ S and y ∈ M with xy ∈ S, we have y ∈ S. Dually,
we may call a subset S ⊆ M left-factorable if whenever x ∈ M and y ∈ S with xy ∈ S,
we have x ∈ S.

The above definitions are related to the two-out-of-three property in category theory,
in the sense that if we viewM as a category with one object, then a submonoid ofM has

1Not to be confused with the coherence spaces appearing in linear logic.
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the two-out-of-three property precisely if it is both right-factorable and left-factorable.
IfM is a commutative, cancellative monoid, then a submonoid S ⊆M is right-factorable
(or equivalently, left-factorable) if and only if S is a saturated monoid in the sense of
Geroldinger and Halter-Koch [GHK06], i.e. S = q(S) ∩ M , where q(S) denotes the
groupification of S.

If (Mi)i∈I is a family of right-factorable subsets of M , then the intersection
⋂︁
i∈IMi

is also right-factorable (and similarly for families of left-factorable subsets). So we can
define the following:

Definition 2.2.9 (See also [Kob07, Section 2]). Let M be a monoid, and S ⊆ M a
nonempty subset. As is standard, we write ⟨S⟩M for the submonoid of M generated by
S. We define ⟨S⟩⟩M to be the smallest right-factorable submonoid of M that contains
S; we call this the right-factorable submonoid generated by S; the extra bracket
on the right is intended to evoke the asymmetric extra property this submonoid satisfies
compared with ⟨S⟩M . We say that S right-factorably generatesM if ⟨S⟩⟩M =M . We
callM right-factorably finitely generated if there is a finite subset S ⊆M such that
S right-factorably generates M . Dually, we can define ⟨⟨S⟩M to be the left-factorable
submonoid generated by S, i.e. the smallest left-factorable submonoid containing S.

The properties of being right-factorable and right-factorably finitely generated ap-
pear in the semigroup literature under the name left unitary and left unitarily finitely
generated see e.g. [How95, p.63], [KKM91, Definition 4.38]. We prefer to employ terms
which convey the elementary notion in terms of elements of the monoid, viewed as mor-
phisms.

The submonoid right-factorably generated by any subset can be computed induc-
tively; a functionally identical construction is given by Kobayashi in [Kob07, before
Proposition 2.4].

Lemma 2.2.10. Given a non-empty subset S = S0 ⊆ M , inductively define for i ∈ N
the subset Si+1 ⊆M to be {m ∈M | ∃t ∈ ⟨Si⟩M , tm ∈ ⟨Si⟩M}. Then ⟨S⟩⟩M is precisely
the subset

⋃︁
i∈N Si.

Proof. We show first inductively that Si ⊆ ⟨S⟩⟩M for each i. By definition, S0 ⊆ ⟨S⟩⟩M .
Given that Si−1 ⊆ ⟨S⟩⟩M , to be closed under composition, ⟨S⟩⟩M must certainly contain
⟨Si−1⟩M . It follows from the definition of Si that any right-factorable subset containing
Si−1 must contain Si, as claimed.

Conversely,
⋃︁
i∈N Si is right-factorable: given x, y in the union, they are both con-

tained in some Si for some sufficiently large index i, and hence xy ∈ Si+1 ⊆
⋃︁
i∈N Si.

Similarly, given t ∈ Si, m ∈M , with tm ∈
⋃︁
i∈N Si, we have tm ∈ Sj for some j ≥ i, and

hence m ∈ Sj+1. Thus we are done.

Remark 2.2.11. If S0 is a subset, or more particularly a submonoid, satisfying the left
Ore condition (the dual of Definition 2.2.30 below), we find that S2 = S1: for m ∈ S2 we
have t = t1 · · · tk and s = s1 · · · sl in ⟨S1⟩M such that tm = s and moreover x1, . . . , xk,
y1, . . . , yl in S0 with xiti and yjsj in ⟨S0⟩M for each i and j. The left Ore condition
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allows us to inductively construct from these an element z ∈ S0 such that zs and zt are
both members of ⟨S0⟩M , whence m ∈ S1. Thus the construction described in Lemma
2.2.10 terminates after a single step.

Lemma 2.2.12. Let S ⊆M be a non-empty subset and let ∼S be the right congruence
generated by the relations x ∼ 1 for x ∈ S. Then:

⟨S⟩⟩M = {m ∈M : m ∼S 1}.

Proof. ⊆. It is enough to show that {m ∈M : m ∼S 1} is a right-factorable submonoid.
If m ∼S 1 and m′ ∼S 1 then mm′ ∼S m′, and by transitivity mm′ ∼S 1. Further, if
m ∼S 1 and mm′ ∼S 1 then mm′ ∼S m′ so it follows that m′ ∼S 1.
⊇. Suppose m ∈M with m ∼S 1 but m /∈ ⟨S⟩⟩M . Then since we can decompose the

relation m ∼S 1 into a zigzag of one-step relations of the form m′ ∼ xm′ with x ∈ S,
there must be some such relation with xm′ ∈ ⟨S⟩⟩M and m′ /∈ ⟨S⟩⟩M or xm′ /∈ ⟨S⟩⟩M
and m′ ∈ ⟨S⟩⟩M . Both cases lead to a contradiction.

With the above definitions, it is possible to generalize Proposition 2.2.7 to arbitrary
monoids M , by adapting Johnstone’s proof [Joh02, C3.4.1(b)].

Theorem 2.2.13 (Conditions for PSh(M) to be strongly compact). For a monoid M ,
the following are equivalent:

1. Γ preserves filtered colimits, i.e. PSh(M) is strongly compact.
2. The terminal right M -set 1 is finitely presentable.
3. M is right-factorably finitely generated.

Proof. (1⇔ 2) Recalling that Γ = HomM (1,−), this equivalence is definitional (Defini-
tion 2.1.1); see also Proposition 2.1.4.

(1 ⇒ 3) For each finite subset S ⊆ M , let ∼S be the right congruence defined in
Lemma 2.2.12. Clearly colimSM/∼S ∼= 1, where this is a filtered colimit over all finite
subsets of M . Now consider the comparison map

β : colimS Γ(M/∼S) −→ 1.

If Γ preserves filtered colimits, then in particular β is an isomorphism. By surjectivity
of β, M/ ∼S has a fixed point for some finite subset S of M , we will denote it by [a]
for some representative a ∈ M . Its projection in M/∼S′ is again a fixed point, for
S′ = S ∪ {a}. Now [1] is a fixed point in M/∼S′ . But this means that m ∼S′ 1 for all
m ∈M . By Lemma 2.2.12, S′ right-factorably generates M .

(3 ⇒ 1) Take a finite subset S ⊆ M such that ⟨S⟩⟩M = M . Consider a filtered
colimit colimi Si of right M -sets Si. We have to show that the natural map

colimi Γ(Si) −→ Γ(colimi Si)

is a bijection. Injectivity is immediate from filteredness, so we prove surjectivity. Take an
element x in Γ(colimi Si). Let x be represented by an element xi ∈ Si. For each s ∈ S, we
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can find an index j and a structure morphism ϕji : Si → Sj such that ϕji(xs) = ϕji(x).
Since S is finite we can find a common index k such that ϕki(xs) = ϕki(x) for all s ∈ S.
Since ϕki(x) is fixed by all s ∈ S, it is also fixed by all elements of ⟨S⟩⟩M =M : indeed,
employing the inductive construction of Lemma 2.2.10, if x is fixed by Si, then it is fixed
by ⟨Si⟩M , and given m ∈ M , t ∈ ⟨Si⟩M with tm ∈ ⟨Si⟩M , we have xm = xtm = x, so
x is fixed by Si+1, and hence inductively by

⋃︁
i∈N Si = M . So x is represented by an

element of Γ(Sk).

The (dual of the) equivalence (2 ⇔ 3) appears in the semigroup theory work of
Dandan, Gould, Quinn–Gregson and Zenab [DGQGZ19, Theorem 3.10], amongst some
other equivalent conditions.

Example 2.2.14. IfM has a right-absorbing element r in the sense of Definition 2.2.19
below, then M is right-factorably generated by {r} (since r · m = r for all m ∈ M).
In particular M is right-factorably finitely generated, so PSh(M) is strongly compact.
Given a non-empty set S, the monoid M = End(S) of (total) functions S → S has a
right-absorbing element for each element s ∈ S given by the constant function at s, so
M is right-factorably finitely generated by the above.

Example 2.2.15. We already saw that for a group G, the topos PSh(G) is strongly
compact if and only if G is finitely generated. We can use this to produce some more
examples of monoids M such that PSh(M) is not strongly compact. Let G be a group
and let M ⊆ G be a submonoid such that

G = {a−1b : a, b ∈M}.

Note that ⟨M⟩⟩G = G. Now if S ⊆M is a finite set right-factorably generating M , then
⟨S⟩⟩G contains M and is closed under right factors in G, so ⟨S⟩⟩G = G. It follows that
G is finitely generated. Therefore, for the following monoids M the topos PSh(M) is
not strongly compact:

• The monoid N× of nonzero natural numbers under multiplication;
• The monoid R − {0} for R an infinite commutative ring without zero-divisors
(noting that finitely generated fields are finite);

• The monoid of non-singular n× n matrices over R, for R an infinite commutative
ring without zero divisors.

The topos PSh(N×) is (the underlying topos of) the Arithmetic Site by Connes and
Consani [CC14]. It follows that this topos is not strongly compact. In [CC16], the
monoid N×

0 = N× ∪ {0} is considered as well, and in this case the topos PSh(N×
0 ) is

strongly compact, by Example 2.2.14.
Note that the equivalence (1⇔ 2) in Theorem 2.2.13 directly generalizes to geometric

morphisms f : PSh(M)→ PSh(N) induced by a tensor-hom adjunction as in Proposition
1.5.4, so we have the following equivalence:
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Scholium 2.2.16. LetM and N be monoids, and let B be a left-M -right-N -set. Suppose
that the action of M is flat, so that the adjunction induced by B is a geometric morphism
f : PSh(N) → PSh(M). Then f is tidy if and only if B is finitely presented as right
N -set.

2.2.3 Right absorbing elements and localness

The properties that we explore in this subsection are derived from the concept of local-
ness.

Definition 2.2.17 (cf. [Joh02, C3.6]). A Grothendieck topos is called local if its global
sections functor has a right adjoint. More generally, a geometric morphism f : F → E
is local if its direct image functor f∗ has an E-indexed right adjoint.

To get some geometrical intuition for this concept, we mention the following criterion
for localness for the topos of sheaves on a topological space.

Proposition 2.2.18 (cf. [Joh02, C1.5, pp. 523]). Let X be a sober topological space.
Then the following are equivalent:

1. X has a focal point, i.e. a point such that the only open set containing it is X
itself; being sober makes such a point unique if it exists.

2. Sh(X) is a local topos.

In particular, if R is a commutative ring then the topos of sheaves on Spec(R) (with
the Zariski topology) is a local topos if and only if R has a unique maximal ideal, or in
other words if and only if R is a local ring.

Definition 2.2.19. An element m of a monoid M is called right absorbing if it
absorbs anything on its right, so mn = m for all elements n ∈ M ; left absorbing
elements are defined dually. An element which is both left and right absorbing is called
a zero element, because the 0 of a commutative ring has this property in the ring’s
multiplicative monoid. This final case is of the broadest interest, but since left and right
absorbing elements manifest themselves very differently in PSh(M), we study them
independently. Note that if a monoid has both left absorbing element l and a right
absorbing element r, then l = r is a zero element (which is automatically unique).

This convention of handedness of absorbing elements is somewhat arbitrary, since one
could alternatively take ‘right absorbing’ to mean ‘absorbs all elements when multiplied
on the right’. Both conventions appear in semigroup and semiring literature; we follow
[Gol99].

A result allowing us to compare Γ and C which we have not yet had cause to introduce
is the following, appearing in a more general form in Johnstone’s work, [Joh11, Corollary
2.2(a)]:

Lemma 2.2.20. Let f : F → E be a connected essential geometric morphism, so the unit
η of (f∗ ⊣ f∗) and the counit δ of (f! ⊣ f∗) are isomorphisms. Write ϵ for the counit of the
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former and ν for the unit of the latter adjunction. Then there is a canonical comparison
natural transformation α : f∗ → f! which can be expressed as either f!ϵ ◦ (δf∗)−1 : f∗ →
f!f

∗f∗ → f! or as (ηf!)
−1 ◦ f∗ν : f∗ → f∗f

∗f! → f!.

A more concrete description of this transformation α : Γ→ C for PSh(M) is that it
sends a fixed point of a right M -set X to the connected component of X containing it.

From the same paper, we obtain the following term.

Definition 2.2.21. A connected, locally connected geometric morphism is said to be
punctually locally connected if the natural transformation of Lemma 2.2.20 is epic.
A connected, locally connected topos is called punctually locally connected if its
global sections geometric morphism has this property, which can be interpreted in the
case of PSh(M) as the statement ‘every component has at least one fixed point’.

In [LM15], Lawvere and Menni call a geometric morphism pre-cohesive if it is
local, hyperconnected and essential, such that f! preserves finite products; it was shown
in [Joh11] that the global sections geometric morphism of a Grothendieck topos satisfies
these properties if and only if it is punctually locally connected.

Remark 2.2.22. Unlike many of the other properties in this paper, punctual local con-
nectedness is not a geometric property: as shown in [Joh11, Proposition 1.6], it forces
a connected, locally connected geometric morphism to be hyperconnected, which means
that the only sober space X with Sh(X) punctually locally connected is the one-point
space.

Lemma 2.2.23. Suppose M is a monoid with a right absorbing element r. Then for
any right M -set A, we have Γ(A) = Ar.

Proof. Clearly any element of A of the form ar with r ∈ R is fixed by the action of M .
Conversely, if a is fixed by the action of M then ar = a for any r ∈ R. Thus every fixed
point is in Ar.

Theorem 2.2.24 (Conditions for PSh(M) to be local). Let M be a monoid, Γ :
PSh(M) → Set the global sections functor, C : PSh(M) → Set the connected com-
ponents functor and α : Γ → C the natural transformation of Lemma 2.2.20. The
following are equivalent:

1. M has a right absorbing element.
2. Γ preserves epimorphisms, i.e. the right M -set 1 is projective.
3. Γ has a right adjoint, γ. That is, PSh(M) is local over Set.
4. α : Γ → C is epic. That is, PSh(M) is punctually locally connected (equivalently,

pre-cohesive).
5. C is full.
6. Γ reflects the initial object, i.e. every non-empty right M -set has a fixed point.
7. The category of points of PSh(M) has an initial object.
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Proof. (1 ⇔ 2) Since 1 is indecomposable, it is projective if and only if there is an
idempotent e ∈ M such that 1 = eM , but the latter equality holds if and only if e is a
right absorbing element.

(2⇔ 3) Γ = HomM (1,−) has a right adjoint if and only if it preserves colimits, by the
Special Adjoint Functor Theorem. This is the case if and only if 1 is (indecomposable)
projective.

(2 ⇒ 4) Since this geometric morphism is hyperconnected and locally connected, it
is punctually locally connected if (and only if) Γ preserves epimorphisms, by [Joh11,
Lemma 3.1(ii)]. Alternatively, for X a right M -set, observe that the unit X → ∆C(X)
is epic. If Γ preserves epimorphisms, then in particular Γ(X)→ Γ∆C(X) ∼= C(X) is an
epimorphism.

(4 ⇔ 5)∗ By the axiom of choice, any epimorphism in Set (in particular any com-
ponent of α) splits. Given a function g : C(X) → C(Y ), we therefore obtain a mor-
phism X → Y lifting g by sending every x ∈ X to the fixed point α−1

Y ◦ g([x]), where
α−1
Y : C(Y ) → Γ(Y ) is a splitting for αY and [x] is the connected component of X

containing x, so C is full. Conversely, by standard adjunction arguments, C is full if and
only if the unit ν of the adjunction (C ⊣ ∆) is component-wise a split epimorphism. C
being full therefore makes each component of ν, and hence of Γν and α = (ηC)

−1 ◦ Γν
a split epimorphism.

(4 ⇒ 6) Since C reflects the initial object by inspection, α : Γ → C being an
epimorphism ensures that Γ(X) is non-empty whenever C(X) is.

(6⇒ 1) Consider M as a right M -set under multiplication.
(3⇒ 7) This holds for any topos by [Joh02, C3.6, Theorem 3.6.1].
(7 ⇒ 1) Let A be an initial object in the category of points of PSh(M), i.e. in the

category of flat left M -sets. Let f : A → M be the unique morphism to M . Note that
flatness implies indecomposability, so in particular A is non-empty. This means we can
take a morphism g :M → A. Because A is initial, gf is the identity, so A is a retract of
M , i.e. A = Me for some idempotent e ∈ M . The morphisms of left M -sets Me → M
correspond to the elements of eM , so if A is initial, then e is right absorbing.

The equivalence between conditions (1) and (2) of Theorem 2.2.24 is shown by
Bulman-Fleming and Laan in [BFL01, Corollary 3.6], and by Kilp et al. in [KKM91,
Proposition III.17.2(4)]. As the proof suggests, several of the conditions are shown to
be general consequences of one another in [Joh11].

Remark 2.2.25. In the above theorem, we could replace (2) with the statement Γ pre-
serves pushouts, or coequalizers, or reflexive coequalizers. Indeed, because 1 is inde-
composable, Γ = HomM (1,−) preserves coproducts, so if it preserves pushouts then it
also preserves coequalizers (in particular reflexive coequalizers). Conversely, any epimor-
phism can be written as a reflexive coequalizer, so if Γ preserves reflexive coequalizers
then it preserves epimorphisms as well.
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2.2.4 The right Ore condition and de Morgan toposes

We can view the preceding sections as investigations of ‘projectivity’ properties of the
terminal right M -set, which generally correspond to properties of Γ. We move on in
this section to the examination of the ‘flatness’ properties of terminal right M -set, cor-
responding to properties of the connected components functor, C. The first and weakest
of these is monomorphism-flatness of the terminal left M -set; one equivalent property
to this is the dual of one from the last section:

Definition 2.2.26. Dualizing Definition 2.2.21, we say a connected, locally connected
geometric morphism f is copunctually locally connected if the natural transfor-
mation α of Lemma 2.2.20 is a monomorphism. A Grothendieck topos is called co-
punctually locally connected if the global sections geometric morphism is copunc-
tually locally connected, which can be interpreted in the case of PSh(M) as ‘every
component has at most one fixed point’.

Example 2.2.27. Like punctual local connectedness, copunctual local connectedness
is not a geometric property. Suppose X is a connected, locally connected sober space.
Consider the global sections geometric morphism f : Sh(X)→ Set. Viewing the objects
of Sh(X) as local homeomorphisms, the map αE : f∗(E) → f!(E) sends each global
section s to the unique connected component of E that contains the image s(X). If X
has an open subset U not equal to the empty set or all of X, we can construct a local
homeomorphism π : E → X by taking E to be the quotient of the disjoint union of two
copies of X which identifies the two copies of U , and take π to be the natural projection
map. This E is connected since X is, but has exactly 2 global sections, so αE fails to be
monic. Thus Sh(X) is colocally punctually connected if and only if X is the one point
space.

Another equivalent property relates to the internal logic of PSh(M).

Definition 2.2.28. A topos E is said to be de Morgan if its subobject classifier is de
Morgan as an internal Heyting algebra. Equivalently, this says that for any subobject
A of an object B of E , we have (A→ 0)∪ ((A→ 0)→ 0) = B in the Heyting algebra of
subobjects of B.

Example 2.2.29. Let X be a topological space. Then from [Joh02, Example D4.6.3(b)]
we know that Sh(X) is de Morgan if and only if X is extremally disconnected, i.e.
the closure of every open subset of X is again open.

The name ‘extremally disconnected’ is a bit misleading, since the existence of a
dense point in X (see Proposition 2.2.46 below) makes X both connected and extremally
disconnected. An explanation for this confusion is that extremal disconnectedness was
originally only defined by Gleason for Hausdorff spaces in [Gle58]. In that situation,
extremal disconnectedness is strictly stronger than total disconnectedness.

More generally, if X =
⨆︁
i∈I Xi is a disjoint union of a family {Xi}i∈I of irreducible

topological spaces in the sense to be defined in Proposition 2.2.46, then it follows that
X is extremally disconnected. If X is a variety (with the Zariski topology), then X is
extremally disconnected if and only if each of its connected components is irreducible.
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Definition 2.2.30. A monoid M is said to satisfy the right Ore condition or is left
reversible if for every m1,m2 ∈ M there exists m′

1,m
′
2 ∈ M with m1m

′
1 = m2m

′
2, or

equivalentlym1M∩m2M ̸= ∅. We employ the former terminology, as used by Johnstone
in [Joh02, Example A2.1.11]; the latter is employed by Sedaghatjoo and Khaksari in
[SK17] and by Kilp et al. in [KKM91].

Theorem 2.2.31 (Conditions for PSh(M) to be de Morgan). Let M be a monoid, Ω the
subobject classifier of PSh(M), Γ, C : PSh(M)→ Set the usual functors and α : Γ→ C
the natural transformation from Lemma 2.2.20. The following are equivalent:

1. C preserves monomorphisms, so the terminal left M -set is monomorphism-flat.
2. Any two non-empty sub-M -sets of an indecomposable right M -set have non-empty

intersection.
3. M satisfies the right Ore condition.
4. Any sub-M -set of an indecomposable right M -set is either empty or indecompos-

able.
5. C(Ω) is a two element set (combined with condition 1, this means that C preserves

the subobject classifier).
6. PSh(M) is de Morgan.
7. α : Γ→ C is a monomorphism; that is, PSh(M) is copunctually locally connected.

Proof. (1 ⇒ 2) Let A be indecomposable and let A1, A2 ⊆ A be two non-empty sub-
M -sets of A. Since C(A1 ∪ A2) ↪→ C(A) = 1 (and the first expression has at least one
element), the two subsets must intersect, by the inclusion-exclusion principle.

(2 ⇒ 3) Applying (2) to the principal M -sets generated by elements m1,m2 ∈ M
gives the right Ore condition.

(3 ⇔ 4) Informally, given a finite zigzag connecting elements a1, a2 in an indecom-
posable right M -set A, the right Ore condition allows us to inductively ‘push out’ the
spans of this zigzag to obtain elements m1,m2 with a1 ·m1 = a2 ·m2, so any sub-M -set
containing a1 intersects any containing a2; it follows that any non-empty sub-M -set is
indecomposable. Conversely, the union of a pair of principal ideals in M being indecom-
posable means they must intersect, else we could not construct a connecting zigzag.

(4⇒ 1) A subobject of an M -set A is a coproduct of subobjects of the indecompos-
able components of A. In particular, (4) ensures that the image under C of an inclusion
of sub-M -sets is monic.

(3 ⇔ 5) Recall from Section 2.1.1 that the subobject classifier Ω of PSh(M) is the
collection of right ideals of M . Given a non-empty ideal I of M and m ∈ I, we have
I · m = M , so the connected component of Ω containing M also contains all of the
non-empty ideals. Since ∅ is a fixed point of Ω, C(Ω) has two elements if and only if
I ·m is non-empty whenever I is for every m ∈M (otherwise C(Ω) is a singleton). Since
the action of M on Ω is order-preserving, it is necessary and sufficient that this is true
for the principal ideals, and m1M ·m ̸= ∅ if and only if m1M ∩mM ̸= ∅.

(3 ⇔ 6) By [Joh02, Example D4.6.3(a)], the topos of presheaves on a category C is
de Morgan if and only if C satisfies the right Ore condition, which reduces to Definition
2.2.30 when C has a single object.
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(1⇒ 7) Since the counit of a hyperconnected geometric morphism is monic [Joh02,

Proposition A4.6.6], we have αX = CϵX◦
(︁
δΓ(X)

)︁−1
is monic when C preserves monomor-

phisms.
(7 ⇒ 3) Let m1,m2 ∈ M . Generate a right congruence of M from the relations

m1n ∼ m1n
′ and m2n ∼ m2n

′ for all n, n′ ∈M . The quotient of M by this congruence
is indecomposable, so has at most one fixed point since α is monic; in particular, the
equivalence classes represented by m1 and m2 are fixed and so must be equal. That is,
m1M ∩m2M ̸= ∅.

The equivalences (1 ⇔ 3) and a partial form of (3 ⇔ 4) appear respectively as
[KKM91, Exercise 12.2(2) and Exercise 11.2(2)].

Remark 2.2.32. Following [LM15], an object X of a topos E is called contractible if
XA is connected for all objects A of E . Lawvere and Menni say a pre-cohesive topos
is sufficiently cohesive if every object can be embedded in a contractible object.
Equivalently, a pre-cohesive topos is sufficiently cohesive if and only if the subobject
classifier is connected, see [Law07, Proposition 4]. As we observed in the proof of (3⇔ 5)
above, the subobject classifier of PSh(M) is connected if and only if M does not satisfy
the right Ore condition. It follows easily that PSh(M) is sufficiently cohesive if and only
if M has at least two right-absorbing elements.

Since any group satisfies the right Ore condition, the equivalent properties of The-
orem 2.2.31 are satisfied when M is a group; we shall see further special cases while
investigating stronger properties in subsequent sections. Since every monomorphism in
a topos is regular, C preserving equalizers implies C preserves monomorphisms. How-
ever, preserving equalizers is a strictly stronger condition:

Example 2.2.33 (Connected components functor can preserve monomorphisms but
not equalizers). Consider the commutative monoid M = N of natural numbers under
addition. Clearly, N satisfies the right Ore condition, so PSh(N) is de Morgan. We prove
that the functor C does not preserve equalizers in this case. Consider the diagram of
right N-sets

N N,
id

s
(2.7)

with s the successor map, i.e. s(n) = n+1. Then the equalizer of this diagram is empty.
But applying the connected components functor to (2.7) gives

{∗} {∗}
C(id)

C(s)

with C(id) and C(s) both the identity map. So the equalizer of this diagram is {∗},
which does not agree with C(0) = 0.

We shall see in Theorem 2.2.48 the extent to which preservation of equalizers is
stronger than preservation of monomorphisms for C. We first examine the conditions
under which the connected components functor preserves finite products.
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2.2.5 Spans and strong connectedness

Definition 2.2.34. A geometric morphism f : F → E is called strongly connected if
it is locally connected and its left adjoint f! preserves finite products.

If f is strongly connected, then in particular f!(1) = 1, so f is connected. This means
that f is strongly connected if and only if it is connected, locally connected, such that
f! preserves binary products.

One justification for this name is a geometric one, but as we shall see in Proposition
2.2.46, it coincides with a stronger property, called total connectedness, for toposes of
the form Sh(X). Therefore we give some justification in terms of presheaf toposes in
Example 2.2.35.

Let D be a small category. Recall that colimits of shape D commute with finite
products in Set if and only if D is a sifted category; we refer the reader to the
survey on sifted colimits [ARV10] for background on these. Concretely, siftedness may
be expressed as the requirement that for each pair of objects D1, D2 in D, the category
Cospan(D1, D2) of cospans on this pair of objects is non-empty and connected. More
abstractly, siftedness may be characterized by the diagonal functor D → D×D being a
final functor.

Example 2.2.35. The presheaf topos PSh(D) is always locally connected. The left
adjoint f! in its global sections geometric morphism sends X : Dop → Set to its colimit.
It follows by considering the terminal object of PSh(D) that PSh(D) is connected if and
only if D is connected as a category, and that f! preserves finite products if and only if
Dop is sifted, which is to say that the categories of spans Span(D1, D2) with D1, D2 ∈ D
are connected too.

Applying this to the case where D has just one object, we arrive at the following:

Proposition 2.2.36 (Conditions for PSh(M) to be strongly connected). Let M be a
monoid and C : PSh(M) → Set the connected components functor. The following are
equivalent:

1. C preserves finite products, i.e. PSh(M) is strongly connected over Set, or the
terminal left M -set is finitely product-flat.

2. C preserves binary products.
3. The diagonal monoid homomorphism D :M →M ×M is initial as a functor.
4. The category Span(M) of spans on M is connected.
5. Any product of two indecomposable M -sets is indecomposable.
6. As a right M -set, M ×M is indecomposable.

Proof. The equivalence of (1), (2), (3) and (4) follows from the preceding discussion.
(2 ⇒ 5 ⇒ 6) Given indecomposable M -sets X,Y , we have C(X × Y ) ∼= C(X) ×

C(Y ) ∼= 1, so X × Y is indecomposable; the special case X = Y =M gives (6).
(6⇒ 4) A morphism of spans m : (x, y)→ (xm, ym) is, by inspection, the action by

right multiplication of m ∈M on the corresponding element (x, y) ∈M ×M .
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Example 2.2.37. Suppose M is a non-trivial group. Then C fails to preserve products
since M × M decomposes into orbits indexed by the elements of M . This can also
be deduced from Proposition 2.2.51 below combined with the result [Joh02, Scholium
A2.3.9] that a logical functor with a left adjoint which preserves finite limits must be an
equivalence.

Lemma 2.2.38. Suppose M is a monoid with a right absorbing element. Then M ×M
is indecomposable as a right M -set.

Proof. At the level of toposes, one can prove that any punctually locally connected
geometric morphism f has leftmost adjoint f! preserving products, as Johnstone does
in [Joh11, Proposition 2.7]. More concretely, let r be a right absorbing element and
(x, y) ∈M ×M . Then (x, y)r = (xr, yr) = (1, yr)xr and (1, 1)yr = (yr, yr) = (1, yr)yr,
which gives a zigzag connecting (x, y) and (1, 1), making M ×M indecomposable as
required.

2.2.6 Preserving exponentials

In the context of PSh(M) being a strongly connected topos, it makes sense to ask under
which extra conditions the connected components functor is cartesian-closed; we explore
this and some related conditions now for the sake of curiosity. First, we recall from
(2.3) in Section 2.1.1 that for right M -sets P and Q we have QP = HomM (M × P,Q)
in PSh(M). The comparison morphism θP,Q for C sends the connected component
[g] ∈ C(QP ) to the function sending a component [p] ∈ C(P ) to the component [g(1, p)] ∈
C(Q), where g :M ×P → Q, p ∈ P and g(1, p) ∈ Q are representative elements of their
respective components.

For a general geometric morphism f : F → E to be locally connected, the inverse
image functor not only needs a left adjoint f!, but this adjoint must be E-indexed,
which can be paraphrased as the condition that transposition from F to E across the
adjunction (f! ⊣ f∗) should preserve pullback squares of a suitable form. We refer the
reader to [BF06, Definition 1.2.1] for a more precise statement of this, but we will only
use the following fact.

Fact 2.2.39. Let f : F → E be a connected, locally connected geometric morphism.
Then for every Y in F , X in E we have:

f!(Y × f∗(X)) ∼= f!(Y )×X ∼= f!(Y )× f!f∗(X),

naturally in X and Y . Thus even when f is not strongly connected, we can construct
the canonical morphisms θf∗(X),Y : f!(Y

f∗(X))→ f!(Y )f!f
∗(X).

Definition 2.2.40. Let f : F → E be an essential geometric morphism satisfying
f!(1) = 1. Observe that since colimits are stable under pullback in a topos, we have
Y ×

∐︁n
i=1 1 =

∐︁n
i=1 Y for any object Y , so that products of this form are preserved

by f!. Thus the canonical morphisms θ(
∐︁n

i=1 1),Y
: f!(Y

(
∐︁n

i=1 1)) → f!(Y )(
∐︁n

i=1 1) are
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well-defined. When they are isomorphisms for every n, we say f is finitely power-
connected.

Now suppose f is a connected, locally connected geometric morphism. Then we
say f! preserves E-indexed powers, or that f is power-connected if θf∗(X),Y is an
isomorphism for all objects X ∈ E and Y ∈ F . Since f∗(

∐︁
i∈I 1)

∼=
∐︁
i∈I 1 in F , this

implies finite power-connectedness.
Finally, suppose f is strongly connected. We say f is cartesian-closed-connected2

if f! is cartesian-closed. By inspection, this implies being power-connected.

The first of these definitions is clearly implied by strong connectedness, since powers
correspond to products in which all entries are equal. For the global sections morphisms
of the toposes studied in this paper, however, it is equally strong:

Corollary 2.2.41. The global sections morphism of PSh(M) is finitely power-connected
if and only if it is strongly connected, since PSh(M) is strongly connected if and only if
M ×M =M2 is indecomposable by Proposition 2.2.36. See Proposition 2.2.46 below for
this result in the case of toposes of the form Sh(X).

For our investigation of power-connectedness, we begin with the case where M fails
to satisfy the right Ore condition. In [SK17, Proposition 3.4] it is noted that a further
condition coinciding with the right Ore condition is the property that every indecompos-
able M -set has finite width, in the sense that there exists an upper bound on the length
of the zigzag needed to connect any pair of elements. This is formalized as follows:

Definition 2.2.42 ([SK17, Section 1]). Let M be a monoid and A a right M -set. We
say that two elements a, b ∈ A can be connected by a scheme of length n if we can
find s1, . . . , sn, t1, . . . , tn ∈M , a1, . . . , an ∈ A such that

a = a1s1, a1t1 = a2s2, . . . , an−1tn = ansn, antn = b.

Proposition 2.2.43. Suppose that M does not satisfy the right Ore condition. Then
the connected components functor C fails to preserve Set-indexed powers; in particular,
C is not cartesian-closed.

Proof. We shall construct an indecomposable right M -set X such that X∆(N) is not
indecomposable.

Since M does not satisfy the right Ore condition, there is some pair of elements a, b
with aM ∩ bM = ∅. Construct the M -set S by quotienting by the equivalence relation
m ∼ m′ if and only if m = m′ or m,m′ ∈ aM or m,m′ ∈ bM . The quotient mapM ↠ S
sends the ideals aM and bM to distinct fixed points of S; abusing notation we call these
fixed points a and b respectively.

Now let X be the quotient of
⨆︁
n∈N S by the equivalence relation identifying the

element b of the nth copy of S with the element a of the (n+ 1)th copy of S. Denoting

2For want of a better name: given the negative results of this section, we have been unable to obtain
enough useful intuition about this condition to inform a suitable choice of name.
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the image of a from the nth copy by an, we observe that for k ∈ N, a0 and ak ∈ X
cannot be connected by a scheme of length less than k.

Elements of X∆(N) can be identified with N-indexed tuples of elements of X, which
we notate as vectors. Take two elements x⃗, y⃗ ∈ X∆(N). If x⃗ and y⃗ can be connected by a
scheme of length 1, then this means that there is some z⃗ ∈ X∆(N) and elements s, t ∈M
such that x⃗ = z⃗s and y⃗ = z⃗t. In particular, for each index n we have xn = zns and
yn = znt so these are connected by a scheme of length 1 in X. Analogously, if x⃗ and y⃗
can be connected by a scheme of length k, then xn and yn can be connected by a scheme
of length k in X for all indices n ∈ N.

Now let xn = an and yn = a0 for all n ∈ N. The resulting elements x⃗ and y⃗ are in
separate components of X∆(N), since for any k ∈ N, an element z⃗ connected to y⃗ by a
scheme of length less than k cannot have kth component equal to ak. Thus X

∆(N) is not
indecomposable, as claimed.

For the case where M satisfies the right Ore condition and PSh(M) is power-
connected, we have Theorem 2.2.56.9 below. Finally, we examine the still stronger
condition of cartesian-closed-connectedness.

Proposition 2.2.44. Suppose that M satisfies the right Ore condition and that the
connected components functor C is cartesian-closed. Then M is trivial.

Proof. Being cartesian-closed requires that C(MM ) ∼= C(M)C(M) ∼= 1, so MM is in-
decomposable. In particular, the projection maps π1, π2 : M × M ⇒ M in MM =
HomM (M ×M,M) must be in the same component under the action described above.
But since M has the right Ore condition, they are in the same component if and only if
there are m1,m2 with π1 ·m1 = π2 ·m2. By inspection of the action, π2 ·m2 = π2 for all
m2 ∈ M , while π1 ·m1 is independent of the second argument for any m1 ∈ M , so the
same must also be true of π2, which forces M to be trivial.

2.2.7 Right collapsibility and total connectedness

We can express localness of a connected geometric morphism f (Definition 2.2.17) as the
existence of a right adjoint to f in the 2-category of Grothendieck toposes and geometric
morphisms; see [Joh02, Theorem C3.6.1]. From this perspective, the dual property to
localness, appearing in [Joh02, Theorem C3.6.14], is total connectedness.

Definition 2.2.45. A geometric morphism f : F → E is called totally connected if
it is locally connected and the left adjoint f! preserves finite limits.

The following is adapted from Johnstone’s results, [Joh02, Example C3.6.17(a)] and
[Joh11, Lemma 1.1].

Proposition 2.2.46. Let X be a sober topological space. Then the following are equiv-
alent:

1. Sh(X) is totally connected.
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2. Sh(X) is strongly connected.
3. Sh(X) is finitely power-connected.
4. Any non-empty open subset of X is connected and a finite intersection of these is

nonempty.
5. X is irreducible: if X = X1 ∪X2 for closed subsets X1 and X2, then X1 = X or

X2 = X.
6. X has a dense point, i.e. a point that is contained in all non-empty open sets.

Proof. (1⇒ 2⇒ 3) These implications are trivial.
(3⇒ 4) Let X be a connected, locally connected topological space such that Sh(X)

is finitely power-connected with global sections geometric morphism f : Sh(X) → Set.
For two open subsets U and V , their product as subterminal objects in Sh(X) is given
by the intersection U ∩ V . Since f! preserves finite powers, we know that the natural
map f!(U) → f!(U) × f!(U) coincides with the diagonal and is an isomorphism, which
shows that U is connected whenever it is non-empty (since U has at least one connected
component). Moreover, for non-empty U, V , if we had U ∩ V empty, U ∪ V would be a
disconnected open set, a contradiction.

(4⇔ 5) Given closed subsetsX1, X2 ⊂ X withX1∪X2 = X, we have (X−X1)∩(X−
X2) = ∅. Given that intersections of non-empty open sets are non-empty, this means
that one of (X −X1) or (X −X2) must be empty. Hence X is irreducible. Conversely,
given two disjoint open subsets, their complements are closed and cover X, so one of
them must be empty.

(4⇒ 6) Condition (4) ensures that the non-empty open sets of X form a completely
prime filter, and hence correspond to a point contained in every open set.

(6 ⇒ 1) Having a dense point ensures that X is connected and locally connected.
Expressing Sh(X) as the category of local homeomorphisms over X, each connected
component of an object E → X must meet the fibre over the dense point in exactly
one point. The inverse image functor of (the geometric morphism corresponding to) this
point, which gives the set of points of E lying in the fibre over it, is therefore isomorphic
to the connected components functor f!. Being the inverse image functor of a geometric
morphism means that f! preserves finite limits, as required.

For a ring R without non-zero nilpotent elements, Spec(R) is irreducible (for the
Zariski topology) if and only if R does not have zero divisors (i.e. R is a domain).

As in the last section, we can express the connected components functor as sending an
M -set to its colimit as a functor. Thus C preserves finite limits if and only if colimits of
shapeMop commute with finite limits in Set. A well-known result regarding commuting
limits and colimits is that colimits of shape D commute with finite limits in a topos if
and only if D is filtered, which means concretely that:

• D is non-empty,
• For any pair of objects P,Q of D, there is a cospan from P to Q.
• For any pair of parallel morphisms f, g : P ⇒ Q there is some h : Q → R in D
with hf = hg.

49



One might compare these conditions to those for flat functors in Definition 1.5.3. We
correspondingly say that D is cofiltered if Dop satisfies these conditions. Applying this
to M as a one-object category as in the last section, the first two conditions are trivial,
so we arrive at the following definition.

Definition 2.2.47 (see [SK17], [KKM91, III, Definition 14.1]). We say that M is right
collapsible if for any pair m1,m2 of elements of M , there exists m ∈ M with m1m =
m2m, that is, if M is cofiltered as a category.

Theorem 2.2.48 (Conditions for PSh(M) to be totally connected). The following are
equivalent, for C the connected components functor:

1. C preserves finite limits, i.e. PSh(M) is totally connected, or the terminal left
M -set 1 is flat.

2. M is cofiltered as a category.
3. M is right collapsible.
4. C preserves pullbacks.
5. C preserves equalizers.
6. The category of points of PSh(M) has a terminal object.

Proof. (1⇔ 2⇔ 3) follows from the discussion above.
(1⇒ 4⇒ 5) The first implication is trivial, the latter is Proposition 2.1.6.
(5⇒ 3) For m1,m2 ∈M , consider the diagram

M M
m1·

m2·
.

Because C preserves equalizers, the equalizer of this diagram is non-empty, so there is
an m ∈M with m1m = m2m.

(1⇔ 6) The category of points of PSh(M) can be identified with the category of flat
left M -sets and homomorphisms of M -sets between them. Since in particular M (with
left action given by multiplication) is flat, the category of points has a terminal object
if and only if 1 is flat (on the left), since any other non-empty M -set admits more than
one homomorphism from M .

Remark 2.2.49. Note that a functor into Set is flat in the sense of Definition 1.5.3 if and
only if its category of elements is filtered in the above sense; since the general definition of
the category of elements is rather involved, we mention only in passing that the category
of elements for the terminal leftM -set is preciselyMop, which gives an alternative proof
of the equivalence (1⇔ 2) in the above.

Remark 2.2.50. In the above we recovered Sedaghatjoo and Khaksari’s result [SK17,
Lemma 3.7], which is the equivalence (1 ⇔ 3). The equivalence (4 ⇔ 5) can also
be seen as the statement that the left M -set with one element is pullback-flat if and
only if it is equalizer-flat. In the semigroup literature, it is shown more generally
that equalizer-flatness and pullback-flatness coincide for cyclic M -sets, see Kilp et al.
[KKM91, III,Theorem 16.7].
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In [SK17, Corollary 3.8], Sedaghatjoo and Khaksari show that a monoid M is right
collapsible if and only if it is right Ore and M ×M is indecomposable as a right M -set
with the diagonal action. By the characterizations in preceding sections, this means that
PSh(M) is totally connected if and only if it is de Morgan and strongly connected. We
give an alternative proof of this fact:

Proposition 2.2.51. Let M be a monoid. Then PSh(M) is totally connected if and
only if it is de Morgan and strongly connected.

Proof. If the connected components functor preserves finite limits, then it certainly also
preserves finite products and monomorphisms. Conversely, suppose that C preserves
finite products and monomorphisms. To show that C preserves all finite limits, it is
enough to show that C preserves equalizers, so suppose we are given an equalizer dia-
gram,

E X Y.
f

g

Since C(E) is a subobject of C(X) and C preserves coproducts, it is enough to show
that E is non-empty whenever X and Y are indecomposable. Because C preserves finite
products, X×Y is indecomposable. Therefore, consider the two (non-empty) subobjects

{(x, y) ∈ X × Y : f(x) = y} {(x, y) ∈ X × Y : g(x) = y}.

Their intersection is isomorphic to E, and is non-empty by part 2 of Theorem 2.2.31.

Proposition 2.2.51 enables us to show that whenM is a monoid with PSh(M) strongly
connected, C need not preserve all monomorphisms. This demonstrates (for example)
that the properties of a topos of being de Morgan and strongly connected are indepen-
dent.

Example 2.2.52 (Strongly connected ̸⇒ de Morgan). Let M = {1, a, b} be the three-
element monoid with a and b right-absorbing. In this case, PSh(M) can be identified
with the topos of reflexive graphs. This topos also appears in the work of Connes and
Consani [CC19], where the objects of this topos are seen as sets equipped with a certain
notion of reflexive relation. It follows from Lemma 2.2.38 that PSh(M) is strongly
connected. However, aM ∩ bM = 0 so PSh(M) is not de Morgan.

2.2.8 Left absorbing elements and colocalness

Definition 2.2.53. A more direct dual of Definition 2.2.17 in the context of essential
geometric morphisms is the existence of an ‘extra left adjoint’. We say that a locally
connected Grothendieck topos E with global sections morphism f is colocal if the left
adjoint f! has a further left adjoint. More generally, we might say a locally connected
geometric morphism f : F → E is colocal if its left adjoint f! has a further E-indexed
left adjoint.
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There is a characterization of topological spaces X such that Sh(X) is colocal com-
parable to Proposition 2.2.18.

Proposition 2.2.54. Let X be a locally connected sober topological space. Then Sh(X)
is a colocal topos if and only if X has a (necessarily unique) dense open point, i.e. a
point x0 ∈ X such that {x0} is an open set that is contained in all other open sets.

Proof. Suppose that X has a dense open point x0. From the proof of Proposition
2.2.46, we know that the connected components functor f! of Sh(X) coincides with the
inverse image functor for the geometric morphism corresponding to x0. Moreover, we
can construct a left adjoint to f! which maps a set S to the sheaf FS defined as

FS(U) =

{︄
S if U = {x0}
0 otherwise.

,

So Sh(X) is a colocal topos.
Conversely, suppose that Sh(X) is a colocal topos. Then the connected compo-

nents functor preserves arbitrary limits. In particular, it preserves the terminal ob-
ject and monomorphisms, which shows that each non-empty open subset of X is con-
nected. Now consider the diagram {Ui}i∈I of all non-empty open subsets of X. We
have C(

⋀︁
U∈O(X) U) =

⋀︁
U∈O(X)C(U) = 1, so

⋀︁
U∈O(X) U is a minimal non-empty open

subset. Because X is sober, this minimal open subset contains exactly one point.

For a commutative ring R without zero-divisors, we find that the topos of sheaves
on Spec(R) (with the Zariski topology) is colocal if and only if there is an f ∈ R such
that R[f−1] is a field (necessarily the field of fractions of R). In this case, R is called a
Goldman domain. If we assume that R is noetherian, then R is a Goldman domain if
and only if R has only finitely many prime ideals; see [Cla15, Theorem 12.4].

Lemma 2.2.55. Suppose M is a monoid with a left absorbing element l. Then for any
right M -set A, we have C(A) ∼= Al, for C the connected components functor.

Proof. Recall that we can express C(A) as the set of equivalence classes of A under
the equivalence relation generated by a ∼ a · m for a ∈ A, m ∈ M . Clearly every
equivalence class has a representative of the form a · l, so it suffices to show that if
a ∼ b then a · l = b · l (so this representative is unique). Indeed, for a ∼ b to hold
there must be a finite sequence of elements of A, a = a0, a1, . . . , ak = b and elements
m0, . . . ,mk−1 and n1, . . . , nk with ai ·mi = ai+1 ·ni+1 for i = 0, . . . , k−1. Then we have
ai · l = ai ·mil = ai+1 · ni+1l = ai+1 · l and so inductively a · l = b · l, as required.

The above lemma is the dual of Lemma 2.2.23. We will use it to prove (1 ⇒ 6) in
the following theorem.

Theorem 2.2.56 (Conditions for PSh(M) to be colocal). Let M be a monoid, C :
PSh(M) → Set its connected components functor and Γ : PSh(M) → Set its global
sections functor. The following are equivalent:
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1. M has a left absorbing element.
2. M has a minimal non-empty right ideal whose monoid of endomorphisms as a right

M -set is trivial.
3. The category of indecomposable right M -sets has an initial object.
4. Every indecomposable right M -set has a minimal non-empty subobject admitting

no non-trivial endomorphisms.
5. The category of essential points of M has a terminal object.
6. C has a left adjoint c which preserves connected limits.
7. C has a left adjoint c; that is, PSh(M) is colocal over Set.
8. C preserves arbitrary products, so the terminal left M -set is product-flat.
9. C preserves Set-indexed powers.

Proof. (1 ⇒ 2) Any non-empty right ideal of M must contain the collection of left-
absorbing elements, and the subset of left-absorbing elements is a right ideal of M .
Moreover, any M -endomorphism of an ideal of M must fix the set of left-absorbing
elements (since f(l) = f(l) · l = l for any left-absorbing l), so this minimal ideal has no
non-trivial endomorphisms.

(2 ⇒ 3) Let l be a left-absorbing element. Then the set of left-absorbing elements
can be written as lM , in particular it is indecomposable projective as a right M -set.
We claim that lM is an initial object in the category of indecomposable right M -sets.
Take an indecomposable right M -set X. Note that morphisms lM → X correspond to
elements of Xl ∼= X ⊗M Ml. Because Ml = 1 as a left M -set, we have Xl = C(X) = 1,
so there is a unique morphism lM → X.

(3⇒ 4) Let A be the initial object in the category of indecomposable right M -sets.
Then for every indecomposable right M -set X, there is a unique morphism f : A→ X.
The image Q of f is necessarily contained in every indecomposable subobject ofX, which
in turn implies that it is contained in every subobject. Further, the unique morphism
π : A → Q is an epimorphism, so for any endomorphism g : Q → Q we have g ◦ π = π,
which shows g = 1.

(4⇒ 1) Consider the minimal non-empty subobject A of M . For arbitrary m ∈M ,
take the morphism f : A → M , a ↦→ ma. Then f(A) contains A and f−1(A) = A by
minimality of A. So f defines an endomorphism of A, which is trivial by assumption.
This shows that ma = a, for all m ∈ M and all a ∈ A. In other words, each element of
A is a left-absorbing element.

(1⇔ 5) Recall that the category of essential points can be identified with the category
of indecomposable projective left M -sets. If l is a left absorbing element, then the
terminal left M -set is projective, since we can write it as 1 = Ml. Conversely, if the
category of essential points has a terminal object, then 1 is projective, so there is an
idempotent e ∈M such that 1 =Me. But then e is a left absorbing element.

(1⇒ 6) By Lemma 2.2.55, if l is a left-absorbing element ofM then C = HomM (lM,−),
so C preserves limits. It follows from the Special Adjoint Functor Theorem that C has
a left adjoint c. Using Proposition 1.5.2, we know that c(X) ∼= X × lM , whence it
preserves connected limits. Note that it preserves products if and only if lM has a single
element (so l is a zero element).
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(6⇒ 7⇒ 8⇒ 9) These implications are trivial.
(9⇒ 1) By Proposition 2.2.43, if PSh(M) is power-connected, then M must satisfy

the right Ore condition. Consider the product of |M | copies of M in PSh(M). This is
indecomposable by assumption, so there are elements s, t ∈ M such that (m)m∈M · s =
(1)m∈M · t, which is to say such that ms = t for all m ∈M . Taking m = 1 we have that
s = t is a left-absorbing element, as required.

The equivalence of conditions 1 and 7 appears as Proposition 3.9 of [SK17]; we
underline once again that their ‘right zero’ elements are our ‘left absorbing’ elements.

Remark 2.2.57. Between the preservation of finite products by C in Proposition 2.2.36
and the preservation of arbitrary products in Theorem 2.2.56, we can also investigate
intermediate sizes of products, which can be equivalently stated as the requirement that
colimits over Mop commute with such products (see the discussion in Section 2.2.5).
Surprisingly, by [AKV00, Theorem 3.1] for an arbitrary small category D, commuting
with even countably infinite products forces commutation with equalizers and hence with
all equally large limits. That is, we may as well expand our considerations from products
to arbitrary limits. We can also conclude that the equivalence (7⇔ 8) in Theorem 2.2.56
is true in general for presheaf toposes.

We recall some classical terminology. Let κ be a regular cardinal. Then a κ-small
category is a category for which the collection of morphisms is a set of cardinality
strictly smaller than κ. Further, κ-small limits are limits of diagrams indexed by κ-
small categories. For example, ω-small limits are finite limits, for ω = |N|. We say that
a category D is κ-filtered if every diagram F : I → D, with I a κ-small category, has a
cone over it; this is equivalent to D-colimits commuting with κ-small limits. Dually, D
is κ-cofiltered if Dop is κ-filtered.

It follows that the connected components functor preserves κ-small limits if and only
if M has the property that for any family {mi}i∈I with |I| < κ, there is an m such that:

mim = mjm

for all i, j ∈ I. We may call monoids with this property right κ-collapsible.
Suppose that M is right κ-collapsible for some κ > |M |. Then there is some l ∈ M

such that ml = m′l for all m,m′ ∈M , so by taking m′ = 1 we see that l is left absorbing
(see also the proof of Theorem 2.2.56). However, it is possible that M is |M |-collapsible
but does not have a left-absorbing element. We can construct examples as follows. Let
κ be a regular cardinal. Then we can identify κ with the set of ordinals of cardinality
strictly smaller than κ. The union of two ordinals in κ is still in κ, so the union defines
a (commutative idempotent) monoid structure on κ. Now let {αi}i∈I be a family of
ordinals in κ, with |I| < κ. Then the union α =

⋃︁
i∈I αi is again in κ, because κ is

regular. Clearly, αi ∪ α = α ∪ αj for all i, j ∈ I. So this monoid is right κ-collapsible,
but it does not have a left absorbing element.
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2.2.9 Zero elements

Definition 2.2.58. Let f : F → E be a connected, locally connected geometric mor-
phism. We say f is bilocal if it is both local and colocal. We say f is bipunctually
locally connected if it is both punctually and copunctually locally connected. As
usual, we say a Grothendieck topos has these properties if its global sections morphism
does.

In [Law07, Definitions 1 and 2], Lawvere introduced the terms of quality type
and category of cohesion over a base category. For Grothendieck toposes over Set,
these respectively coincide with the bipunctual local connectedness presented above and
condition 6 of Theorem 2.2.59 below, so that in the case of toposes of the form PSh(M)
over Set they coincide.

Theorem 2.2.59 (Conditions for PSh(M) to be bilocal). Let M be a monoid, Γ and
C the usual functors and α : Γ → C the natural transformation of Lemma 2.2.20. The
following are equivalent:

1. M has a zero element.
2. Γ is full.
3. α is a split monomorphism.
4. α is an isomorphism: PSh(M) is bilocally punctually connected.
5. Γ has a right adjoint and C has a left adjoint: PSh(M) is bilocal.
6. α is epic and C preserves Set-indexed powers.
7. Γ has a right adjoint and C preserves monomorphisms.
8. C has a left adjoint which preserves the terminal object of Set.

Proof. (1 ⇒ 2) Each component of each M -set has a unique fixed point, obtained by
acting by the unique zero element. Given a morphism g : Γ(X) → Γ(Y ) we can map
each element of X to the fixed point in the same component and then apply g to obtain
an M -set homomorphism X → Y whose image under Γ is g.

(2⇒ 3⇒ 4) Let ϵ be the counit of (∆ ⊣ Γ). Then Γ is full if and only if ϵ is a split
monomorphism, which makes Cϵ and hence α a split monomorphism. In particular,
αM : Γ(M) → C(M) = 1 is a split monomorphism, meaning there is a morphism
1 → Γ(M) in Set and so Γ(M) is non-empty, which means M has a right absorbing
element and α must be epic and hence an isomorphism.

(4⇒ 5) Since Γ and C are naturally isomorphic, ∆ is a right and left adjoint to both
of them.

(5⇔ 6) By Theorem 2.2.24, we have that α is epic if and only if Γ has a right adjoint
and by Theorem 2.2.56 we have that C has a left adjoint if and only if C preserves
Set-indexed powers.

(5⇒ 7) This is immediate.
(7 ⇒ 1) By Lemma 2.2.38, M being local makes PSh(M) strongly connected, and

so C also preserving monomorphisms makes PSh(M) totally connected and hence M is
right collapsible by Proposition 2.2.51 and Theorem 2.2.48. Applying right collapsibility
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to any pair of right absorbing elements shows that they must be equal, so there is a
unique right absorbing element, which is thus a zero element.

(5⇔ 8) One direction follows from the fact that ∆ preserves 1. Conversely, any left
adjoint functor whose domain is Set is determined by the image of 1. In particular, if
the left adjoint of C preserves 1 it is naturally isomorphic to ∆, and hence their right
adjoints are naturally isomorphic too, so ∆ is also a right adjoint to Γ.

Note that (4 ⇔ 7) appears in a more general form as [Joh11, Proposition 3.7].
Observe also that Γ being full implies that C is full, but now in an entirely constructive
way!

Remark 2.2.60. Since any monoid with a right-absorbing element has either exactly
one, which is necessarily a zero element, or at least two, we have a dichotomy between
Lawvere’s sufficiently cohesive toposes from Remark 2.2.32 above and their toposes of
quality type. This dichotomy is shown by Menni in [Men14, Corollary 4.6] to hold for
arbitrary pre-cohesive presheaf toposes.

2.2.10 Trivializing conditions

Many of the conditions encountered in this chapter suggest lines of investigation for
further properties. As it turns out, many of these directions turn out to be dead ends,
in the sense that they force the monoid to be trivial. In this section we present a variety
of these conditions. As promised in an earlier section, we include some alternative
weakenings of the concept of cartesian-closedness in this list.

Definition 2.2.61. Suppose F : F → E is a functor between toposes which preserves
products. F is sub-cartesian-closed if the comparison morphisms θP,Q of (2.4) in
Section 2.1.1 are monomorphisms for every pair P,Q of objects of F . If F moreover
preserves monomorphisms and the comparison morphism χ of (2.6) is a monomorphism,
we say F is sublogical.

Sublogical functors appear in the definition of open geometric morphisms: a geo-
metric morphism is called open if its inverse image functor is sub-cartesian-closed. We
therefore refer the reader once again to Johnstone [Joh02, Section C3.1] for background
on this concept, where a different but equivalent definition is given. Since any hyper-
connected morphism is open, [Joh02, Corollary C3.1.9], we have that ∆ is sub-logical
for any monoid M .

Theorem 2.2.62 (Conditions for PSh(M) to be equivalent to Set). LetM be a monoid,
PSh(M) its topos of right actions, and Γ,∆, C the usual functors. The following are
equivalent:

1. M is the trivial monoid.
2. The geometric morphism (∆ ⊣ Γ) is an equivalence.
3. Γ is full and faithful, or the above geometric morphism is an inclusion of toposes.
4. Γ is faithful.
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5. The geometric morphism (∆ ⊣ Γ) is localic.
6. C is full and faithful.
7. C is faithful.
8. Γ is cartesian-closed or logical.
9. Γ is sub-cartesian-closed or sub-logical.

10. ∆ is logical and C preserves products.
11. C is logical, cartesian-closed, sub-logical or sub-cartesian-closed.
12. Γ reflects binary coproducts or binary products or the terminal object or monomor-

phisms.

Proof. (1⇔ 2) This is immediate after noting that the trivial monoid is the only monoid
which can represent Set as a presheaf topos.

(2 ⇔ 3 ⇒ 4 ⇒ 5 ⇒ 2) Since any equivalence is an inclusion and Γ is faithful if and
only if the counit of (∆ ⊣ Γ) is epic, which is sufficient to make the geometric morphism
localic. But a geometric morphism which is hyperconnected and localic is automatically
an equivalence.

(2 ⇒ 6 ⇒ 7 ⇒ 5) The components of an equivalence are always full and faithful.
The second implication is trivial, and C is faithful if and only if the unit of (C ⊣ ∆) is
a monomorphism, which is again sufficient to make the geometric morphism localic.

(3⇔ 8⇒ 9⇔ 3) Since Γ : PSh(M)→ Set always preserves the subobject classifier
by [Joh02, Proposition A4.6.6(v)], it is logical if and only if it is cartesian-closed, and
the latter is equivalent to the global sections morphism being full and faithful by Lemma
A4.2.9 there. Being sub-logical (or equivalently sub-cartesian-closed) is an apparently
weaker condition, but is still equivalent to the geometric morphism being an inclusion
by [Joh02, Proposition C3.1.8].

(1⇔ 10) This is the content of Example 2.2.37.
(2 ⇒ 11 ⇒ 1) The components of an equivalence are always logical. Conversely, we

observed in the proof of Theorem 2.2.31 that C(Ω) always has one or two elements, so
that the comparison morphism χ for C is always monic. Being sublogical is therefore
equivalent to being sub-cartesian-closed. The remaining implication is contained in the
proofs of Propositions 2.2.43 and 2.2.44, since in both cases we actually showed that one
of the comparison morphisms failed to be monic.

(2 ⇒ 12 ⇒ 1) All of the functors involved in an equivalence preserve and reflect all
limits and colimits. If Γ reflects coproducts, consider two cases. First, if Γ(M) = ∅,
then Γ(1 ⊔ M) = Γ(1) ⊔ Γ(0) forces 1 ⊔ M ∼= 1 ⊔ 0, a contradiction. On the other
hand, if Γ(M) is non-empty then M has some right absorbing elements; consider the
M -set X obtained by identifying them all. Then in particular Γ(X) = 1 = Γ(1) and
hence Γ(X ⊔ 1) ∼= Γ(1) ⊔ Γ(1) forces X ⊔ 1 ∼= 1 ⊔ 1 and hence X ∼= 1; it follows that
every element of M was right-absorbing and so M ∼= 1 as required. The arguments for
binary products, the terminal object or monomorphisms are similar: replace the reflected
coproducts with the reflections of Γ(M × 1) = Γ(0) × Γ(1) or Γ(X × 1) = Γ(1) × Γ(1)
in the first case; Γ(M ⊔ 1) = Γ(1) and Γ(X) = Γ(1) in the second case and with the
morphisms M ↠ 1 and X ↠ 1 in the final case.
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2.3 Conclusion

2.3.1 Summary table

We summarize some of the properties and results obtained in this paper regarding the
global sections functor and connected components functor in Table 2.1 and Table 2.2.

Table 2.1: Summary of results regarding Γ

Topos
property

Topological
property

Monoid
property

Γ preserves Examples

Local ∃ focal point ∃ right
absorbing
element

all colimits
(equiv.

epimorphisms)

multiplicative
monoid of a
ring, End(S)

Strongly
compact

e.g. spectral or
compact
Hausdorff

right-weakly
finitely

generated

filtered
colimits

as in the cell
above, as well
as finitely
generated
monoids

Table 2.2: Summary of results regarding C

Topos
property

Topological
property

Monoid
property

C preserves Examples

Colocal ∃ open dense
point

∃ left
absorbing
element

all limits
(equiv.

products)

End(S)op

Totally
connected

irreducible right
collapsible

finite limits
(equiv.

equalizers)

End(S)op,
(N,max)

Strongly
connected

irreducible M ×M is in-
decomposable

finite products End(S)op,
End(S)

de Morgan extremally
disconnected

right Ore monomor-
phisms

End(S)op, any
commutative

monoid

2.3.2 Notable omissions

This chapter is far from an exhaustive presentation of what topos-theoretic properties
mean for toposes of the form PSh(M) and the monoids presenting them: we have fo-
cused exclusively on those properties expressible in terms of the functors constituting
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the global sections geometric morphism. Before closing out the chapter, we give a cou-
ple of examples of other topos-theoretic properties and their translations into monoid
properties.

A Grothendieck topos E is said to be an étendue if there is an objectX of E such that
the slice topos E/X is localic, i.e. such that E/X is equivalent to the category of sheaves
on a locale. This can alternatively be stated as the existence of an atomic geometric
morphism to E from a localic topos. By [Joh02, Lemma C5.2.4], a presheaf topos PSh(C)
is an étendue if and only if every morphism in the category C is a monomorphism. For
a monoid M , it follows that PSh(M) is an étendue if and only if for all a, b,m ∈M , the
equality ma = mb implies that a = b. Monoids with this property are usually called left
cancellative.

An object A of a topos is called decidable if the diagonal subobject A ↪→ A × A
has a complement. In particular, if A is a right M -set, then A is decidable if for two
distinct elements a, b ∈ A we have a ·m ̸= b ·m for all m ∈M . Subobjects of decidable
objects are again decidable. We say a topos is locally decidable if every object is a
quotient of a decidable object. By [Joh02, Remark C5.4.3], PSh(M) is locally decidable
if and only if PSh(Mop) is an étendue. So PSh(M) is locally decidable if and only if for
all a, b,m ∈ M , the equality am = bm implies that a = b, which is to say that M is
right cancellative, dually to the above.

We shall discuss some broader directions for further investigation in Section 1.1 of
the Conclusion.
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Chapter 3

Supercompactly Generated
Toposes

In this chapter we shall present and thoroughly investigate the class of supercompactly
generated toposes. By a supercompactly generated topos, we mean a topos with a sepa-
rating set of supercompact objects (see Definition 3.1.1). This class includes all regular
toposes (Example 3.1.5), as well as all presheaf toposes and some other important classes
described in Proposition 3.1.6, and so is of general interest in topos theory. Our mo-
tivation for examining this broad class of toposes is that, as we shall eventually see in
Theorem 3.1.57, any topos admitting a hyperconnected morphism from a supercompactly
generated Grothendieck topos (such as a presheaf topos) will also be such a topos. This
notably includes our motivating example of toposes of continuous actions of a topological
monoid on sets, which we shall present in Chapter 5; such toposes typically do not fall
into any of the other aforementioned classes (see Example 3.1.7), whence our desire to
develop a general theory of these toposes ahead of time.

Since it is convenient to do so, we also study compactly generated toposes, which are
conceptually similar enough that we can prove analogous results about them with little
extra work. For brevity, some of the section headings refer only to the supercompact
naming conventions.

Some relevant results appear in Section 4.1 of the thesis of Bridge, [Bri12]1; this is a
theoretical excursion from the main topics of that thesis, but one yield of their results
is that the notion of Krull-Gabriel dimension for regular toposes respects inclusions of
regular subtoposes. Where there are overlaps between the basic results of that paper and
our work, the main distinction of the present chapter is the emphasis on topos-theoretic
machinery: the present author avoids reasoning directly with sheaves as far as possible,
which allows for more concise categorical proofs.

Our developments of the relevant classes of geometric morphisms for studying these
toposes draw from and generalize the definitions and results for proper and relatively

1Bridge refers to our supercompactly generated toposes as ‘locally supercompact ’; the reason for the
terminology choice of the present author is that the adverb “locally” is already overloaded in topos
theory literature.
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proper geometric morphisms in [MV00, Chapters I and V]. We show how those no-
tions of compactness for geometric morphisms interact with the notion for objects inside
a topos, and ultimately show that the definitions we arrive at are the ‘right’ notion
of morphisms between (super)compactly generated toposes, since they are induced by
morphisms between the natural sites for these toposes.

For the site-theoretic material, we rely on the monograph [Car19], which contains
general results about site representations of toposes; we quote some of those results with-
out proof here. As such, the principal and finitely generated sites of Section 3.2 can be
appreciated as illustrative applications of the abstract techniques from that monograph.

In [KY17], one can find ‘B-sites’, which are a restricted class of the principal sites
found here. These sites are subsequently constrained further so as to yield toposes of
actions of ‘locally prodiscrete’ monoids2, but their developments raise the question of
which toposes are generated from less restricted sites. The present chapter provides
some answers.

Overview

The structure of this chapter is as follows. In Section 3.1.1, we recall the definitions
of supercompact and compact objects in a topos. This leads us to formally define
supercompactly and compactly generated toposes in Section 3.1.2.

In Section 3.1.3, we turn to the full subcategories of supercompact and compact ob-
jects in a topos, presenting the structure they inherit from their ambient toposes, with
a focus on monomorphisms, epimorphisms, and the classes of funneling and multifun-
neling colimits, which we introduce in Definitions 3.1.10 and 3.1.13. The purpose of this
investigation is to present these subcategories as canonical sites for supercompactly and
compactly generated toposes in Section 3.1.4, which we do in Theorem 3.1.25. In Section
3.1.5, we investigate some extra conditions on a supercompactly generated topos which
guarantee further properties of its category of supercompact objects.

In Section 3.1.6, we examine some classes of geometric morphism whose inverse image
functors preserve supercompact or compact objects, introducing the notions of pristine
and polished geometric morphisms in analogy with proper geometric morphisms (Defi-
nition 3.1.36), before focusing on relative versions of these properties (Definition 3.1.39)
which are more directly useful in our analysis. Having established these definitions, we
examine how some more familiar classes of geometric morphism interact with super-
compactly and compactly generated toposes: surjections and inclusions in Section 3.1.7,
then hyperconnected morphisms in Section 3.1.8. This exploration gives us several tools
for constructing such toposes, which are summarized in Theorem 3.1.59.

The focus of Section 3.2 is a broader site-theoretic investigation. In Section 3.2.1, we
exhibit the categorical data of principal and finitely generated sites, which are natural
classes of sites whose categories of sheaves are supercompactly and compactly generated
toposes, respectively. In Section 3.2.2, we examine the morphisms between the repre-

2We were unable to find a satisfactory definition of the property of local prodiscreteness in the
literature.
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sentable sheaves on these sites, and then show in Section 3.2.3 how a general such site
may be reduced via a canonical congruence without changing the resulting topos. We use
what we have learned about these sites in Section 3.2.4 to characterize the categories of
supercompact and compact objects which were the subject of Section 3.1.4 as reductive
and coalescent categories, respectively (Definition 3.2.22), satisfying additional technical
conditions. We make the correspondence between such categories and the toposes they
generate explicit in Theorem 3.2.32, briefly examining the special cases of these cate-
gories which produce localic toposes in Section 3.2.5. It is natural to compare reductive
and coalescent categories to the well-known classes of (locally) regular and coherent
categories, which we do in Section 3.2.6.

Moving onto morphisms, we recall the definition of morphisms of sites in Section
3.2.7, showing that, according to the class of sites under consideration, these induce
the relatively pristine, polished or proper geometric morphisms introduced in Section
3.1.6. More significantly, restricting to canonical sites, we are able to extend the corre-
spondences of Theorem 3.2.32 to some 2-equivalences between 2-categories of sites and
2-categories of toposes. We also to examine comorphisms of sites in Section 3.2.8, which
provide some results about points of various classes of topos.

Finally, to ground the discussion, we present some more examples and counterex-
amples of reductive and coalescent sites and supercompactly and compactly generated
toposes in Section 3.2.9.

3.1 Supercompact and compact objects

Throughout, when (C, J) is a site, we write ℓ : C → Sh(C, J) for the composite of the
Yoneda embedding and the sheafification functor, assuming the Grothendieck topology
is clear in context, and call the images ℓ(C) of the objects C ∈ C the representable
sheaves.

3.1.1 Supercompact objects

The following definitions can be found in [Car17, Definition 2.1.14]:

Definition 3.1.1. An object C of a category E is supercompact (resp. compact) if
any jointly epic family of morphisms {Ai → C | i ∈ I} contains an epimorphism (resp.
a finite jointly epic sub-family).

Clearly every supercompact object is compact. Compact objects are more widely
studied, notably in the lifting of the concept of compactness from topological spaces to
toposes reviewed in [MV00]. Since the two classes of objects behave very similarly, we
treat them in parallel.

In a topos, we may re-express the definitions of supercompact and compact objects
in terms of their subobjects. As is standard, we can further convert any statement about
subobjects of an object X in a topos E into a statement about the subterminal object
in the slice topos E/X.
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Lemma 3.1.2. An object C of a Grothendieck topos E is supercompact (resp. compact)
if and only if every covering of C by a family (resp. a directed family) of subobjects
Ai ↪→ C contains an isomorphism. This occurs if and only if the global sections functor
Γ : E/C → Set preserves arbitrary (resp. directed) unions of subobjects.

Proof. For the first part, suppose that we are given a family (resp. a directed family)
of subobjects covering a supercompact (resp. compact) object C. Then one of the
monomorphisms involved must be epic and hence an isomorphism (resp. this collection
contains a finite covering family, but the union of these subobjects is also a member of
the family and must be covering). In the opposite direction it suffices to consider images
of the morphisms in an arbitrary covering family resp. finite unions of these images).

The remainder of the proof is modeled after that in [Joh02, C1.5.5]. Given an object
f : A→ C of E/C which is a union (resp. a directed union) of subobjects Ai ↪→ A→ C
and given a global section x : C → A of f , we may consider the pullbacks:

Ci C

Ai A.

⌟
x

By extensivity, C is the union of the Ci, and by the above one of the Ci ↪→ C must be
an isomorphism, so that x factors through one of the Ai, which gives the result.

Conversely, given a jointly epic family (resp. directed family) of subobjects Ci ↪→ C
considered as subterminals in E/C, we may apply Γ to see that one of them must be an
isomorphism, as required.

3.1.2 Supercompactly generated toposes

The collections of supercompact and compact objects in any Grothendieck topos are
conveniently tractable:

Lemma 3.1.3. Let E ≃ Sh(C, J) be a Grothendieck topos of sheaves on a small site
(C, J). Then the supercompact objects are quotients of the representable sheaves ℓ(C)
for C ∈ C. In particular, they are indexed (up to isomorphism) by a set. Similarly,
the compact objects are quotients of finite coproducts of the images ℓ(C), and so (up to
isomorphism) also form a set.

Proof. Given a supercompact object Q, since the objects ℓ(C) are separating in E , the
collection of morphisms ℓ(C)→ Q (is inhabited and) jointly epimorphic. It follows that
one such must be epimorphic.

Given a compact object Q, the above argument instead yields a (possibly empty)
finite jointly epimorphic family of morphisms ℓ(Ci) → Q, which corresponds to an
epimorphism

∐︁
i∈I ℓ(Ci) ↠ Q, as claimed.

Lemma 3.1.3 ensures that we can always consider the full subcategories on the su-
percompact (resp. compact) objects, equipped with the canonical topology induced by
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the topos (which shall be recalled in Definition 3.1.23 below) as an essentially small site
(Cs, JE

can|Cs) (resp. (Cc, JE
can|Cc)). By the Comparison Lemma, the induced canonical

comparison morphism E → Sh(Cs, JE
can|Cs) is an equivalence if and only if the collection

of supercompact objects is separating, and similarly for the compact case. We shall
continue to use Cs and Cc to denote these categories in the remainder; for simplicity, we
shall actually assume that we have chosen a representative set of the supercompact or
compact objects, such as the quotients of representables in Lemma 3.1.3, so that we are
working with small sites.

Definition 3.1.4. We say a topos is supercompactly generated (resp. compactly
generated) if its collection of supercompact (resp. compact) objects is separating.

Example 3.1.5. The syntactic category of a regular theory can be recovered up to
effective completion (cf. Definition 3.2.44 below) from its classifying topos as the full
category of regular objects. In general, we say that an object X in a topos is regular if
X is supercompact and for any cospan

Y X Z
f g

with Y and Z supercompact, the pullback Y ×X Z is also supercompact. In particu-
lar, classifying toposes of regular theories are special cases of supercompactly generated
toposes. The same can be said when ‘supercompact’ is replaced by ‘compact’ and ‘regu-
lar’ is replaced by ‘coherent’. See [Car12c] for this result and a more detailed discussion
(note that Caramello refers to regular objects as supercoherent objects). We shall return
to examination of categories of regular and coherent objects in Section 3.2.6.

Supercompactly generated Grothendieck toposes include several other important es-
tablished classes of Grothendieck topos.

Proposition 3.1.6. (i) Every atomic topos is supercompactly generated.
(ii) Every supercompactly generated topos is compactly generated and locally connected.
(iii) Every presheaf topos is supercompactly generated.

Proof. For (i), recall that a Grothendieck topos is atomic if and only if it has a separating
set of atoms, and these are easily seen to be supercompact. For (ii), we can similarly
observe that any supercompact object is compact and indecomposable, then recall (by
Theorem 2.7 of [Car12c], say) that a topos is locally connected if and only if it has a
separating set of indecomposable objects.

For (iii), note that the representable presheaves are irreducible projectives so they
are in particular supercompact (every jointly epic family over a representable presheaf
contains a split epimorphism).

Example 3.1.7. Let (M, τ) be a monoid equipped with a topology. We may consider
the full subcategory of the topos [Mop,Set] of right actions of M on sets on those
actions which are continuous with respect to the product of τ and the discrete topology
on the underlying set; call this category Cont(M, τ). In Chapter 5, the results of the
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present chapter will be used to show that this category is a supercompactly generated
Grothendieck topos.

Given that it is a topos, however, we can show directly that it is supercompactly
generated: the supercompact objects are the continuous principal M -sets, which is to
say those generated by a single element. Since we can clearly cover any continuousM -set
with the principal sub-M -sets generated by its elements, these objects form a separating
collection in the topos.

We can produce examples of such toposes which do not fall into any of the classes
described in Proposition 3.1.6; see Remark 5.3.16 in a Chapter 5.

3.1.3 Categories of supercompact objects

We now examine properties of the categories Cs and Cc in a general topos E .

Lemma 3.1.8. Let E be a Grothendieck topos and let Cs, Cc be the categories of super-
compact and compact objects of E respectively. These categories are closed in E under
quotients.

Proof. Given an epimorphism k : D ↠ C with D supercompact and a covering family
over C, pulling back this family along k we immediately conclude that one of the con-
stituent morphisms must be an epimorphism. Thus C is a member of Cs. The argument
for Cc is analogous, except that we end up with a finite family of morphisms.

Lemma 3.1.8 has as a consequence that when considering a covering family of super-
compact or compact objects over an object X of E , we may without loss of generality
assume that the morphisms in the family are monomorphisms. That is, we may restrict
attention to covering families of (super)compact subobjects when we so choose, because
a family of morphisms with common codomain in a topos is jointly epic if and only if
the union of their images is the maximal subobject.

The subcategories inherit some further structure from E .

Corollary 3.1.9. For E, Cs, Cc as in Lemma 3.1.8, Cs and Cc are closed under image
factorizations in E, so that in particular they have image factorizations.

Proof. Given a morphism C → C ′ between supercompact (resp. compact) objects, the
image object C ′′ in the factorization C ↠ C ′′ ↪→ C ′ is also supercompact (resp. compact)
by Lemma 3.1.8, whence the factoring morphisms lie in Cs (resp. Cc) since it is a full
subcategory.

Note that the resulting orthogonal factorization systems on Cs and Cc are not between
all monomorphisms and all epimorphisms; only between those inherited from E . We
spend the rest of this section deriving an intrinsic characterization of these morphisms.

Definition 3.1.10. We say a small indexing category D is a funnel if it has a weakly
terminal object. A funneling diagram in an arbitrary category C is a functor F : D → C
with D a funnel. We call the colimit of such a diagram, if it exists, a funneling colimit.

65



Given a funneling diagram F : D → C, its colimit is determined by an object C of
C equipped with an epimorphism f : F (D0) ↠ C, where D0 is a weakly terminal object
of D, since all legs of the colimit cone factor through this one.

Example 3.1.11. An example of a funnel is the following:

Ai

... D.

Aj

fi

f ′i
fj

f ′j

Consider the topos PSh(M). We can present any right M -set X as the colimit of a
funneling diagram of the above general shape, where the weakly terminal object is sent
to a coproduct of copies of M , and all other objects are sent to copies of M :

M

...
∐︁
i∈IM.

M

fi

f ′i

fj

f ′j

Here, the set I indexes a set of generators of X and the morphisms (fi, f
′
i) identify pairs

of elements which are to be identified.

Recall that a morphism h : D → C in a category C is called a strict epimorphism
if whenever another morphism k : D → E satisfies the condition that for each parallel
pair p, q : B ⇒ D with h ◦ p = h ◦ q we have k ◦ p = k ◦ q, it follows that k factors
uniquely through h. The dual concept appears in [Car16, Theorem 4.1].

Lemma 3.1.12. In a small category C, a morphism h : C ′ → C is a strict epimorphism
if and only if there exists a funneling diagram F : D → C with weakly terminal object C ′

whose colimit is expressed by h.

Proof. By definition, if h is a strict epimorphism, it is a colimit for the diagram consisting
of all pairs of morphisms with domain C ′ which h coequalizes. Conversely, if h expresses
the colimit of any funneling diagram, and k coequalizes all of the same parallel pairs
that h does, then it clearly induces a cone by composition with the morphisms of the
funneling diagram, whence it has a universal factorization through h, as required.

Notably, strict epimorphisms include isomorphisms and regular epimorphisms. Con-
tinuing with the parallel treatment of compactly generated toposes, we arrive at the
following definitions.
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Definition 3.1.13. A small indexing category D is a multifunnel if it has a (pos-
sibly empty) finite collection of objects D1, . . . , Dn to which all other objects admit
morphisms3. A colimit of a multifunneling diagram (a diagram indexed by a multifun-
nel) in a category C shall be called a multifunneling colimit, and is defined by a finite
jointly epic family from the images of the objects D1, . . . , Dn. A finite jointly epic family
obtained in this way will be called a strictly epic finite family.

Lemma 3.1.14. A category has multifunneling colimits if and only if it has finite co-
products and funneling colimits.

Proof. Clearly finite coproducts and funneling colimits are special cases of multifunneling
colimits. Conversely, given a multifunneling diagram F : D → C with weakly terminal
objects F (D1), . . . , F (Dn), consider the coproduct of these objects. Composing the
morphisms in the diagram F with the coproduct inclusions, we get a funneling diagram.
The universal property of the coproduct ensures that the colimit of this diagram coincides
with the colimit of F .

Remark 3.1.15. Note that we can make the further simplification, implicit in the diagram
of Definition 3.1.10, that all of the non-identity morphisms in a funneling diagram have
the weakly terminal object as their codomains, since given t : Ai → Aj , there exists
some morphism fj : Aj → D, and the cocone commutativity conditions for fj ◦ t and fj
ensure that λi = λD ◦ (fj ◦ t) = λj ◦ t is automatically satisfied, so we may omit t from
the diagram.

Lemma 3.1.16. Let E be a Grothendieck topos and let Cs, Cc be the categories of super-
compact and compact objects of E respectively. Then Cs is closed in E under funneling
colimits and Cc is closed in E under multifunneling colimits.

Proof. Let F : D → Cs be a funneling diagram with weakly terminal object F (D). In E ,
this diagram has a colimit determined by an epimorphism f : F (D) ↠ C; the colimit C
is supercompact by Lemma 3.1.8, as required. The argument for multifunneling colimits
in Cc is analogous, except that we must pull back along each member of a finite family
in the proof of Lemma 3.1.8 to obtain the finite covering subfamily of a given covering
family over the colimit.

Corollary 3.1.17. Let E be a supercompactly (resp. compactly) generated topos and Cs,
Cc the usual subcategories. Then a morphism of Cs is an epimorphism in E if and only if
it is a strict epimorphism in Cs, and a finite family of morphisms into C in Cc is jointly
epic in E if and only if it is a strictly epic finite family in Cc.

Proof. This could be deduced by checking the conditions of the dual of [Car16, Propo-
sition 4.9], but rather than reproducing that result, we give a direct proof.

Suppose h : C ′ ↠ C is epic in E with C ′, C in Cs. Any epimorphism in E is regular,
so is the coequalizer of some pair p, q : D ⇒ C ′. Since D is covered by supercompact

3A reader interested in the obvious generalizations of this concept to higher cardinalities might prefer
to employ a name such as ‘finitely funneled’ to emphasize the finitary aspect.
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objects, composing p and q with the monomorphisms Ci ↪→ D such that Ci is in Cs we
obtain a funneling diagram in Cs whose colimit is still C, as required. The argument for
Cc is analogous.

Conversely, the inclusion of Cs and Cc into E preserves funneling (resp. multifunnel-
ing) colimits by Lemma 3.1.16, whence the strict epimorphisms (resp. strictly epic finite
families) from these categories are still epic in E .

In fact, epimorphic families in Cc are better behaved than those in Cs in general:

Lemma 3.1.18. Let E be any Grothendieck topos. Then a family of morphisms in Cc
with common codomain is jointly epic in Cc if and only if it is so in E. In particular, when
E is compactly generated, every jointly epimorphic family (including every epimorphism)
in Cc is strict.

Proof. Observe that a family of morphisms fi : Ci → C in a category is jointly epimor-
phic if and only if the diagram:

Ci

Cj C

C C

. . .

fi

fi

fj

fj

is a colimit diagram. But the diagram (after removing the copy of C in the lower right
corner) is clearly an instance of a multifunneling colimit, so by Lemma 3.1.16 its colimit
is created by the inclusion of Cc into E , so a family is jointly epic in Cc if and only if it
is so in E , as required.

Having extensively discussed the epimorphisms, we should also discuss monomor-
phisms in the subcategories under investigation.

Lemma 3.1.19. Monomorphisms in Cs and Cc coincide with monomorphisms in E when
E is supercompactly or compactly generated, respectively.

Proof. Certainly a monomorphism of E lying in Cs or Cc is still monic, since there are
fewer morphisms which it needs to distinguish in general.

Suppose E is supercompactly generated and let s : A ↪→ B be a monomorphism in
Cs, Q an object of E and f, g : Q⇒ A such that sf = sg. Covering Q with supercompact
subobjects qi : Qi ↪→ Q , consider fqi, gqi : Qi ⇒ A, which are morphisms in Cs. These
are equalized by s and hence are equal for every i. The qi being jointly epic then forces
f = g. Thus s is monic in E , as claimed. The argument for Cc is analogous, replacing
supercompact subobjects with compact ones.

Once again, we can immediately strengthen this result for Cc.
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Lemma 3.1.20. For any Grothendieck topos E, the monomorphisms of E lying in Cc
are regular monomorphisms there. In particular, when E is compactly generated, every
monomorphism in Cc is regular.

Proof. If e : C ′ ↪→ C is a morphism in Cs which is monic in E , consider its cokernel pair
in E :

C ′ C

C D.

e

e
⌟

s

t

⌜

Since a topos is an adhesive category, this is also a pullback square and so e is the
equalizer of s and t. Since pushouts are multifunnel colimits, D lies in Cs, so the same
is true there.

Thus we can make Corollary 3.1.9 more precise.

Corollary 3.1.21. If E is supercompactly generated, then Cs has an orthogonal (strict
epi,mono)-factorization system. More generally, if E is merely compactly generated, Cc
has an orthogonal (epi,mono)-factorization system.

For later reference, we observe that even though the categories Cs and Cc need not
have finite products (see Example 3.2.66), we can still extend Corollaries 3.1.9 and 3.1.21
with factorizations of spans through jointly monic spans. Corollary 3.1.21 is the case
I = 1 of the following Lemma.

Lemma 3.1.22. Let {fj : B → Aj | j ∈ I} be a collection of morphisms with common
domain in Cs or Cc. Then there exists a strict epimorphism e : B ↠ R and morphisms
{rj : R→ Aj | j ∈ I} which are jointly monic, such that fj = rj ◦ e.

Proof. Let e be the strict epimorphism obtained from the funneling colimit of the collec-
tion of all parallel pairs of morphism which are coequalized by all of the fj . By definition,
all of the fj factorize through it, and by construction the factors form a jointly monic
family.

3.1.4 Canonical sites of supercompact objects

We have now done enough work to usefully apply the proof of Giraud’s theorem and ob-
tain a canonical site of definition for a supercompactly or compactly generated Grothendieck
topos.

Definition 3.1.23. Recall that a sieve S on an object C of a category C is effective-
epimorphic if, when S is viewed as a full subcategory of C/C, C is the colimit of the
(possibly large) diagram DS : S ↪→ C/C → C obtained by composing with the forgetful
functor. A sieve generated by a single morphism f is effective-epimorphic if and only if
the morphism is a strict epimorphism. Such a sieve S is universally effective-epimorphic
if its pullback along the functor C/D → C/C induced by a morphism f : D → C is
effective-epimorphic for any f .
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The canonical Grothendieck topology JC
can on C is the topology whose covering

sieves are precisely the universally effective-epimorphic ones. If C is a Grothendieck
topos, this coincides with the Grothendieck topology whose covering sieves are those
containing small jointly epic families.

We recall the following result, which appears as [Car19, Lemma 4.35]:

Lemma 3.1.24. Let E be a Grothendieck topos and C a small full separating subcategory
of E. Let S be a sieve in C on an object C and let DS be the diagram in C described in
Definition 3.1.23. Suppose that the colimit of DS in E lies in C. Then S is universally
effective-epimorphic in C if and only if it is the restriction to C of a sieve containing a
small jointly epic family in E.

Theorem 3.1.25. Suppose E is supercompactly generated. Let Jr be the Grothendieck
topology on Cs whose covering sieves are those containing strict epimorphisms. Then
E ≃ Sh(Cs, Jr).

Similarly, if E is compactly generated, and Jc is the Grothendieck topology on Cc
whose covering sieves are those containing strictly epic (equivalently, jointly epic) finite
families. Then E ≃ Sh(Cc, Jc).

Proof. By Giraud’s theorem, given a (small, full) separating subcategory C of objects
in a Grothendieck topos E , we have an equivalence of toposes E ≃ Sh(C, JE

can|C), where
JE
can|C is the restriction of the canonical topology on E to C, whose covering sieves are

the intersections of JE
can-sieves with C. Thus it suffices to show in each case that the

restriction of the canonical topology is the topology described in the statement.
By Lemma 3.1.16, the principal (resp. finitely generated) sieves S on Cs (resp. Cc),

whose corresponding diagrams DS are funneling (resp. multifunneling) diagrams, have
colimits contained in Cs (resp. Cc), so Lemma 3.1.24 applies. Thus these are effective
epimorphic sieves if and only if the generating morphism is a strict epimorphism in Cs
(resp. the generating morphisms form a strictly epimorphic finite family in Cc).

Now given any sieve S containing a jointly epic family on an object of Cs (resp.
Cc) in E , by the definition of supercompact (resp. compact) objects, S must contain
an epimorphism (resp. a finite covering family). In particular, every JE

can|Cs-covering
sieve contains a JE

can|Cs-covering principal sieve. Similarly, every JE
can|Cc-covering sieve

contains a JE
can|Cc-covering finitely generated sieve.

It follows that the strict epimorphisms in Cs are precisely the morphisms generat-
ing universally effective-epimorphic families and similarly for strict jointly epimorphic
families in Cc), as required. Alternatively, see the proof of Proposition 3.2.8 below for a
direct argument showing that the strict epimorphisms (resp. strictly epic finite families)
are stable.

Remark 3.1.26. It should be clear by now from our joint treatment of supercompactness
and compactness that much of our analysis can be applied to more general notions of
compactness. Indeed, Theorem 3.1.25 is an explicit special case of [Car19, Proposition
4.36].
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Suppose P is some property of pre-sieves (families of morphisms with common
codomain); then we may define P -compact objects in a topos E as those for which
every jointly epic covering family contains a jointly epic presieve satisfying P . If P sat-
isfies suitable composition and stability criteria, which Caramello specifies, and the full
subcategory CP of E on the P -compact objects is separating and closed under certain
colimits, then E is equivalent to the category of sheaves on CP for the topology generated
by the effective-epimorphic P -presieves in CP . For supercompactness, P is the property
‘is a singleton’, while for ordinary compactness, P is the property ‘is finite’, and our ear-
lier results show that these do satisfy Caramello’s criteria. More generally, any property
which descends along epimorphisms can yield an interesting class of toposes; this is the
methodology of [Car12b].

While we shall not attempt to extend the present chapter to this most general case,
we encourage the reader to explore whether any given topos of interest to them is P -
compactly generated for some suitable property P , and if so to compute the correspond-
ing site produced by Caramello’s result.

The advantage of the intrinsic expressions for the Grothendieck topologies in The-
orem 3.1.25 is that it guarantees that the categories of (super)compact objects contain
enough information to completely reconstruct the toposes by themselves. This immedi-
ately gives us results such as the following:

Corollary 3.1.27. Suppose E and E ′ are supercompactly generated toposes and Cs, C′s are
their respective categories of supercompact objects. Then E ≃ E ′ if and only if Cs ≃ C′s.

3.1.5 Cokernels, well-supported objects and two-valued toposes

We saw in Lemmas 3.1.18 and 3.1.20 that when E is compactly generated, every epimor-
phism in Cc is strict and every monomorphism in Cc is regular. This leads us to wonder
under what extra conditions these facts hold true in Cs, given that E is supercompactly
generated.

Example 3.1.28. To properly motivate this section, we show that epimorphisms in Cs
need not coincide with those in E . Let D be the category

A B C.l r

In the topos E of presheaves on D it is easily calculated that the supercompact objects
are precisely the representables, so D coincides with Cs (we shall see in Proposition 3.2.34
that this argument is valid for all posets). The morphisms l and r are trivially epic in
D but are not epic in E .

Our main tool in this section is the following definition.

Definition 3.1.29. Given a morphism f : A → B, its cokernel4 B → B/f is the

4Not to be confused with the cokernel pairs mentioned in the proof of Lemma 3.1.20.
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pushout:

A B

1 B/f.

f

!

x
⌜

Cokernels are useful for understanding epimorphisms thanks to the following result.

Lemma 3.1.30. A morphism f : A→ B of a topos E is an epimorphism if and only if
the lower morphism x : 1→ B/f of its cokernel is an isomorphism (or equivalently, an
epimorphism).

Proof. If f is an epimorphism we have:

A B

1 B/f,

f

!

x
⌜

since the pushout of an epimorphism is epic. But any quotient of 1 in a topos is an
isomorphism, as required.

Conversely, if x : 1 → B/f is an isomorphism, we can consider the (epi,mono)
factorization f = m ◦ e:

A A′ B

1 1 B/f.

f

e

!

m

!

x

∼ ∼⌜

By the first part, the left hand square and outside rectangle are both pushouts, which
makes the right hand square a pushout. But in a topos (or any adhesive category),
a pushout square in which the upper horizontal morphism is monic is also a pullback
square. Thus m is an isomorphism, and f is epic.

Recall that an object A of a category with a terminal object is well-supported if
the unique morphism !A : A → 1 is an epimorphism in E . Using cokernels, we obtain a
partial dual to Lemma 3.1.19 even without requiring E to be (super)compactly generated.

Lemma 3.1.31. Let E be a topos and Cs the usual subcategory. Let A be an object of
Cs which is well-supported as an object of E. Then a morphism A → B of Cs is an
epimorphism in that category if and only if it is an epimorphism in E.

Proof. An epimorphism of E lying in Cs clearly remains epic there.
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Conversely, if e : A↠ B is epic in Cs, consider the cokernel B → B/e:

A B

1 B/e.

e

!A q

x
⌜

By assumption B/e is supercompact as q is epic in E . The unique morphism !A : A→ 1
factors through e via the unique morphism !B : B → 1. Thus we have qe = x!A = x!Be,
and since these expressions are composed of morphisms lying in Cs where e is epic, it
follows that q = x!B, whence x is epic and hence an isomorphism. Hence e is epic in E ,
by Lemma 3.1.30.

It is worth noting that the existence of any well-supported supercompact object
forces the terminal object of E to be supercompact. Moreover, this proof concertedly
fails when the object A is not well-supported:

Lemma 3.1.32. Let E, Cs be as above. Then Cs is closed under cokernels if and only if
every supercompact object is well-supported.

Proof. Given a supercompact object A, consider its support, which is the subterminal
object U ↪→ 1 in the factorization of the morphism !A. By Lemma 3.1.8, U is supercom-
pact, so if Cs is closed under cokernels, the pushout of U ↪→ 1 along itself must be in
Cs. But the colimit morphisms 1 ⇒ 1 +U 1 are jointly epic, so one of them must be an
epimorphism and hence an isomorphism, which forces U ∼= 1. Thus A is well-supported,
as required.

Conversely, if every object A of Cs is well-supported then the cokernel (in E) of a
morphism A → B in Cs is a quotient of B and so is supercompact. Thus Cs is closed
under cokernels, as required.

We shall see a relevant sufficient condition under which the set-up of Lemma 3.1.32
arises in Proposition 3.1.53. In this setting we can also strengthen Lemma 3.1.19.

Scholium 3.1.33. Let E be a topos such that every object of Cs is well-supported. Then
monomorphisms in Cs inherited from E are regular. In particular, if E is also supercom-
pactly generated, then all monomorphisms in Cs are regular.

Proof. By Proposition 3.1.53, the hypotheses guarantee that the cokernel of a morphism
in Cs also lies in that category.

As remarked in the proof of Lemma 3.1.30, the pushout square defining the cokernel
of an inclusion of supercompact objects i : A ↪→ B is also a pullback in E . It follows
easily that i is the equalizer in E of the morphisms q, x!B : B ⇒ B/i described in the
proof of Lemma 3.1.31, and is consequently also their equalizer in Cs.

If E is supercompactly (resp. compactly) generated then we may apply Lemma 3.1.19
to conclude that the above applies to all monomorphisms of Cs (resp. Cc).
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On the other hand, we shall see in Example 3.1.55 that it is not in general possible
to strengthen the properties of epimorphisms in Cs beyond the consequence of the proof
of Theorem 3.1.25 that they are strict. In particular, they are not regular in general.

Finally, we explicitly record how Lemma 3.1.31 simplifies the expression for the
Grothendieck topology Jr induced on Cs from Theorem 3.1.25.

Corollary 3.1.34. Let E be a supercompactly generated topos and Cs its full subcategory
of supercompact objects. Suppose every object of Cs is well-supported. Let Jr be the
topology on Cs whose covering sieves are precisely those containing epimorphisms. Then
E ≃ Sh(Cs, Jr).

3.1.6 Proper, polished and pristine morphisms

In this section we present some classes of geometric morphism whose inverse image
functors interact well with supercompact and compact objects. The material in this
section contains more technical topos theoretic concepts than that in the earlier sections,
so may be skipped on a first reading; the key result is Proposition 3.1.43.

The latter part of Lemma 3.1.2, regarding compact objects, states precisely that the
geometric morphism E/C → Set is proper in the sense of [MV00, Definition I.1.8] (see
also [Joh02, C3.2.12 and C1.5.5]), or equivalently that E/C is a compact Grothendieck
topos. We can generalize Moerdijk and Vermeulen’s definition of proper morphisms to
the arbitrary union case in order to capture the idea of supercompactness. In order to
do this, we recall some classic topos-theoretic constructions, from [Joh77, Chapter 2].

Recall from [Joh77, Definition 2.11] that an internal category I in a topos (or,
more generally, a cartesian category) E consists of:

(i) An objects of objects I0 and an object of morphisms I1 in E , and
(ii) Morphisms i : I0 → I1, d, c : I1 ⇒ I0 and m : I2 → I1,

where I2 := c×I0 d is the object of composable pairs, defined as the pullback:

I2 I1

I1 I0.

π2

π1
⌟

d

c

The morphisms define the identity morphisms, domains, codomains and composition, re-
spectively, and are required to satisfy the equations di = ci = idI0 , dm = dπ1, cm = cπ2,
m(id×m) = m(m × id) and m(id×i) = m(i × id) = idI1 . These data and equations
are a diagrammatic translation of the axioms for ordinary categories in Set. An inter-
nal functor between internal categories is a pair of morphisms between the respective
objects of objects and objects of morphisms commuting with the respective structure
morphisms.

Definition 3.1.35. We say an internal category I in E is filtered if the usual definition
of filteredness, cf. [MLM92, §VII.6], is satisfied internally. Since this internalization is
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rarely made explicit, we explain it in full here: I is filtered if and only if the following
three conditions are satisfied,

• I is internally inhabited5, which is to say that I0 is a well-supported object.

• The morphism c×I0 c I1 × I1 I0 × I0,
d×d

is an epimorphism; the do-

main is the ‘object of pairs of morphisms with common codomain’.
• Let A ↪→ I1 × I1 × I1 be the subobject (d×I0 d× idI1) ∩ (c×I0 c×I0 d), which
is the internalization of {f, g, h ∈ I1 | d(f) = d(g) ∧ c(f) = c(g) = d(h)}. Let
E be the equalizer of the morphisms m ◦ π1,m ◦ π2 : A ⇒ I1, the subobject
consisting of the triples satisfying h ◦ f = h ◦ g. Finally, let B ↪→ I1 × I1 be
(c ×I0 c) ×I1×I1 (d ×I0 d), the ‘object of parallel pairs of morphisms’. We require
that the projection π1 × π2 : E → B be an epimorphism.

While the constructions of Definition 3.1.35 are a little technical, reasoning about
filtered internal categories always amounts to a categorical re-expression of the usual
external reasoning for such categories.

Given an internal category I in E , we recall from [Joh77, Definition 2.14] that an
(internal) diagram of shape I consists of:

1. An object a : F0 → I0 of E/I0, and
2. A morphism b : F1 → F0,

where F1 is the defined as the pullback

F1 F0

I1 I0,

π2

π1
⌟

a

d

such that ab = cπ2, b(id×i) = idF0 , and e(e× id) = e(id×m). In Set, this data captures
the encoding of a functor into Set via the Grothendieck construction.

There is an accompanying notion of natural transformation, and hence we obtain the
diagram category [I, E ]. This is a topos over E , which is proved using the comonadicity
theorem in [Joh77, Corollary 2.33].

For any geometric morphism f : F → E , since f∗ preserves finite limits, we can apply
f∗ to the data of an internal category I in E to obtain an internal category f∗(I) in F .
There is an induced pullback square of diagram toposes:6

[f∗(I),F ] [I,E ]

F E ,

f I

π
⌟

π

f

(3.1)

5This is the constructive term for ‘non-emptiness’, meaning ‘has an element’.
6See [Joh02, Corollary B3.2.12] for an explanation of why this square is a pullback.
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Each vertical morphism labelled π has inverse image functor sending an object to the
‘constant diagram of shape I’. As well as a right adjoint π∗, this functor always has
an E-indexed left adjoint π!. The functors π∗ and π! send an internal diagram to its
(internal) limit and colimit, respectively.

Definition 3.1.36. Let E be an object of E and I an internal category (resp. inhabited
internal category I; filtered internal category I) in E/E. Let f : F → E be a geomet-
ric morphism. Consider the special case of (3.1) where we take the lower geometric
morphism to be f/E:

[f∗(I),F/f∗(E)] [I,E/E]

F/f∗(E) E/E.

(f/E)I

π
⌟

π

f/E

(3.2)

We call a geometric morphism f : F → E pristine (resp. polished; proper)
if the square above satisfies the condition π! ◦ (f/E)I∗(V ) ∼= (f/E)∗ ◦ π!(V ) for every
subterminal object V of [f∗(I),F/f∗(E)], for every choice of E and I. This can be
understood as stating that the direct image of f preserves E-indexed (resp. E-indexed
inhabited; E-indexed directed) unions of subobjects.

We call a Grothendieck topos supercompact (resp. compact) if its unique geomet-
ric morphism to Set is pristine (resp. proper), which by Lemma 3.1.2 occurs if and only
if the terminal object has the corresponding property. The global sections morphism of
a Grothendieck topos is polished if and only if the topos is supercompact or degenerate
(that is, the terminal object is either supercompact or initial).

Note that Moerdijk and Vermeulen denote π! by ∞∗ because, in the proper case, π!
preserves finite limits and hence is the inverse image functor of a geometric morphism in
the opposite direction. In the pristine and polished cases the left adjoint π! is in general
not left exact, so this notation no longer makes sense.

Remark 3.1.37. A filtered preorder is ordinarily called directed; we have of course al-
ready seen this notion in Lemma 3.1.2. It is intuitive that a filtered diagram of subobjects
can be re-expressed as a directed preorder-indexed diagram by identifying parallel index-
ing morphisms. We do this informally in Definition 3.1.36, but it is formally justified:
we shall see in Corollary 3.1.56 that hyperconnected morphisms are proper, recovering
the fact ([MV00, Corollary I.2.5]) that a geometric morphism is proper if and only if its
localic part is, and the localic part of the canonical geometric morphism [I, E ] → E is
the corresponding morphism [I′, E ]→ E , where I′ is the internal preorder reflection of I.

Example 3.1.38. The presheaf topos [Cop,Set] is supercompact if and only if C is a
funnel in the sense of Definition 3.1.10. Indeed, if C has a weakly terminal object C0

then there is by inspection an epimorphism y(C0) ↠ 1 in [Cop,Set], and conversely if 1
is supercompact then one of the morphisms y(C) → 1 must be an epimorphism, since
these are jointly epic, whence every object of C admits at least one morphism to the
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corresponding object of C. More generally, [Cop,Set] is compact if and only if C is a
multifunnel in the sense of Definition 3.1.13.

An immediate consequence of Definition 3.1.36 is that we can relativize the concepts
of supercompactness and compactness to depend on the base topos over which we work
(so far we have been implicitly working over Set). Viewing a geometric morphism F → E
as expressing F as a topos over E , an object X of F is E-compact if the composite
geometric morphism F/X → F → E is proper, for example. Conversely, since in this
thesis we will only be concerned with objects which are supercompact relative to some
fixed base topos S, it makes sense to employ the broader classes of geometric morphism
introduced in [MV00, Chapter V].

Definition 3.1.39. Let p : E → S and q : F → S be toposes over S. A geometric
morphism f : F → E over S is S-relatively pristine (resp. S-relatively polished;
S-relatively proper) if its direct image preserves arbitrary S-indexed unions (resp.
inhabited S-indexed unions; directed S-indexed unions) of subobjects. Explicitly, this
requires that the respective conditions of Definition 3.1.36 hold for diagrams I in E of
the form p∗(I′), where I′ is a diagram category of the appropriate type in S. We shall
assume S is Set in the remainder, and so we drop the ‘S-’ prefixes.

All of these definitions appear hard to work with in general for the simple reason
that internal diagram categories take a significant amount of computation to express
and work with concretely (which is to say externally) in any given case. However, the S-
relative notions conveniently coincide with their external counterparts, in a sense made
precise in Lemma 3.1.42 below. Also, all of the notions are clearly stable under slicing
and composition, from which we can extract general consequences which are sufficient
for our purposes.

By inspection, we have the following relationships between Definitions 3.1.36 and
3.1.39.

Lemma 3.1.40. Consider a commuting triangle of geometric morphisms:

F E

Set.

f

q p

Then:

1. If f is pristine, it is relatively pristine.
2. p and q are relatively pristine morphism if and only if they are pristine.
3. If f is relatively pristine and p is pristine, then q is pristine.

The same statements hold when ‘pristine’ is replaced by ‘polished’ or ‘proper’.

A handy consequence of this for our objects of interest is the following:
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Corollary 3.1.41. Let f : F → E be a geometric morphism between Grothendieck
toposes. If f is relatively pristine (resp. relatively polished, relatively proper), then f∗

preserves supercompact (resp. ‘supercompact or initial’, compact) objects.

Proof. Given an object E of E and a relatively pristine (resp. relatively polished, rela-
tively proper) morphism f , consider the triangle:

F/f∗(E) E/E

Set.

f/E

If E is supercompact (resp. ‘supercompact or initial’, compact), then the global sections
morphism of E/E is also pristine (resp. polished, proper), so f∗(E) must be supercom-
pact (resp. supercompact or initial, compact) by Lemma 3.1.40.3.

In order to make more explicit arguments, we now extend the characterization of
relatively proper geometric morphisms in [MV00, Proposition V.3.7(i)].

Lemma 3.1.42. A geometric morphism f : F → E over S is relatively pristine (resp.
relatively polished, relatively proper) if and only if for any S-indexed7 (resp. S-inhabited,
S-directed) jointly epimorphic family {gi : Xi ↪→ f∗(Y )} of subobjects in F there exists
a jointly epimorphic family {hj : Yj → Y } in E such that each f∗(hj) factors through
some gi.

Proof. Suppose f has one of the relative properties and we are given a collection of
subobjects of the relevant type. By assumption, their union is preserved by (f/Y )∗,
whence there are subobjects hj : Yj ↪→ Y (the images under (f/Y )∗ of the subobjects)
which are also jointly epic. By construction, each of these must have image under f∗

which factors through one or more of the Xi.
Conversely, given an S-indexed diagram (of the relevant type) of subterminal objects

{gi : Xi → f∗(Y )} in F/f∗(Y ), let U ↪→ f∗(Y ) be the union of the gi, and let Y ′ ↪→ Y
be its image under (f/Y )∗ in E/Y . Applying f∗, we have a monomorphism f∗(Y ′) ↪→ U ,
so we can pull back to get a jointly epimorphic family of the appropriate shape {g′i :
X ′
i → f∗(Y ′)} over f∗(Y ′). This data is of the required form to apply the hypotheses,

and the covering family of Y ′ thus provided ensures that the union of the images of the
gi under (f/Y )∗ is precisely Y ′.

It is an indirect consequence of Lemma 3.1.42 that the converse of Corollary 3.1.41
cannot hold in general. Indeed, if the only compact object of E is the initial object,
such as in Example 3.2.64 below, then the preservation of compact or supercompact
objects by f∗ is a vacuous condition, but the required properties in the characterization
of Lemma 3.1.42 are clearly non-trivial. However, E failing to have enough supercompact
(resp. compact) objects is the only obstacle.

7Taking S to be Set, S-indexed just means set-indexed, or small.
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Proposition 3.1.43. Let f : F → E be a geometric morphism, and suppose E is super-
compactly generated. Then f is relatively pristine if and only if f∗ preserves supercom-
pact objects, and relatively polished if and only if f∗ preserves ‘supercompact or initial’
objects. If E is merely compactly generated, then f is relatively proper if and only if f∗

preserves compact objects.

Proof. Given an arbitrary (resp. inhabited) jointly epic collection of subobjects {gi :
Xi ↪→ f∗(Y )} in F , consider a (possibly empty) covering of Y by supercompact sub-
objects hj : Yj ↪→ Y in E . Since each f∗(Yj) is supercompact (resp. supercompact or
initial), pulling back the inclusions gi along f

∗(hj), we conclude that one of the resulting
inclusions f∗(Yj) (if there are any) must be an isomorphism by Lemma 3.1.2; in the
inhabited case, this is trivially true when f∗(Yj) is initial. Hence the f∗(hj) each factor
through one of the gi, whence the criteria of Lemma 3.1.42 are fulfilled. The compactly
generated case, with a directed family of subobjects, is analogous.

Since the initial object in any topos is strict, the distinction between relatively pris-
tine and relatively polished morphisms is indeed as small as this proposition makes it
seem.

Lemma 3.1.44. Given a geometric morphism f : F → E, f∗ reflects the initial object
if and only if f∗ preserves it.

Proof. If f∗ reflects 0, then considering the counit f∗f∗(0)→ 0, we conclude that f∗f∗(0)
is initial (by strictness of the initial object), whence f∗(0) ∼= 0 so f∗ preserves the
initial object. Conversely, if f∗ preserves 0, then given C with f∗(C) ∼= 0 the unit
C → f∗f

∗(C) ∼= 0 is a morphism to 0, whence C is initial.

Corollary 3.1.45. Let f : F → E be a geometric morphism, and suppose E is super-
compactly generated. Then f is relatively pristine if and only if it is relatively polished
and f∗ reflects the initial object.

Proof. A (relatively) pristine morphism is (relatively) polished. Considering 0 as an
empty union of subobjects of any given object, it is preserved by f∗ by relative pristine-
ness, so f∗ reflects 0 by Lemma 3.1.44, as required. Note that this implication holds
even when E is not supercompactly generated.

Conversely, given that f is relatively polished and f∗ reflects 0, we have that f∗

preserves ‘supercompact or initial’ objects by Proposition 3.1.43, but a supercompact
object X of E is sent to an initial object if and only if it is initial, which is impossible,
so f∗(X) is supercompact, as required.

We caution the reader that this ostensibly small difference between relatively polished
and relatively pristine morphisms greatly impacts the frequency with which these classes
of morphisms occur, as witnessed in Corollary 3.2.57 and Lemma 3.2.58 below.
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3.1.7 Inclusions and surjections

Recall, as we saw in Chapter 1, that a geometric morphism f : F → E is a surjection
if f∗ is faithful, or equivalently if f∗ is a comonadic functor. Meanwhile, a geometric
morphism f : F → E is an inclusion (or embedding) if its direct image f∗ is full and
faithful. See [MLM92, §VII.4] or [Joh02, A4.2] for general results regarding these, which
we shall assume familiarity with. In this section we examine how these two types of
geometric morphism interact with supercompact and compact objects, as well as some
of the classes of geometric morphism introduced in the last section.

Recall that a geometric inclusion f : F → E is closed if there is some subterminal
object U in E such that f∗f

∗ sends an object X to the pushout of the product projections
from X × U . The following result illustrates why the pristine, polished and proper
morphisms are too restrictive for analyzing supercompactly generated subtoposes.

Lemma 3.1.46. An inclusion of toposes f : F → E is proper if and only if it is closed,
if and only if it is polished. An inclusion is pristine if and only if it is an equivalence.

Proof. The first part is the conclusion of [Joh02, Remark C3.2.9], where it is observed
that a closed inclusion has a direct image functor preserving arbitrary inhabited (E-
indexed) unions of subobjects and that closed inclusions are stable under slicing, and
conversely that any proper inclusion is closed.

Given that f is a closed inclusion, any nontrivial subobject of the corresponding
subterminal object U in E is sent by f∗ to the initial object in F , so the initial object is
reflected if and only if U is initial, in which case f is an equivalence.

The relative versions of these properties are well-behaved with respect to surjections
and inclusions.

Proposition 3.1.47. Consider a factorization of a geometric morphism f ,

F E

G.

f

q p
(3.3)

1. Suppose that p is an inclusion. Then if f is relatively pristine (resp. relatively
polished, relatively proper), so is q.

2. Suppose that q is a surjection. Then if f is relatively pristine (resp. relatively
polished, relatively proper), so is p.

It follows that a geometric morphism is relatively pristine (resp. relatively polished,
relatively proper) if and only if both parts of its surjection-inclusion factorization are.

Proof. We use the characterization of these properties from Lemma 3.1.42.
1. Given a jointly epic family (resp. inhabited family, directed family) {gi : Xi ↪→

q∗(Z)} in E , we may express Z up to isomorphism as p∗(Y ) (taking Y = p∗(Z), say),
so this can without loss of generality be seen as a family {gi : Xi ↪→ f∗(Y )}. Since
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f is relatively pristine (resp. relatively polished, relatively proper), we have a jointly
epic family {hj : Yj → Y } such that each f∗(hj) factors through some gi, and hence
{p∗(hj) : p∗(Yj)→ Z} is the required family to fulfill the criterion of Lemma 3.1.42.

2. Given a jointly epic family (resp. inhabited family, directed family) {gi : Xi ↪→
p∗(Y )} in E , we have {q∗(gi) : q∗(Xi) ↪→ f∗(Y )} in F being of the desired form to ensure
that there is a covering family {hj : Yj → Y } such that each f∗(hj) factors through some
q∗(gi). But then q

∗ being conservative forces the p∗(hj) to factor through gi, as required.
Indeed, the intersection of gi with the image of p∗(hj) is preserved by q∗, and one of the
sides of the resulting pullback square is sent to an isomorphism, which is reflected by
q∗.

Corollary 3.1.48. Any topos E with a surjective point is supercompact. Any topos with
a finite jointly surjective collection of points is compact.

Proof. The hypotheses correspond to the existence of a surjection Set→ E , or a surjec-
tion Set/K → E with K finite. The unique morphism Set → Set is (an equivalence,
and hence) pristine, while the morphism Set/K → Set is proper. Thus by Proposition
3.1.47.2 and Lemma 3.1.40, we conclude that E is supercompact (resp. compact) over
Set.

Example 3.1.49. We saw in Chapter 1 that the first part of Corollary 3.1.48 applies
to toposes of the form PSh(M) for M a monoid; the latter part similarly applies to
PSh(C) for C any small category with a finite number of objects, even if their idempotent
completions may have many more objects.

When the codomain of the geometric morphism is supercompactly (resp. compactly)
generated, the simpler characterization of Proposition 3.1.43 comes to our aid.

Lemma 3.1.50. Suppose that E is supercompactly (resp. compactly) generated and
f : F → E is an inclusion. If f is relatively polished (resp. relatively proper), F is also
supercompactly (resp. compactly) generated.

Proof. By Proposition 3.1.43, the separating collection of supercompact (resp. compact)
objects in E is mapped by the inverse image of the relatively polished (resp. relatively
proper) inclusion f to a separating collection of supercompact or initial objects (resp.
compact objects) in F .

We shall see in Corollary 3.2.9 that Lemma 3.1.50 is optimal, in the sense that a
topos is supercompactly (resp. compactly) generated if and only if it admits a relatively
polished (resp. relatively proper) inclusion into a presheaf topos.

Corollary 3.1.51. Suppose that E is supercompactly (resp. compactly) generated. Then
a geometric morphism f : F → E is relatively polished (resp. relatively proper) if and
only if both parts of its surjection-inclusion factorization have inverse images preserving
supercompact or initial (resp. compact) objects.
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Proof. This follows from applying Proposition 3.1.43 to the factorization in Proposition
3.1.47, using Lemma 3.1.50 to conclude that the intermediate topos must be supercom-
pactly (resp. compactly) generated.

More generally, surjections interact well with supercompact and compact objects in
another way.

Lemma 3.1.52. Suppose f : F → E is a surjective geometric morphism. Then f∗

reflects supercompact, compact and initial objects.

Proof. Since the inverse image functor of f is comonadic, we have an equivalence between
E and the topos of coalgebras for the comonad on F induced by f . Without loss of
generality we work with coalgebras.

Given a coalgebra (X,α : X → f∗f∗(X)) and a jointly epic family gi : (Ui, βi) →
(X,α), since f∗ preserves arbitrary colimits, the underlying family of morphisms gi :
Ui → X in F must be jointly epic. Thus if X = f∗(X,α) is supercompact (resp. com-
pact), one of the gi must be an epimorphism (resp. there is a finite jointly epic subfamily
of the gi). Since f∗ moreover creates colimits, we conclude (via the same colimit dia-
gram employed in Lemma 3.1.18) that gi is an epimorphism in E too (resp. that the
finite subfamily lifts to a jointly epic finite subfamily). Thus (X,α) is supercompact, as
required.

Preservation of the initial object by f∗, which is equivalent to reflection of 0 by f∗

by Lemma 3.1.44, is due to strictness of the initial object forcing f∗f∗(0) ∼= 0.

It follows from Lemma 3.1.52 and Corollary 3.1.45 that a geometric surjection is
relatively pristine if and only if it is relatively polished.

3.1.8 Hyperconnected morphisms

Recall that a geometric morphism f : F → E is hyperconnected if f∗ is full and faithful
and its image is closed in F under subobjects and quotients (up to isomorphism); we
have briefly encountered such morphisms in previous chapters. Recall also that f is
localic if every object in F is a subquotient of one of the form f∗(X). See [Joh02,
Section A4.6] for some background on hyperconnected and localic morphisms, including
the hyperconnected–localic factorization of a general geometric morphism.

When it comes to hyperconnected morphisms into Set, there are various alternative
characterizations; note that these rely on properties of Set, so are not true constructively.

Proposition 3.1.53. Let E be a Grothendieck topos. Then the following are equivalent:

1. The unique geometric morphism E → Set is hyperconnected.
2. E is two-valued: the only subterminal objects are the initial and terminal objects.
3. Every object of E is either well-supported (the unique morphism X → 1 is an

epimorphism) or initial, but not both.
4. E is non-degenerate and has a separating set of well-supported objects.
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Proof. (1 ⇔ 2) The inverse image of a hyperconnected geometric morphism is full and
faithful and closed under subobjects, so in particular the only subobjects of 1 in E is 0.
Conversely, if E is two-valued, consider the hyperconnected-localic factorization of the
unique geometric morphism E → Set; the intermediate topos is the localic reflection
of E , equivalent to the topos of sheaves on the locale of subterminal objects of E , so is
equivalent to Set. Thus the morphism E → Set is hyperconnected.

(2⇔ 3) If E is two-valued, the monic part of the (epi,mono) factorization of X → 1
is non-trivial if and only if X ∼= 0, so X is either initial or well-supported. Conversely,
any non-trivial subterminal object fails to be well-supported, so if 3 holds there can be
no proper subterminals and E is two-valued.

(3 ⇔ 4) Since E is a Grothendieck topos, it has some generating set of objects; any
such set is still generating after excluding the initial object, and since 0 is distinct from
1, any generating set contains a non-initial object, so we obtain a generating set of well-
supported objects as required. Conversely, an inhabited colimit of well-supported objects
is well-supported, so any non-initial object is well-supported if there is a separating set
of well-supported objects.

In particular, since supercompact objects are not initial, we obtain a necessary and
sufficient condition for the hypotheses in Section 3.1.5 to hold:

Corollary 3.1.54. If E is a two-valued (Grothendieck) topos, every supercompact object
in E is well-supported. In particular, a morphism A → B in the subcategory Cs of
supercompact objects objects of E is an epimorphism if and only if it is epic in E, so
every epimorphism in Cs is strict. Conversely, if E is supercompactly generated, then Cs
is closed under cokernels if and only if E is two-valued.

Thus we can give the counterexample, promised earlier, to the hypothesis that epi-
morphisms in Cs are regular when every supercompact object of E is well-supported.

Example 3.1.55. Let M be the free monoid on two generators, viewed as a category,
and let E = [Mop,Set], where the objects are viewed as right M -sets. From the results
in this chapter and observations in Chapter 1, we know that this topos is two-valued
and supercompactly generated; the supercompact objects in this topos are precisely the
principal right M -sets.

Given a principalM -set N generated by n, the quotient of N by a relation generated
by a pair of morphisms f, g : N ⇒ M is obtained by identifying f(n)k with g(n)k
for each k ∈ M . A case-by-case analysis of the possible pairs of elements f(n), g(n)
demonstrates that there is no pair of which the epimorphism M ↠ 1 is a coequalizer, so
this epimorphism is not regular in the category of supercompact objects of E .

Returning to a more general setting, the main reason for our interest in hypercon-
nected morphisms, however, is that they create the structure of supercompactly (and
compactly) generated Grothendieck toposes which we study in this chapter.

Corollary 3.1.56. If f : F → E is a hyperconnected geometric morphism between
Grothendieck toposes, then it is pristine. Thus (being surjective) f∗ preserves and reflects
supercompact, compact and initial objects.
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Proof. We extend the proof that hyperconnected morphisms are proper, [MV00, Propo-
sition I.2.4], replacing ∞∗ with π!.

Suppose f : F → E is hyperconnected, and consider a diagram of the form

[f∗(I),F ] [I,E ]

F E .

f I

π
⌟

π

f

(3.4)

Since f I is a pullback of f , it is hyperconnected too, so that any V ↪→ 1 in [f∗(I),F ]
is of the form (f I)∗(U) for some U ↪→ 1 in [I,E ] (the restriction of a hyperconnected
morphism to the subterminal objects is an equivalence). Thus,

f∗π!(V ) = f∗π!(f
I)∗(U) = f∗f

∗π!(U) = π!(U),

where the last equality holds since f∗ is full and faithful. But U = (f I)∗(f
I)∗(U) =

(f I)∗(V ), so f∗π!(V ) = π!(f
I)∗(V ), as required. The same argument applied to slices

gives the result.
Preservation of supercompact and compact objects by f∗ then follows from Propo-

sition 3.1.43 and Corollary 3.1.45 (preservation of the initial object is automatic), while
reflection follows from Lemma 3.1.52.

Theorem 3.1.57. Let f : F → E be a hyperconnected geometric morphism between
elementary toposes. If F is a Grothendieck topos, so is E. Assuming this is so, if F :

(i) is supercompactly generated, or
(ii) is compactly generated, or
(iii) has enough points, or
(iv) is two-valued,

then E inherits that property.

Proof. Let C be a (full subcategory on a) small separating set of objects in F . Then
every object of F is a colimit of a diagram in C. Given an object Q of E , we can express
f∗(Q) as such a colimit; write λi : Ci → f∗(Q) with Ci ∈ C for the legs of the colimit
cone. By taking image factorizations of the λi we obtain an expression for f∗(Q) as a
colimit where the legs of the colimit cone are all monomorphisms. Since the image of f∗

is closed under subobjects, we obtain an expression for f∗(Q) as a colimit of objects of
the form f∗(Di) with Di in E , which moreover are quotients of objects in the separating
subcategory C of F .

Thus, since f∗ creates all small colimits, the quotients of objects in C lying in E form
a separating set. Also, E is locally small since F is. Thus by the version of Giraud’s
Theorem that appears in [Joh02, C2.2.8(v)], say, E is a Grothendieck topos.

The inheritance of property (i) (resp. (ii)) follows from Corollary 3.1.56, taking C in
the above to be Cs (resp. Cc) and noting that the objects f∗(Di) in the argument above
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are supercompact (resp. compact) in F by Lemma 3.1.8, whence the Di are so in E by
Corollary 3.1.56.

For (iii), if F has enough points, which is to say that there is a collection of geometric
morphisms Set→ F whose inverse images are jointly faithful, then composing each point
with the hyperconnected morphism to E gives such a collection for E . Finally, for (iv),
note once again that the restriction of f to subterminal objects is an equivalence.

In spite of our reliance on Corollary 3.1.56 here, we shall see in Example 3.2.65 that
we cannot extend Theorem 3.1.57(i) or (ii) to relatively pristine or relatively proper
surjections, although parts (iii) and (iv) do apply in that situation.

For use in a later chapter, we record the following general result which has the
supercompact and compact cases of Theorem 3.1.57 as special cases:

Scholium 3.1.58. Suppose F → E is a hyperconnected geometric morphism. Let P be a
property of objects of a topos which descends along epimorphisms, in the sense that given
an epimorphism A↠ B, if A satisfies P then B must also. Suppose moreover that objects
with property P are preserved and reflected by the inverse image of a hyperconnected
geometric morphism f : F → E. Then if F has a separating set of objects with property
P , so does E; explicitly, the latter set may be taken to be the collection of quotients of
objects in the separating set for F which lie in E.

Several examples of properties which descend along epimorphisms appear in [Car12b,
§4], including the property of being an atom (having no non-trivial subobjects). It is
easily checked that atoms are preserved and reflected by a fully faithful functor which is
closed under subobjects, so Scholium 3.1.58 applies to atomic toposes, for example.

We can summarize the results from the last two sections as stability results for
supercompactly and compactly generated toposes.

Theorem 3.1.59. Suppose E is a supercompactly (resp. compactly) generated Grothendieck
topos. If F is:

1. The domain of a closed inclusion f : F → E, or more generally, the domain of a
relatively polished (resp. relatively proper) inclusion into E,

2. The domain of a local homeomorphism g : F ≃ E/X → E, or
3. The codomain of a hyperconnected morphism h : E → F ,

then F is also a supercompactly (resp. compactly) generated Grothendieck topos.

Proof. Let Cs and Cc be the (separating) subcategories of supercompact and compact
objects in F , respectively.

1. For any inclusion, the images of objects in Cs (resp. Cc) under f∗ form a separating
set for E . The stated properties ensure that these objects are all supercompact or initial
(resp. compact), so that E is supercompactly (resp. compactly) generated, by Corollary
3.1.41.

2. The objects with domain in Cs (resp. Cc) in any slice F/X form a separating
set. These lifted objects inherit the property of being supercompact (resp. compact),
by Lemma 3.1.2 and the standard result (F/X)/(Y → X) ≃ F/Y .

3. This is immediate from Theorem 3.1.57.
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3.2 Principal Sites

So far, we have established properties of ‘canonical’ sites for supercompactly and com-
pactly generated toposes. In the spirit of Caramello’s work, [Car12b], we obtain in this
section a broader class of sites whose toposes of sheaves have these properties.

As in Section 3.1, we write ℓ : C → Sh(C, J) for the composite of the Yoneda embed-
ding and the sheafification functor. We will occasionally make use of the following fact
regarding representable sheaves, which is easily derived from the fact that ℓ is a dense
morphism of small-generated sites, in the sense described in [Car19]:

Fact 3.2.1. A sieve T on ℓ(C) in Sh(C, J) is jointly epimorphic if and only if the sieve
{f : D → C | ℓ(f) ∈ T} is J-covering.

3.2.1 Stable classes

Definition 3.2.2. Let C be a small category. A class T of morphisms in C is called
stable if it satisfies the following three conditions:

1. T contains all identities.
2. T is closed under composition.
3. For any f : C → D in T and any morphism g in C with codomain D, there exists

a commutative square,

A B

C D

f ′

g′ g

f

(3.5)

in C with f ′ ∈ T .

These correspond to the necessary and sufficient conditions for T -morphisms to be sin-
gleton presieves generating a Grothendieck topology, as presented in [MLM92, Exercise
III.3]. We call the resulting Grothendieck topology the principal topology generated
by T .

In [KY17], a stable class of morphisms is called semi-localizing, in reference to a
related definition in [GM03]. The authors call a principal topology an A-topology, pre-
sumably because the atomic topology is an example of a principal topology; see Example
3.2.20. We have chosen a naming convention that we believe to be more evocative in
this context.

Continuing the parallel investigation of compactness, we obtain a related concept by
replacing individual morphisms by finite families of morphisms.

Definition 3.2.3. Let T ′ be a class of finite families of morphisms with specified com-
mon codomain in C. We say T ′ is stable if

1’. T ′ contains the families whose only member is the identity.
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2’. T ′ is closed under multicomposition, in that if {fi : Di → C | i = 1, . . . , n} is in
T ′ and so are {gj,i : Ej → Di | j = 1, . . . ,mi} for each i = 1, . . . , n, then {fi ◦ gj,i}
is also a member of T ′.

3’. For any {fi : Di → C | i = 1, . . . , n} in T ′ and any morphism g : B → C in C,
there is a T ′-family {hj : Aj → B | j = 1, . . . ,m} such that each g ◦ hj factors
through one of the fi.

These are necessary and sufficient conditions for T ′-families to generate a Grothendieck
topology, which we call the topology (finitely) generated by T ′.

Note that we do not require C to have pullbacks in the above definitions, so it is
sensible to compare them with the usual notion of stability with respect to pullbacks.

Lemma 3.2.4. Let T be a stable class of morphisms in C with the additional ‘push-
forward’ property:

4. Given any morphism f of C such that f ◦ g ∈ T for some morphism g of C, we
have f ∈ T .

This in particular is true of the class of epimorphisms, for example. Then morphisms
in T are stable under any pullbacks which exist in C.

Proof. Given a pullback of a T morphism, the comparison between any square provided
by (3.5) and this pullback provides a factorization of a T morphism through the pullback,
so by the assumed property the pullback is also in T , as required.

As remarked in [KY17], we can extend a stable class of morphisms T to the stable
class T̂ of morphisms whose principal sieves contain a member of T (that is, morphisms
f such that f ◦ g ∈ T for some g) without changing the resulting principal topology.
Thus we can safely assume that stable classes satisfy axiom 4 of Lemma 3.2.4 if we
so choose. The advantage of enforcing this assumption is that it gives a one-to-one
correspondence between stable classes of morphisms in a category and the principal
Grothendieck topologies on that category, since we can recover the classes as those
morphisms which generate covering sieves.

Remark 3.2.5. The class of identity morphisms in any category satisfies axioms 1,2 and
3, but in order to satisfy axiom 4 it must be extended to the class of split epimorphisms,
which is easily verified to satisfy all four axioms in any category. Thus the class of split
epimorphisms corresponds to the trivial Grothendieck topology. It is worth noting also
that every split epimorphism is regular and hence strict.

We may similarly extend a class T ′ to a maximal class T̂ ′
. However, for a class of

finite families to be maximal, it must be closed under supersets as well as under the
equivalent of the push-forward property of Lemma 3.2.4, so we have two extra axioms:

4’. Given a finite family f = {fi : Di → C} of morphisms in C such that every
morphism in some T ′-family over C factors through one of the fi, we have f ∈ T ′.
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5’. Any finite family f = {fi : Di → C} of morphisms in C containing a T ′-family f′ is
also a member of T ′.

The equivalent of the pullback stability statement of Lemma 3.2.4 is as follows.

Scholium 3.2.6. Suppose that T ′ is a stable class of finite families of morphisms in
a category C satisfying the additional axioms 4’ and 5’. Then T ′ is stable under any
pullbacks which exist in C, in that given a family {gi : Ei → C} in T ′ and h : C ′ → C
such that the pullback of gi along h exists for each i, the family {h∗(gi) : E′

i → C ′} is in
T ′.

We leave the proof, and the verification that enforcing axioms 4’ and 5’ gives a
one-to-one correspondence between stable classes of finite families and finitely generated
Grothendieck topologies, to the reader.

Definition 3.2.7. Let C be a small category, T a stable class of its morphisms; we
denote the corresponding principal (Grothendieck) topology by JT . We call a site
(C, JT ) constructed in this way a principal site. Similarly, for a stable class of finite
families T ′ on C, we have a corresponding finitely generated (Grothendieck) topology
denoted JT ′ ; a site of the form (C, JT ′) shall be called a finitely generated site.8

Proposition 3.2.8. Let C be a small category and J a Grothendieck topology on it.
Then the representable sheaves are all supercompact if and only if J = JT is a principal
topology for some stable class T of morphisms in C. In particular, the topos of sheaves
on a principal site (C, JT ) is supercompactly generated.

Similarly, the representable sheaves are all compact in Sh(C, J) if and only if J = JT ′

for a stable class T ′ of finite families of morphisms in C, and the topos of sheaves on a
finitely generated site (C, JT ′) is compactly generated.

Proof. By Fact 3.2.1, for J = JT , given a covering family on ℓ(C), the sieve it generates
must contain an epimorphism which is the image of a T -morphism. Since this epimor-
phism factors through some member of the covering family, that member must also be
an epimorphism. Thus ℓ(C) is supercompact, as required.

Conversely, given that ℓ(C) is supercompact for every C, let T be the class of mor-
phisms f such that ℓ(f) is epimorphic. We first claim that T is a stable class. Indeed,
axioms 1, 2 and 4 are immediate; to see that axiom 3 holds, suppose that f : C → D
is in T and g : B → D is any C morphism. Then we may consider the pullback of ℓ(f)
along ℓ(g) in Sh(C, J):

A ℓ(B)

ℓ(C) ℓ(D).

f ′

g′
⌟

ℓ(g)

ℓ(f)

8We fear this terminology may result in some confusion if adopted more widely, since the ‘finitely
generated’ condition refers to the Grothendieck topology and not the underlying category, but it should
cause no problems in the present thesis.
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Since A is covered by objects of the form ℓ(C ′), by supercompactness of ℓ(B) there must
be an epimorphism ℓ(C ′) ↠ ℓ(B) factoring through the pullback, and in turn the sieve it
generates must contain an epimorphism in the image of ℓ, so that we ultimately recover
the square (3.5) required for axiom 3.

Now we show that J = JT . Given a J-covering sieve S on C (generated by a family
of morphisms, for example), the sieve generated by ℓ(S) := {ℓ(g) | g ∈ S} necessarily
covers ℓ(C), and therefore ℓ(S) contains an epimorphism by supercompactness, so that
the original sieve must have contained a member of T , which gives J ⊆ JT . Conversely,
JT -covering sieves are certainly J-covering, so JT ⊆ J . Thus J is a principal topology,
as claimed.

The argument for finitely generated sites is almost identical; we need only replace
T -morphisms with finite T ′-families in the first part, and define T ′ families to be those
finite families which are mapped by ℓ to jointly epic families in the second part.

In particular, we may extend a stable class of morphisms T to a stable class of
families of morphisms T ′ by viewing the morphisms in T as one-element families. Then
it is clear that JT = JT ′ .

Intermediate between the two classes of sites discussed so far are a class which we call
quasi-principal sites: these are sites (C, J) such that for every object C ∈ C, either
the empty sieve is a covering sieve on C or every covering sieve on C contains a principal
sieve. Observe that if C′ is the full subcategory of C on the latter class of objects (which
we can always construct over Set), then Sh(C, J) ∼= Sh(C′, JT ), where T is the class of
morphisms generating principal covering sieves.

The following result subsumes Lemma 4.11 of [Bri12]; our work up to this point
allows us to avoid any direct manipulation with sheaves in the proof.

Corollary 3.2.9. Let (C, J) be a small site. Then the inclusion Sh(C, J)→ [Cop,Set] is
relatively pristine (resp. relatively proper) if and only if J is a principal (resp. finitely
generated) topology. The inclusion is relatively polished if and only if (C, J) is a quasi-
principal site.

Proof. Since [Cop,Set] is supercompactly generated, by Proposition 3.1.43, the inclu-
sion Sh(C, J) → [Cop,Set] is relatively pristine if and only if the sheafification functor
preserves supercompact objects; this in particular requires all of the objects ℓ(C) to be
supercompact, which occurs if and only if J is principal by Proposition 3.2.8. But any
other supercompact objects are quotients of representables, so ℓ(C) being supercompact
for every C is also sufficient. As usual, the relatively proper case is analogous.

For relative polishedness, we relax the conditions above to requiring that each rep-
resentable is sent to a supercompact or initial object, and note that the empty sieve is
covering on C if and only if ℓ(C) is initial.

3.2.2 Morphisms between sheaves on principal sites

In order to better understand the relationship between a principal site and the topos it
generates, we employ some results from [Car19], which enable us to describe morphisms
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in a Grothendieck topos Sh(C, J) in terms of those in a presenting site (C, J).
For a general site (C, J), the functor ℓ : C → Sh(C, J) is neither full nor faithful. To

describe the full collection of morphisms in the sheaf topos, several notions are introduced
in [Car19, §2], of which we introduce the relevant special cases here.

For morphisms h, k : A⇒ B, we say h and k are J-locally equal (written h ≡J k)
if there is a J-covering sieve S on A such that h ◦ f = k ◦ f for every f ∈ S. If J is
principal (resp. finitely generated) then this is equivalent to saying that there is some
T -morphism which equalizes h and k (resp. a T ′-family whose members all equalize h
and k). This leads naturally to the following moderately technical definitions:

Definition 3.2.10. Let C be a small category and T a stable class of morphisms in C.
Then for objects A,B in C, a T -span from A to B is a span

E

A B,

f g (3.6)

such that f is in T . A T -arch is a T -span such that for any h, k : D ⇒ E with
f ◦ h = f ◦ k we have g ◦ h ≡JT g ◦ k.

Similarly, for T ′ a stable class of finite families of morphisms on C, a T ′-span is a
finite (possibly empty) family of spans:

Ei

A B,

fi gi (3.7)

such that {f1, . . . , fn} is in T ′. A T ′-multiarch is a T ′-multispan such that for any
h : D → Ei, k : D → Ei′ with fi ◦ h = fi′ ◦ k we have gi ◦ h ≡JT ′ gi′ ◦ k.

The constituent morphisms in any span or multispan will be referred to as their legs.

Lemma 3.2.11. Let (C, JT ) be a principal site. Let ArchT (A,B) be the collection of T -
arches from A to B in C. For each T -arch (t, g) ∈ ArchT (A,B), there is a (necessarily
unique) morphism ℓ(t, g) : ℓ(A)→ ℓ(B) in Sh(C, JT ) such that ℓ(t, g) ◦ ℓ(t) = ℓ(g). The
mapping ℓ so defined is a surjection from ArchT (A,B) to the set of morphisms from
ℓ(A) to ℓ(B) in Sh(C, JT ).

Similarly, letting mArchT ′(A,B) be the set of T ′-multiarches from A to B, ℓ induces
a surjection from mArchT ′(A,B) to HomSh(C,JT ′ )(A,B).

Proof. This is immediate from [Car19, Proposition 2.5].

Intuitively it seems that the collections ArchT (A,B) “should” be the morphisms
of a category. However, while [Car19, Proposition 2.5(iv)] suggests a composition of
arches coming from covering families that generate sieves, this composition produces a
maximal family of arches presenting the composite rather than a single T -arch; there is a

90



similar problem for multiarches. We therefore examine what structure exists in general,
and identify some sufficient conditions under which arches and multiarches admit a
composition operation.

Lemma 3.2.12. Let (C, JT ) be a principal site. For each pair of objects A and B in C,
let SpanT (A,B) be the collection of T -spans from A to B. Then SpanT (A,B) admits a
canonical categorical structure, where a morphism x : (t : E → A, g : E → B) → (t′ :
E′ → A, g′ : E′ → B) is a morphism x : E → E′ with t = t′ ◦ x and g = g′ ◦ x. This
restricts to give a category structure on ArchT (A,B) too.

Expanding upon this, if (C, JT ′) is a finitely generated site, there is a canonical cat-
egorical structure on each collection of T ′-multispans mSpanT ′(A,B), where x⃗ : (ti :
Ei → A, gi : Ei → B) → (t′j : E′

j → A, g′j : E′
j → B) consists of an index j for each

index i, and a morphism xi : Ei → E′
j with ti = t′j ◦ xi and gi = g′j ◦ xi. Note that

any permutation of the spans forming a given T ′-multispan form a T ′-multispan which
is isomorphic in this category. Once again, this structure restricts to the collections of
multiarches.

Proposition 3.2.13. Suppose that T is a stable class of morphisms in a small category
C such that axiom 3 of Definition 3.2.2 provides stability squares weakly functorially.
That is, calling an ordered pair of morphisms (h : A → D, s : B → D) with s ∈ T a
T -cospan from A to B, suppose the stability axiom defines a mapping from T -cospans
to T -spans satisfying the following conditions:

1. For any T -morphism t : B → A, the T -span coming from (idA, t) is isomorphic in
SpanT (A,B) to (t, idB).

2. If f : A→ D, g : B → D and k : A′ → A such that g is a T -morphism, the T -span
obtained by applying the stability mapping along f and then k is isomorphic in
SpanT (A

′, B) to that obtained by applying it along f ◦ k.
3. If f : A→ D, g : B → D and e : B′ → B such that e and g are T -morphisms, the
T -span obtained by applying the stability mapping to g and then e is isomorphic
in SpanT (A,B

′) to that obtained by applying it along g ◦ e.

Then there is a weak composition on T -arches, in the sense that there are mappings

◦ : ArchT (B,C)×ArchT (A,B)→ ArchT (A,C),

which are associative and unital up to isomorphism of T -arches. Moreover, this compo-
sition is natural in the second component up to isomorphism, in the sense that for each
fixed T -arch (u, h) in ArchT (B,C), a morphism x : (t, g) → (t′, g′) in ArchT (A,B)
induces a morphism (u, h) ◦ x : (u, h) ◦ (t, g)→ (u, h) ◦ (t′, g′) in ArchT (A,C), and the
resulting mapping (u, h)◦− : ArchT (A,B)→ ArchT (A,C) is functorial up to unit and
associativity isomorphisms.

Proof. Even without the listed conditions, stability provides a putative definition of
the composition operation: given a consecutive pair of T -arches, we simply apply the
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stability axiom to the pair of morphisms with common codomain,

P

E E′

A B B′;

T ∋t′′ g′′

t g t′ g′

that the resulting T -span (t◦t′′, g′◦g′′) is a T -arch is easily checked. The extra conditions
are needed to make this operation weakly unital and associative. The naturality in the
second component is a direct consequence of the second condition.

For brevity, we leave the analogous statement and proof of Proposition 3.2.13 for
finitely generated sites to the reader, noting that the analogue of T -cospans will not
be duals of T ′-multispans, but the more restrictive shape of diagram relevant to the
stability axiom 3’.

In the best case scenario where it is possible to construct a weak composition on
arches, we may obtain a bicategory (see [B6́7, Definition 1.1] for a definition of bicate-
gory) from the principal site (C, JT ), whose 0-cells are the objects of C, whose 1-cells are
T -arches and whose 2-cells are morphisms between these.

Remark 3.2.14. The fact that T -arches do not assemble into a bicategory in full gener-
ality is not merely an artifact of us having restricted ourselves to the data of the stable
classes of morphisms (resp. finite families), rather than the principal (resp. finitely gener-
ated) Grothendieck topologies they generate. If we expand our collections of morphisms
to multiarches indexed by arbitrary JT -covering families, the construction in [Car19,
Proposition 2.5(iv)] does give a canonical family representing the composite, but it typ-
ically fails to be unital, since composing with an identity T -span gives a strictly larger
family. We can restrict to J-covering sieves to avoid this problem, but even then, with-
out pullbacks the composition may not be weakly associative, since multi-composition
of J-covering sieves is not necessarily associative in the required sense.

One situation where the hypotheses of Proposition 3.2.13 are satisfied is when C has
pullbacks, by Lemma 3.2.4.

Corollary 3.2.15. Let (C, JT ) be a principal site where C has pullbacks, such as the
canonical sites on locally regular categories we shall see in Definition 3.2.39. Then
the objects of C, the T -spans on C and the morphisms between these assemble into a
bicategory. In particular, the composition operations of Proposition 3.2.13 are natural
in the first component as well as the second in this case.

Proof. The verification of the conditions in Proposition 3.2.13 is straightforward; note
that we actually require a specified choice of pullbacks, but the mediating isomorphisms
are provided by universal properties. For the final claim, we observe that in the third
condition of Proposition 3.2.13, we no longer need to restrict ourselves to the case where

92



e : B′ → B is a T -morphism, since we can complete the defining rectangle with a
pullback square (T -morphisms are indicated with double-headed arrows):

A′ A B

B′ B D.

⌟

(g◦e)′

f ′′
e′ ⌟ g′

f ′ f

e

g◦e

g

The morphism e′ provides the morphism of T -spans corresponding to e to make the
composition natural (again, up to relevant isomorphisms) in the first component, as
claimed.

The commutativity of the associativity and identity coherence diagrams which are
required to formally make this a bicategory are guaranteed by the uniqueness in the
universal property of the pullbacks involved.

As usual, the analogous result for finitely generated sites holds, but we omit the
proof.

Whether it satisfies all of the requirements of a bicategory or not, however, the
relationship between the T -arch structure and the subcategory of Sh(C, JT ) on the rep-
resentables is simply that of collapsing the 2-cells, in the following sense:

Lemma 3.2.16. Two T -arches (resp. T ′-multiarches) from A to B on a principal (resp.
finitely generated) site are identified by ℓ if and only if they are in the same component
in the category ArchT (A,B) (resp. mArchT ′(A,B)) described in Lemma 3.2.12.

Proof. In one direction, if x : (t : E → A, g : E → B)→ (t′ : E′ → A, g′ : E′ → B), then
by definition the unique morphism ℓ(t, g) : ℓ(A) → ℓ(B) with ℓ(g) = ℓ(t, g) ◦ ℓ(t) also
satisfies ℓ(g′) = ℓ(t, g) ◦ ℓ(t′), whence ℓ(t′, g′) = ℓ(t, g). Thus ℓ identifies T -spans in the
same component.

Conversely, applying [Car19, Proposition 2.5(iii)], two T -arches (t : E → A, g : E →
B) and (t′ : E′ → A, g′ : E′ → B) induce the same morphism in Sh(C, JT ) if and only
if there is a T -morphism s : D → A and morphisms h : D → E and h′ : D′ → E′ with
t ◦ h = s = t′ ◦ h′ and g ◦ h ≡JT g′ ◦ h′. Expanding on the latter condition, this implies
the existence of some T -morphism u : E → D equalizing g ◦ h and g′ ◦ h′. But then
(t ◦ h ◦ u, g ◦ h ◦ u) = (t′ ◦ h′ ◦ u, g′ ◦ h′ ◦ u) is easily shown to be a T -arch, and it admits
morphisms h◦u and h′ ◦u′ to (t, g) and (t′, g′) respectively, whence these are in the same
connected component, as required.

We can strengthen Lemma 3.2.16 to reconstruct the full subcategory of Sh(C, JT ) on
the representable sheaves.

Scholium 3.2.17. Let (C, JT ) be a principal site. Then the full subcategory of Sh(C, JT )
on the representable sheaves is equivalent to the category whose objects are the objects of
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C and whose morphisms A→ B are indexed by the connected components of the category
ArchT (A,B).

Similarly, if (C, JT ′) is a finitely generated site, then the full subcategory of Sh(C, JT ′)
on the representable sheaves is equivalent to the category whose objects are the objects of
C and whose morphisms A→ B are indexed by the connected components of the category
mArchT ′(A,B).

Proof. Observe that in the definition of composition given in the proof of Proposition
3.2.13, any choice of stability square will produce a T -arch (resp. T ′-multiarch) lying
in the same component of ArchT (A,C) (resp. mArchT ′(A,C)), since this T -arch
(resp. T ′-multiarch) will necessarily be mapped by ℓ to the composite of the morphisms
corresponding to the pair of arches (resp. multiarches) being composed. Thus, even
without weak functoriality, the composition is well-defined on connected components, as
required.

In the subcanonical case, where all T -morphisms are strict epimorphisms (resp. all
T ′-families are jointly strictly epimorphic), the computations from this section simplify
greatly. Indeed, ℓ is full and faithful in this case, which means that every component
of each category ArchT (A,B) (resp. mArchT ′(A,C)) contains a unique (multi)arch of
the form (idA, f). In a T -arch (t, g), g coequalizes every pair of morphisms which t co-
equalizes by definition, whence the morphism ℓ(t, g) corresponds to the unique morphism
A → B factorizing g through t; the morphisms representing multiarches are recovered
analogously from the universal properties of jointly strictly epic families.

3.2.3 Quotients of principal sites

Rather than directly computing the category of representable sheaves in Sh(C, JT ) via
T -arches, we might hope to simplify things by first modifying the principal site.

In Kondo and Yasuda’s definition of ‘B-site’, they assume that the underlying cate-
gory is an ‘E-category’, which is to say that every morphism is an epimorphism, [KY17,
Definitions 4.1.1, 4.2.1], which seems very restrictive. However, by taking the quotient of
C by the canonical congruence, we show here that we may assume that T is contained in
the class of epimorphisms of C without loss of generality, since the corresponding topos
of sheaves is equivalent to that on the original site.

Proposition 3.2.18. Let (C, JT ) be a principal site. Then there is a canonical con-
gruence ∼ on C such that (C/∼, JT /∼) is a principal site with T /∼ a subclass of the
epimorphisms of C/∼, and with Sh(C, JT ) ≃ Sh(C/∼, JT /∼).

Similarly, if (C, JT ′) is a finitely generated site, there is a congruence ∼ on C such
that (C/∼, JT ′/∼) is a finitely generated site with T ′/∼ a subclass of the epimorphisms
of C/∼, and with Sh(C, JT ′) ≃ Sh(C/∼, JT ′/∼).

Proof. The congruence ∼ is that induced by the functor ℓ : C → Sh(C, JT ). Explicitly,
let f ∼ f ′ : C → D whenever there is a morphism h : C ′ ⇒ C in T with fh = f ′h. To
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verify that this is a congruence, suppose we are also given morphisms g ∼ g′ : D ⇒ E
which are equalized by k : D′ → D. Stability of k along fh = f ′h gives k′ ∈ T :

C ′′ D′

C ′ C D E;

k′ k

h
f

f ′

g

g′

T is closed under composition and gfhk′ = g′f ′hk′, so gf ∼ g′f ′ as required.
By the definition of the congruence it is immediate that the morphisms in T /∼ are

epimorphisms. Moreover, the canonical functor (C, JT ) → (C/∼, JT /∼) is a morphism
and comorphism of sites9, since it is cover-preserving, cover-lifting and flat. Either by
checking denseness conditions of [Car19] or since the congruence is induced by the functor
ℓ, we recover the equivalence Sh(C, JT ) ≃ Sh(C/∼, JT /∼).

The congruence for a finitely generated site has f ∼ f ′ whenever fhi = f ′hi for each
hi in a T ′-family. The remainder of the proof is analogous.

The reduced site (C/∼, JT /∼) in Proposition 3.2.18 can be obtained in various alter-
native ways. By construction, the functor C → C/∼ is the universal functor with domain
C sending T -morphisms to epimorphisms, so it is not surprising thanks to the proof of
Proposition 3.2.8 that ℓ canonically factors through it. This site also coincides with the
one obtained by lifting the hyperconnected–localic factorization of the geometric equiv-
alence of toposes Sh(C, JT ) ≃ Sh(Sh(C, JT ), Jcan) to the level of sites, also described in
[Car19, §6.5]. See Section 3.2.7 below for more on morphisms of sites.

After making this simplification, JT -local equality (resp. JT ′-local equality) reduces
to ordinary equality, so that for example a T -arch from A to B is a T -span as in (3.6)
such that for any h, k : D ⇒ C with f ◦h = f ◦ k we have g ◦h = g ◦ k. In particular, by
considering the arches in which the T -morphism is an identity, we see that the functor
ℓ : (C/∼, JT /∼) → Sh(C, JT ) is faithful, and further that ℓ : (C, JT ) → Sh(C, JT ) is
faithful if and only if every T -morphism is an epimorphism, which is to say that the
congruence ∼ is trivial.

Corollary 3.2.19. Let (C, JT ) be a principal site and let ∼ be the congruence on C from
Proposition 3.2.18. Then the functor ℓ : (C, JT )→ Sh(C, JT ) is full if and only if every
T /∼-morphism in C/∼ is a strict epimorphism.

Similarly, if (C, JT ′) is a finitely generated site, then ℓ : (C, JT ′)→ Sh(C, JT ′) is full
if and only if every T ′/∼-family in C/∼ is a strictly epimorphic family.

Proof. If the hypothesis holds, then the site (C/∼, JT /∼) is subcanonical, so the induced
functor to the topos is full and faithful, whence ℓ with domain (C, JT ) is full.

Conversely, given that ℓ is full, suppose that t : E → A is in T . Suppose that we have
g : E → B such that whenever h, k : E′ → E with t◦h = t◦k, we have g◦h = g◦k. Then
(t, g) is a T -arch, and there is a morphism ℓ(t, g) in Sh(C, JT ) completing the triangle.

9See Definitions 3.2.47 and 3.2.54 below.

95



By fullness of ℓ, this is the image of a morphism A→ B in C/∼, and by the definition of
∼ there is at most one such morphism, whence t/∼ is a strict epimorphism, as claimed.

The argument for finitely generated sites is analogous.

It follows from Corollary 3.2.19 that the restriction of the codomain of ℓ to the full
subcategory of Sh(C, JT ) on the objects of the form ℓ(C) is the universal functor sending
T -morphisms to strict epimorphisms. This site can alternatively be obtained by consid-
ering the lifting of the surjection–inclusion factorization of the geometric equivalence of
toposes to the level of sites, as seen in [Car19, §6.1].

Example 3.2.20. Recall that a category C satisfies the right Ore condition if any
cospan can be completed to a commutative square. This is exactly the condition needed
to make the class of all morphisms of C stable, and the corresponding principal topology
is more commonly called the atomic topology, Jat, while the site (C, Jat) is called an
atomic site. The above results show that we may reduce any atomic site to one in which
every morphism is epic (hence a ‘B-site’ in the terminology of Kondo and Yasuda).

3.2.4 Reductive and coalescent categories

Returning to our study of the subcategories of supercompact and compact objects, we
observe that the epimorphisms they inherit from E always meet most of the requirements
for stability.

Lemma 3.2.21. For any Grothendieck topos E, let Cs, Cc the usual subcategories. Then
the class T of epimorphisms in Cs which are inherited from E satisfies axioms 1,2 and 4
for stable classes, while the class T ′ of finite jointly epimorphic families on Cc inherited
from E satisfies axioms 1’,2’,4’ and 5’.

Proof. Clearly Cs and Cc inherit identities from E , so T contains these and T ′ contains the
singleton families of the identities. Since epimorphisms are stable under composition in
E , T is closed under composition. Multicomposition of finite jointly covering families in E
is similarly direct, giving the second axiom for T ′. Axioms 4’ and 5’ are straightforward.

By Theorem 3.1.25, if E is supercompactly generated (resp. compactly generated)
then axiom 3 (resp. axiom 3’) must also be satisfied in each case. Note that the converse
fails: stability of E-epimorphisms in Cs or stability of E-epimorphic finite families in Cc
are not sufficient to guarantee that E is supercompactly or compactly generated. Indeed,
if E a non-degenerate topos where the only compact object is the initial object, such
as that exhibited in Example 3.2.63, the stability axioms are trivially satisfied but E is
neither supercompactly nor compactly generated.

In the remainder of this section, we refine the concepts of principal and finitely
generated sites in order to obtain a characterization of the categories Cs (resp. Cc) of
supercompact (resp. compact) objects in supercompactly (resp. compactly) generated
toposes.
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Definition 3.2.22. We say a small category C is reductive if it has funneling colimits
and its class of strict epimorphisms is stable. The reductive topology Jr on a reductive
category is the principal topology generated by its class of strict epimorphisms.

We say C is coalescent if it has multifunneling colimits and its class of (strictly)
epic finite families is stable. The coalescent topology Jc on a coalescent category is
the finitely generated topology on its class of strictly epic finite families.

Remark 3.2.23. Some justification for this naming and notation is warranted.
The names of the categories are intended to evoke the presence of funneling (resp.

multifunneling) colimits, since any diagram in them of the respective shapes ‘is reduced’
(resp. ‘coalesces’) by composing with a suitable epimorphism (resp. jointly epimorphic
family). If we consider the reductive category

C := A⇒ B ↠ C,

featuring in Example 3.2.66 below, for example, we can identify a functor F : C → Set
with a directed graph, equipped with a mapping on its set of vertices which identifies
nodes in the same connected component; if F preserves funneling colimits, then the
image of the epimorphism B ↠ C must exactly be the map reducing the graph to its
set of connected components.

The names were also chosen to have their first few letters in common with regular and
coherent respectively, since the regular and coherent objects in a topos are respectively
subclasses of the supercompact and compact objects. Thus, while the r and c in Jr and
Jc stand for reductive and coalescent respectively, we shall see that when a category is
both regular and reductive, the regular topology (see Definition 3.2.41 below) coincides
with the reductive topology, so the r on Jr could also mean ‘regular’; similarly for
coalescent and coherent.

While not every stable class of finite families need contain a stable class of singleton
morphisms, we record the fact that this does happen when the families involved are
strictly epimorphic families.

Lemma 3.2.24. Any coalescent category is a reductive category with finite colimits and
a strict initial object.

Proof. If C is a coalescent category, it certainly has the required colimits, so it suffices
to show stability of strict epimorphisms. Indeed, if t : D ↠ C is strict and g : B → C
is any morphism in C, then since {t} is a strictly epic family, there is some strictly epic
family {hj : Aj → B | i = 1, . . . ,m} over B such that each g ◦ hj factors through t.
Factoring this family through the coproduct A1 + · · · + Am gives a strict epimorphism
completing the required stability square (even in the case m = 0).

To see that the initial object is strict, observe that the empty family is a strict jointly
epic family on the initial object, so given any morphism A→ 0, stability forces the empty
family to be jointly epic over A, whence A is also an initial object.

It would be easy to mistakenly conclude based on the results presented thus far
that the subcategory of supercompact objects in the category of sheaves on a reductive
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category C should be equivalent to C. The flaw in this reasoning lies in the fact that,
while the functor ℓ : C → Sh(C, Jr) is full and faithful (since (C, Jr) is a subcanonical
site) and this functor preserves strict epimorphisms, it does not preserve all funneling
colimits; a similar argument applies for coalescent categories.

Example 3.2.25. Consider the following categories, C and C′ on the left and right
respectively. It is easily checked that they are reductive, with strict epimorphisms iden-
tified with two heads.

R1 R2

A

·

B

R1 R2

A

C D

B

The coequalization is that suggested by the positioning, so that in the first diagram,
the coequalizer of the pair coming from R1 is the terminal object B, but in the second
diagram, C is the coequalizer of the pair coming from R2.

One can calculate directly that the category of supercompact objects in Sh(C, Jr) ≃
Sh(C′, Jr) is equivalent to C′. Indeed, the functor ℓ : C → Sh(C, Jr) does not preserve
the coequalizer diagram R1 ⇒ A↠ B.

We shall see a further example of a failure of ℓ to preserve coequalizers (and hence
funneling colimits) in Example 3.2.73. In order to understand which colimits are pre-
served by ℓ, we apply criteria derived in [Car19, Corollary 2.25], which we recall here;
we refer the reader to that monograph once again for the proof.

Lemma 3.2.26. Let (C, J) be a site, F : D → C a diagram and λ⃗ = {λD : F (D) →
C0 | D ∈ D} a cocone under F with vertex C0. Then λ⃗ is sent by the canonical functor
ℓ : C → Sh(C, J) to a colimit cone if and only if:

(i) For any object C and morphism g : C → C0 in C, there is a J-covering family
{fi : Ci → C | i ∈ I} and for each i ∈ I, an object Di of D and an arrow
hi : Ci → F (Di) such that λDi ◦ hi = g ◦ fi.

(ii) For any object C in C and morphisms g1 : C → F (X), g2 : C → F (Y ) such that
λX ◦ g1 = λY ◦ g2, there is a J-covering family {fi : Ci → C | i ∈ I} such that for
each i ∈ I, g1 ◦ fi and g2 ◦ fi lie in the same connected component of (Ci ↓ F ).

Observe that the first condition can be simplified.

Lemma 3.2.27. Condition (i) of Lemma 3.2.26 is equivalent to the requirement that
{λD : F (D)→ C0 | D ∈ D} is a J-covering family.

Proof. Consider the case where g is the identity on C0. There must be some J-covering
family {fi : Ci → C | i ∈ I} and for each i ∈ I, an object Di of D and an arrow
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hi : Ci → F (Di) such that λDi ◦ hi = g ◦ fi. Since every morphism in this covering
family factors through a leg of the colimit cone, the legs of the cone must form a J-
covering family. Conversely, given any morphism g : C → C0, since J-covering families
are required to be stable, pulling back λ⃗ gives the required J-covering family over C to
fulfill condition (i).

Applying this in the particular case of funneling or multifunneling colimits in a
principal or finitely generated site (C, J), we get the following:

Proposition 3.2.28. Let (C, JT ) be a principal site and F : D → C a funneling diagram
with weakly terminal object F (D0) and λ⃗ = {λD : F (D)→ C0 | D ∈ D} a cocone under
F with vertex C0. Then λ⃗ is sent by the canonical functor ℓ : C → Sh(C, JT ) to a colimit
cone if and only if:

(i) λD0 ∈ T .
(ii) For any object C in C and morphisms g1, g2 : C ⇒ F (D0), such that λD0 ◦ g1 =

λD0 ◦ g2, there is a T -morphism t : C ′ → C such that g1 ◦ t and g2 ◦ t lie in the
same connected component of (C ′ ↓ F ).

Similarly, if (C, JT ′) is a finitely generated site and F : D → C a multifunneling
diagram with weakly terminal objects F (D1), . . . , F (Dn) and λ⃗ := {λD : F (D) → C0 |
D ∈ D} a cocone under F with vertex C0, then λ⃗ is sent by ℓ : C → Sh(C, JT ′) to a
colimit cone if and only if:

(i) {λD1 , . . . , λDn} ∈ T ′.
(ii) For any object C in C and morphisms g1 : C → F (Dk) and g2 : C → F (Dl) with

1 ≤ k, l ≤ n, such that λDk
◦ g1 = λDl

◦ g2, there is a T ′-family {ti : Ci → C |
1 ≤ i ≤ N} such that g1 ◦ ti and g2 ◦ ti lie in the same connected component of
(Ci ↓ F ).

Proof. For (i) in each case, we apply Lemma 3.2.27 and then the fact that every mor-
phism in the cone factors through λD0 (resp. one of the λDk

) to deduce, thanks to
stability axiom 4 (resp. axioms 4’ and 5’) that condition (i) of Lemma 3.2.26 is equiva-
lent to the given statement.

Condition (ii) in each case is a consequence of condition (ii) in Lemma 3.2.26, having
simply taken the special case X = Y = D0 (resp. X = Dk and Y = Dl). Conversely,
for arbitrary g1 : C → F (X) and g2 : C → F (Y ) such that λX ◦ g1 = λY ◦ g2, we may
extend this via any of the morphisms p1 : X → D0 and p2 : Y → D0 in the diagram
(resp. p1 : X → Dk and p2 : Y → Dl) so that λD0 ◦ Fp1 ◦ g1 = λD0 ◦ Fp2 ◦ g2 (resp.
λDk
◦ Fp1 ◦ g1 = λDk

◦ Fp2 ◦ g2). Given a T -morphism t : C ′ → C such that Fp1 ◦ g1 ◦ t
and Fp2 ◦ g2 ◦ t are in the same connected component of (C ′ ↓ F ) (resp. a T ′-family
{ti : Ci → C} such that Fp1◦g1◦ti and Fp2◦g2◦ti are in the same connected component
of (Ci ↓ F )), it is clear that g1 ◦ t and g2 ◦ t (resp. g1 ◦ ti and g2 ◦ ti for each i) also lie
in this same component, as required.

As an illustration of the second half of Proposition 3.2.28, we deduce the special case
of binary coproducts (cf. Lemma 3.1.14).
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Corollary 3.2.29. For (C, JT ′) a finitely generated site, a cospan λ1 : X1 → Y ← X2 :
λ2 is mapped by ℓ : C → Sh(C, JT ′) to a coproduct cocone if and only if:

(i) {λ1, λ2} ∈ T ′,
(ii) Whenever f1 : C → X1 and f2 : C → X2 have λ1 ◦ f1 = λ2 ◦ f2, the empty family

is T ′ covering on C, and
(iii) Whenever f, f ′ : C ⇒ X1 are coequalized by λ1, there is a T ′-covering family on C

consisting of morphisms equalizing f and f ′ (and similarly for pairs of morphisms
into X2).

If T ′-covering families are jointly epic, we can replace the last condition by the condition
that λ1 and λ2 must be monic.

Proof. This is a direct application of Proposition 3.2.28 for multifunneling colimits in
the case of a finite discrete diagram, where two morphisms are in the same connected
component of (C ↓ F ) if and only if they are equal (which is impossible if they have
distinct codomains).

Imposing these conditions on funneling and multifunneling colimit cones in reductive
and coalescent categories, we arrive at the following definitions.

Definition 3.2.30. We say a reductive or coalescent category C is effectual if the
respective conditions of Proposition 3.2.28 hold for every funneling (resp. multifunneling)
colimit diagram.

Explicitly, a reductive category is effectual if for every funneling diagram F : D → C
with colimit expressed by λ : F (D0) ↠ C0, given morphisms g1, g2 : C ⇒ F (D0) in C
such that λ ◦ g1 = λ ◦ g2, there is a strict epimorphism t : C ′ ↠ C such that g1 ◦ t and
g2 ◦ t lie in the same connected component of (C ′ ↓ F ).

Similarly, a coalescent category is effectual if for every multifunneling diagram F :
D → C with colimit expressed by {λi : F (Di)→ C0}, given morphisms g1 : C → F (Dk)
and g2 : C → F (Dl) such that λk ◦ g1 = λl ◦ g2, there is a jointly strictly epimorphism
family {tj : C ′

j ↠ C : 1 ≤ j ≤ m} such that g1 ◦ tj and g2 ◦ tj lie in the same connected
component of (C ′

j ↓ F ) for each index j.

Recall that a category C with finite coproducts is said to be positive if and only if
coproduct inclusions are monomorphisms and finite coproducts are disjoint, in the sense
that for all objects A and B of C, the following square is a pullback:

0 B

A A+B.

Applying Corollary 3.2.29, we deduce:

Corollary 3.2.31. An effectual coalescent category is positive.

100



With these definitions to hand, we can finally express a definitive correspondence
result between supercompactly or compactly generated toposes and their canonical sites
from Theorem 3.1.25.

Theorem 3.2.32. Up to equivalence, there is a one-to-one correspondence between su-
percompactly generated Grothendieck toposes and essentially small effectual, reductive
categories. The correspondence sends a topos to its essentially small category of super-
compact objects and a reductive category to the topos of sheaves for the reductive topology
on that category.

Similarly, there is an up-to-equivalence correspondence between compactly generated
Grothendieck toposes and effectual coalescent categories.

Proof. Passing from a topos to its subcategory of supercompact (resp. compact) objects
and back again gives an equivalent topos by Theorem 3.1.25; the small category must
be an effectual reductive (resp. effectual coalescent) category, since the subcategory of
supercompact (resp. compact) objects is closed under funneling (resp. multifunneling)
colimits, so the inclusion must preserve them.

In the other direction, since the strict (resp. strict finite family) Grothendieck topol-
ogy is subcanonical, a reductive (resp. coalescent) category is included faithfully as a
full subcategory of the corresponding sheaf topos, and all of the representable sheaves
are supercompact (resp. compact). The supercompact (resp. compact) objects are
funneling (resp. multifunneling) colimits of the representable sheaves in this topos, but
these colimits are preserved by ℓ by construction when the category is effectual, so the
category of representable sheaves coincides with the category of supercompact (resp.
compact) objects, as required.

We shall extend this correspondence to an equivalence of 2-categories in Section 3.2.7.
Since geometric morphisms shall come into play at that point, we add here the following
extra definition:

Definition 3.2.33. A reductive category C is augmented if it has an initial object. The
augmented reductive topology Jr+ on such a category has covering sieves generated
by singleton or empty strictly jointly epic families. The resulting augmented reductive
site (C, Jr+) is quasi-principal.

Before moving on, a word of warning. In spite of Lemma 3.2.24, an effectual co-
alescent category may fail to be an effectual reductive category, because the condition
for a funneling colimit in a coalescent category to be preserved upon passing to the
corresponding topos is weaker than the condition on reductive categories; we shall see
a counterexample in Example 3.2.75. Even when a coalescent category is ‘reductive-
effectual’, the corresponding toposes from Theorem 3.2.32 are always distinct, since we
have seen that the initial object of a topos is never supercompact but always compact.

3.2.5 Localic supercompactly generated toposes

Recall that a Grothendieck topos is localic if it is of the form Sh(L), the category of
(set-valued) sheaves on some locale L; this is equivalent to the global sections geometric
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morphism being localic in the sense described in Section 3.1.8. A further characterization
is the fact that their set of subterminal objects is separating; these subterminals form a
frame isomorphic to the frame of opens of the locale L.

The conditions for Sh(L) to be supercompactly or compactly generated reduce to
conditions on the frame of subterminal objects. It is worth mentioning that the cases
where Sh(L) has enough coherent objects produces the notion of coherent frame, while
having enough regular objects gives a supercoherent frame. These are respectively dis-
cussed by Banaschewski and a coauthor in [Ban81] and [BN91], where they employ
the subobject characterizations in the form of ‘way below’ and ‘totally below’ relations,
respectively.

Proposition 3.2.34. A localic topos is supercompactly generated if and only if it is
equivalent to PSh(C) for some poset C. Moreover, any poset is an instance of an effectual
reductive category.

Proof. The ‘if’ direction is a consequence of Proposition 3.1.6 and the fact such a presheaf
topos is necessarily localic.

Conversely, if E is supercompactly generated, each subterminal must be covered by its
supercompact subobjects, so the supercompact subterminal objects generate the topos.
A subterminal object is supercompact if and only if it has no proper cover by strictly
smaller subterminals. This forces the canonical topology on the supercompact objects
to be trivial, whence E ≃ [Cops ,Set]. By considering the expression of E as a category
of sheaves on a locale, we see that the supercompact objects must all be quotients of
subterminals, and hence themselves subterminals, so Cs is a poset.

To characterize localic compactly generated toposes, we need to present a more
obscure definition.

Definition 3.2.35. A join semilattice is a poset having all finite joins, including the
bottom element. We say a join semilattice is distributive if for any triple of objects
(a, b, c) with a ≤ b ∨ c, there are elements b′ ≤ b and c′ ≤ c such that a = b′ ∨ c′; see
[Grä02, §II.5]. This in particular holds in any distributive lattice.

Distributivity, which inductively extends to arbitrary finite joins, is precisely the
condition ensuring that the collection of finite join covers is a stable class of finite fam-
ilies. Note that finite join covers are coproduct injections, so that any distributive join
semilattice is a coalescent category. Considering the join of any element with itself, we
see that any non-degenerate distributive lattice is an example of a coalescent category
which fails to be positive (and hence fails to be effectual).

Proposition 3.2.36. A localic topos is compactly generated if and only if it is the
category of sheaves on a distributive join semilattice with respect to the topology that
makes finite joins covering.

Proof. Unlike in the supercompact case, the compact subterminal objects no longer
populate all of Cc, but a similar argument applies: if C is the subcategory of E on the
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compact subterminal objects, then C is a distributive join semilattice since a finite union
of compact subterminal objects is compact, and so E = Sh(C, J) where J is the topology
on C whose covering families are finite joins.

By applying Theorem 3.1.59, we can immediately conclude that the above charac-
terizations apply to the localic reflections of supercompactly and compactly generated
toposes.

Corollary 3.2.37. The localic reflection of any supercompactly generated topos is a
(localic) presheaf topos. The localic reflection of a compactly generated topos is a topos
of sheaves on a distributive join semilattice.

Remark 3.2.38. The preprint version of this paper contained an extensive discussion of
the above results in the context of Caramello’s work on Stone-type dualities, [Car11],
which we merely summarize here.

Besides the posets and distributive lattices which we obtain as sites in Propositions
3.2.34 and 3.2.36, we may also consider the corresponding locales, which are respec-
tively characterized as having a base of supercompact or compact opens, respectively.
Extracting those locales having enough points, and selecting sufficient sets of points
appropriately, we recover classical Stone-type dualities.

Taking either essential points or all points in the supercompactly generated case, we
respectively obtain Alexandroff spaces (which are not sober!) and Alexandroff locales,
and by comparing these with posets, recover two versions of Alexandroff duality, cf.
[Car11, Theorems 4.1 and 4.2].

Taking all points of a compactly generated locale (assuming the axiom of choice,
there are enough of these) we recover the duality presented by Grätzer in [Grä02, §II.5]
and refined by Celani and Calomino in [CC13, Theorem 20]. This latter duality is
more interesting for two reasons. First, it is a non-trivial extension of the better-known
Stone-type duality between distributive lattices and coherent locales recalled in [Car11,
§4.2] with reference to [Joh82, II.3.2, II.3.3]. Second, this route to the duality entirely
circumvents the voluminous proofs required by Grätzer to present the result.

We have not examined the maps between spaces involved here. Caramello provides
many other examples of this Stone-type duality machinery corresponding to other ‘C-
compactness’ properties (the localic analogue of the P -compactness properties referenced
in Remark 3.1.26 above) in [Car11]. The final results can typically be extended to (1, 2)-
categorical equivalences.

3.2.6 Locally regular and coherent categories

As we observed earlier, supercompactness and compactness have been studied in the
context of regular and coherent toposes, which are toposes of sheaves on regular and
coherent categories respectively, equipped with suitable Grothendieck topologies. Here
we recall the definitions of these classes of categories, as well as some more general
classes, for comparison with reductive and coalescent categories.
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Definition 3.2.39. Recall that an epimorphism e in a category C is extremal if when-
ever e = m ◦ g with m a monomorphism, then m is an isomorphism.

A category is locally regular if it is closed under connected finite limits, it has an
orthogonal (extremal epi, mono) factorization system, and every span factors through
a jointly monic pair via an extremal epimorphism. Such a category is regular if it
also has finite products (equivalently, a terminal object). Clearly, a slice (also called an
‘over-category’) of a locally regular category is regular.

We say a category is locally coherent if it is locally regular and finite unions of
subobjects (including the minimal subobject) exist and are stable under pullback. Such
a category is coherent if it also has finite products.

Lemma 3.2.40. Every extremal epimorphism in a locally regular category is regular.

Proof. We adapt the proof, [Joh02, Proposition A1.3.4], that in a regular category, covers
are regular epimorphisms; we omit the composition symbol for conciseness in this proof.

Let f : A ↠ B be an extremal epimorphism in a locally regular category and let
a, b : R⇒ A be its kernel pair. We show that f coequalizes a and b.

Suppose c : A → C has ca = cb, and factorize the span (f, c) as an extremal
epimorphism followed by a jointly monic pair:

B

A D

C.

f

c

d

g

h

If we can show that g is monic, then extremalness of f will force it to be an isomorphism,
so that c = hg−1f factors through f .

Given k, l : E ⇒ D with gk = gl, consider the following diagram composed of
pullback squares:

P · A

· E D

A D

m

n

p
d

k

l

d

The morphism labelled p is a composite of extremal epimorphisms (by stability) and
hence is itself an extremal epimorphism. From this diagram and the preceding assump-
tions, we have fm = gdm = gkp = glp = gdn = fn, whence (m,n) factors through
(a, b) via some morphism q : P → R, and we have:

hkp = hdm = cm = caq = cbq = cn = hdn = hlp,
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whence hk = hl by epicness of p, but since (g, h) was jointly monic, we have k = l, which
completes the proof.

Definition 3.2.41. The regular topology on a regular or locally regular category is
simply the principal topology generated by the extremal epimorphisms, and similarly the
coherent topology on a coherent or locally coherent category is the finitely generated
topology generated by the finite jointly extremal epic families.

By Lemma 3.2.40, we may replace ‘extremal’ with ‘regular’ in the descriptions of
the stable classes in this definition, whence we see that these sites are subcanonical.
Accordingly we obtain a regular (resp. locally regular, coherent, locally coherent) topos
of sheaves on such a site, where here the adjective merely indicates that the topos can
be generated by such a site; any topos is automatically a coherent (and hence regular,
locally regular and locally coherent) category10.

By Proposition 3.2.8, any locally regular topos is supercompactly generated, and any
locally coherent topos is compactly generated. We are therefore led to wonder when the
classes of categories coincide.

Theorem 3.2.42. A small category is locally regular with funneling colimits if and only
if it is a reductive category with pullbacks.

A small category is locally coherent with multifunneling colimits if and only if it is a
coalescent category with pullbacks.

In each case, we can remove the “locally” adjective in exchange for adding a terminal
object.

Proof. In one direction, by Lemma 3.2.40 we have that in a locally regular category,
the classes of extremal, strict and regular epimorphisms all coincide, since any strict
epimorphism is extremal, and they form a stable class by assumption, whence a locally
regular category with funneling colimits is a reductive category with pullbacks.

Conversely, given a reductive category C with pullbacks, we must show that C has
equalizers, since a category has connected finite limits if and only if it has both pullbacks
and equalizers; the remaining conditions follow from Corollary 3.1.21 and Lemma 3.1.22,
thanks to Lemma 3.2.4. Given a pair of morphisms h, k : A ⇒ B in C, consider their
coequalizer c : B ↠ C. Then C/C is regular, since it has pullbacks and a terminal object
(so all finite limits), and it inherits the required factorization system, including that for
spans, from C. Therefore there exists an equalizer of h and k as morphisms over C, and
it is clear that this will also be their equalizer in C.

For the locally coherent case, by considering the strictly epic finite families of sub-
objects, we see that the fact that unions are stable under pullback ensures that strictly
epic finite families form a stable class, as required.

Conversely, given a coalescent category C with pullbacks, the argument above, Corol-
lary 3.1.21 and Lemma 3.1.22 give that C is locally regular. For finite unions of sub-
objects, observe that it suffices to consider nullary and binary unions. The former are

10The reason for the somewhat unfortunate naming convention which we are extending here is ex-
plained in [Joh02, D3.3].
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guaranteed by the strict initial object of a coalescent category, seen in Lemma 3.2.24. For
the latter, observe that the union can be expressed as the pushout (a multifunneling col-
imit) along the intersection of the two subobjects (the pullback of the monomorphisms
defining the subobjects), since any subobject containing the given pair of subobjects
forms a cone under this diagram. The fact that strictly epic families are stable under
pullback ensures that these unions are too, again thanks to Lemma 3.2.4.

Example 3.2.43. A distributive join semilattice has pullbacks and a top element if and
only if it is a distributive lattice, so the (bounded) distributive lattices are precisely the
coherent distributive join semilattices.

The reader may have noticed that we did not include the properties of effectiveness
for regular and coherent categories in Definition 3.2.39:

Definition 3.2.44. A (locally) regular category is effective11 if all equivalence relations
are kernel pairs.

We chose a similar name, ‘effectual’, for the concepts appearing in Definition 3.2.30
because both effectuality and effectiveness are conditions equivalent to the relevant cat-
egories being recoverable from the associated topos. Indeed, a locally regular, effective
category C can be recovered from the topos of sheaves on C for the regular topology,
Sh(C, Jr), as the category of regular objects, which were defined in Example 3.1.5. Sim-
ilarly, if C is locally coherent, positive and effective, it can be recovered from Sh(C, Jc)
as the category of coherent objects, which are defined analogously. As a special case,
we recover the familiar correspondences between effective regular categories and regular
toposes, or between effective, positive coherent categories (also known as pretoposes)
and coherent toposes. These results are comparable to Theorem 3.2.32. The concepts
of effectuality and effectiveness are directly related:

Proposition 3.2.45. Let C be a reductive category with pullbacks. Then if C is effectual
as a reductive category, it is also effective as a regular category.

Proof. First suppose that C is effectual, let a, b : R ⇒ A be an equivalence relation on
A, and let λ : A ↠ B be its coequalizer. We must show that (a, b) is the kernel pair
of c. Given g1, g2 : C ⇒ A with λ ◦ g1 = λ ◦ g2, by effectuality of C there is a strict
epimorphism t : C ′ ↠ C such that g1 ◦ t and g2 ◦ t lie in the same connected component
of (C ′ ↓ F ), where F : D → C is the diagram picking out the parallel pair (a, b).

The only form a connecting zigzag can have in (C ′ ↓ F ) is (omitting the morphisms
from C ′ and any identity morphisms):

R R · · · R

A A A A A,

x1 y1 x2 y2 x3 yn−1 xn yn

11Referred to as Barr-exactness in older texts; we follow Johnstone in our terminology.
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with each xi and yi equal to a or b. By reflexivity of R we may construct a zigzag
consisting of n > 0 spans. We show by downward induction that there must always be
a zigzag of exactly 1 span, which corresponds to a factorization of the span (g1 ◦ t, g2 ◦ t)
through the relation (a, b).

Clearly if x1 = y1 we may omit the first zigzag, and similarly for all of the others,
so we may assume that xi ̸= yi. By symmetry of R, if (xi, yi) = (b, a), this factorizes
through (a, b), which gives an alternative zigzag of the same length in (C ′ ↓ F ), so we
may assume xi = a and yi = b. If n ≥ 2, we may factor through the pullback of x2 along
y1, and transitivity of R means that we get a strictly shorter zigzag; iterating this, we
reach a zigzag with n = 1, as required.

Finally, taking the (regular epimorphism, relation) factorization of (g1 ◦ t, g2 ◦ t), we
conclude that the resulting relation (and hence (g1, g2)) must factor uniquely through
R, as required.

As we shall see in Example 3.2.74, the converse of Proposition 3.2.45 fails, which is
why we did not employ the same name for these concepts.

Remark 3.2.46. While we provided a direct proof of Proposition 3.2.45 for completeness,
we could more succinctly have reasoned as follows. When a category is both regular and
reductive, the strict and regular topologies on the category coincide. If such a category
is effectual, therefore, all of the supercompact objects in its topos of sheaves are regular,
and hence it must also be effective, since it is equivalent to the category of regular objects
in its associated topos.

More generally, one might take an interest in the regular objects in a supercompactly
generated topos, or the coherent objects in a compactly generated topos. However, this
class of objects need not be stable under pullback in general, and hence may not assemble
into a locally regular (resp. locally coherent) category. Nonetheless, by considering the
induced Grothendieck topology on this subcategory, we obtain a supercompactly gener-
ated subtopos of the original topos. Iterating this process recursively, in the countable
limit we obtain a maximal pullback-stable class of regular objects, although the result-
ing subcategory still may not be a locally regular category in the sense of Definition
3.2.39, since that definition also required the presence of equalizers. Since it is unclear
to us whether this class of objects or the corresponding subtopos have an interesting
universal property, and since we lack interesting specific examples of this construction,
we terminate our analysis here.

3.2.7 Morphisms of sites

Morphisms of sites are most easily defined on sites whose underlying category has finite
limits. However, there is no reason for this property to hold in a general principal or
finitely generated site. We must therefore use the more general definition of morphism
of sites, which we quote from [Car19, Definition 3.2].

Definition 3.2.47. Let (C, J) and (D,K) be sites. Then a functor F : C → D is a
morphism of sites if it satisfies the following conditions:
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1. F sends every J-covering family in C to a K-covering family in D.
2. Every object D of D admits a K-covering family {gi : Di → D | i ∈ I} by objects
Di admitting morphisms hi : Di → F (C ′

i) to objects in the image of F .
3. For any objects C1, C2 of C and any span (λ′1 : D → F (C1), λ

′
2 : D → F (C2))

in D, there exists a K-covering family {gi : Di → D | i ∈ I}, a family of spans
in C, {(λi1 : C ′

i → C1, λ
i
2 : C ′

i → C2) | i ∈ I}, and a family of morphisms in D,
{hi : Di → F (Ci)}, such that the following diagram commutes:

Di

F (C ′
i) D

F (C1) F (C2)

hi gi

F (λi1)

F (λi2)
λ′1

λ′2

4. For any pair of arrows f1, f2 : C1 ⇒ C2 in C and any arrow λ′ : D → F (C1) of D
satisfying F (f1) ◦ λ′ = F (f2) ◦ λ′, there exist a K-covering family in D {gi : Di →
D | i ∈ I}, and a family of morphisms of C {λi : C ′

i → C1 | i ∈ I}, satisfying
f1 ◦ λi = f2 ◦ λi for all i ∈ I and of morphisms of D {hi : Di → F (C ′

i) | i ∈ I},
making the following squares commutative:

Di D

F (C ′
i) F (C1)

hi

gi

g

F (λi)

Remark 3.2.48. It is not difficult to show by induction on finite diagrams that the last
three conditions are equivalent to the following more condensed condition:

Given a finite diagram A : I→ C and a cone L′ over F ◦A in D with apex D, there is
a K-covering family of morphisms {gi : Di → D | i ∈ I} and cones Li over A in C with
apex C ′

i such that L ◦ gi factors through F (Li) for each i ∈ I, in the sense that there
exist morphisms hi : Di → F (Ci) with

Di D

F (C ′
i) F (A(Xj))

hi

gi

λ′j

F (λij)

for each i, where λ′j and λ
i
j are the jth legs of cones L′ and Li respectively.

Moreover, when the domain site does have finite limits, these three conditions reduce
to the requirement that F preserves finite limits.

A functor is a morphism of sites precisely if ℓD ◦F : C → Sh(D,K) is a J-continuous
flat functor, so that this composite extends along ℓC to provide the inverse image functor
of a geometric morphism Sh(D,K)→ Sh(C, J).
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Corollary 3.2.49. Suppose (C, J) and (D,K) are principal (resp. quasi-principal,
finitely generated) sites. Then any morphism of sites F : (C, J) → (D,K) induces
a relatively pristine (resp. relatively polished, relatively proper) geometric morphism
f : Sh(D,K)→ Sh(C, J).
Proof. Since the conditions on the sites ensure that the representables are supercompact
(resp. supercompact or initial, compact), and the restriction of the inverse image functor
to these is precisely ℓD ◦ F , we conclude that f∗ preserves these objects, whence f is
relatively pristine (resp. relatively polished, relatively proper) by Proposition 3.1.43.

Remark 3.2.50. More generally, suppose (C, J) is any small-generated site such that
Sh(C, J) is supercompactly (resp. compactly) generated and (D,K) is a principal (resp.
finitely generated) site. The geometric morphism induced by a morphism of sites F :
(C, J)→ (D,K) has inverse image functor sending any funneling (resp. multifunneling)
colimit of representables to a colimit of supercompact (resp. compact) objects of the
same shape, whence by Lemma 3.1.16 it must in particular preserve supercompact (resp.
compact) objects. As such, we can replace the hypotheses of Corollary 3.2.49 with these
weaker conditions if we so choose.

Beyond individual morphisms, it is natural to make the extra step of forming a
2-category of sites. Indeed, any natural transformation between functors underlying
morphisms of sites induces a natural transformation between the inverse images of the
corresponding geometric morphisms; for subcanonical sites, this mapping is full and
faithful. Thus, for example, any equivalence of sites (an equivalence of categories which
respects the Grothendieck topologies) lifts to an equivalence between the corresponding
toposes.

We say that a principal site (C, JT ) is epimorphic (resp. strictly epimorphic) if T
is contained in the class of epimorphisms (resp. strict epimorphisms). An (effectual)
reductive site is an (effectual) reductive category equipped with its reductive topol-
ogy. We employ the ad hoc notation of EffRedSite, RedSite, StrEpPSite, EpPSite
and PSite for the 2-categories of effectual reductive sites, reductive sites, strictly epi-
morphic principal sites, epimorphic principal sites and all principal sites respectively,
each endowed with morphisms of sites as 1-cells and natural transformations as 2-cells.
Clearly, we have forgetful 2-functors:

EffRedSite→ RedSite→ StrEpPSite→ EpPSite→ PSite. (3.8)

We apply analogous terminology and notation for the comparable kinds of finitely
generated sites and coalescent sites. For example, we write EffCoalSite, PosCoalSite
and FGSite for the 2-categories of effectual coalescent sites, positive coalescent sites
and finitely generated sites, respectively. There results an analogous chain of 2-functors:

EffCoalSite PosCoalSite CoalSite StrEpFGSite EpFGSite FGSite.

(3.9)
Consolidating the results of Section 3.2.2, we find that several of these forgetful

functors have adjoints.
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Corollary 3.2.51. Let (C, JT ) be a principal site, ∼ the canonical congruence of Propo-
sition 3.2.18, ℓ(C) the full subcategory of Sh(C, JT ) on the representable sheaves and Cs
the (essentially small) category of supercompact objects in that topos. Then the canonical
functors underlie morphisms of sites:

(Cs,Jr) (ℓ(C),Jcan|ℓ(C)) (C/∼,JT /∼) (C,JT )

which are the units of reflections to the forgetful functors

EffRedSite→ StrEpPSite→ EpPSite→ PSite

found in Diagram (3.8).
Similarly, if (C, JT ′) is a finitely generated site, then with analogous notation, we

have morphisms of sites:

(Cc,Jc) (ℓ(C),Jcan|ℓ(C)) (C/∼,JT ′/∼) (C,JT ′)

which are units for the reflections of the forgetful functors

EffCoalSite→ StrEpFGSite→ EpFGSite→ FGSite

appearing in Diagram (3.9).
All of these units induce equivalences at the level of the associated toposes.

Proof. We omit the straightforward checks that these are indeed morphisms of sites.
The universality of the middle and right hand units has been discussed in and beneath
Proposition 3.2.18 and Corollary 3.2.19; it remains only to show that the final morphism
(ℓ(C),Jcan|ℓ(C))→ (Cs,Jr) is universal.

Let C′ be an effectual, reductive category. A morphism of sites F : (C, JT ) →
(C′, Jr) corresponds to a geometric morphism Sh(C′, Jr)→ Sh(C, JT ) whose inverse image
functor restricts to F on the representable sheaves, and so sends these to supercompact
objects in Sh(C′, Jr). Since a quotient of a supercompact object is supercompact and
inverse image functors preserve quotients, F extends uniquely (up to isomorphism) to a
morphism of sites (Cs, Jr)→ (C′, Jr) inducing the same geometric morphism, as required.

As usual, the proof for finitely generated sites is analogous.

The morphisms appearing in Corollary 3.2.51 allow us to give another characteriza-
tion of reductive and coalescent categories.

Lemma 3.2.52. Let (C, JT ) be a strictly epimorphic principal site in which T is the
class of all strict epimorphisms of C. Then, assuming the axiom of choice, C is reductive
if and only if the (underlying functor of the) composed unit morphism (C, JT )→ (Cs, Jr)
has a left adjoint.

Similarly, a strictly epimorphic finitely generated site (C, JT ′) where T ′ consists of
the strict jointly epic families has C coalescent if and only if the morphism of sites
(C, JT )→ (Cc, Jc) has a left adjoint.
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Proof. If C is reductive and T is its class of strict epimorphisms, consider a supercompact
object C in Sh(C, JT ) = Sh(C, Jr). C is a quotient of some representable ℓ(C0), and so
is the colimit of some funneling diagram in ℓ(C) with weakly terminal object ℓ(C0).
Lifting this to a funneling diagram in C, call its colimit L(C). There is a universal
morphism η : C → ℓ(L(C)), since the image of the strict epimorphism ℓ(C0 ↠ L(C))
forms a cone under the original funnel in Sh(C, JT ). This η is the universal morphism
from C to a representable object, since given C → ℓ(D), we have that the composite
ℓ(C0) → C → ℓ(D) is a morphism in the image of ℓ (since ℓ is full and faithful on
a strict principal site) forming a cone under the same funnel, so there is a factoring
morphism ℓ(L(C)) → ℓ(D), as required. This universality means that ℓ(L(C)) is well-
defined up to isomorphism, and we can use choice to select a representative for each C;
the universality then ensures that L is functorial, and is a left adjoint to the inclusion
C → Cs, as required.

Conversely, suppose we have a left adjoint functor L : Cs → C. Given a funnel in
C, consider its colimit in Cs; this is preserved by L, so the colimit exists in C, which is
enough to make C a reductive category.

The argument for coalescent categories is analogous, passing via a finite coproduct
to define L(C) in the first part.

In other words, any reductive category is a coreflective subcategory of an effectual
reductive category, and similarly any coalescent category is a coreflective subcategory of
an effectual coalescent category.

Theorem 3.2.53. Let SGTOPrelprec be the 2-category of supercompactly generated
Grothendieck toposes, relatively pristine geometric morphisms and all geometric trans-
formations. Then the object mapping:

PSite→ SCTOPop
relprec

(C, JT ) ↦→ Sh(C, JT ).

extends to a 2-functor between these 2-categories. This functor is faithful on 2-cells if
we restrict the domain to EpPSite. It is full and faithful on 2-cells and faithful (up
to isomorphism) on 1-cells if we restrict the domain to StrEpPSite. Finally, it is a
2-categorical equivalence if we restrict the domain to EffRedSite.

Analogously, letting CGTOPrelprop be the 2-category of compactly generated Grothendieck
toposes and relatively proper geometric morphisms, there is a 2-functor whose effect on
objects is:

FGSite→ CGTOPop
relprop

(C, JT ′) ↦→ Sh(C, JT ′).

This restricts to an equivalence between the 2-category EffCoalSite and CGTOPop
relprop.

Finally, there is an equivalence between the 2-category SGTOPop
relpol of supercom-

pactly generated Grothendieck toposes, relatively polished geometric morphisms and all
geometric transformations (with 1-cells reversed), and the 2-category EffRed+Site of
effective augmented reductive sites of Definition 3.2.33.
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Proof. The claim of 2-functoriality is fulfilled thanks to Corollary 3.2.49.
Faithfulness when we restrict to EpPSite is by virtue of the observations after

Proposition 3.2.18 that ℓ is faithful (on T -arches and hence) on morphisms coming from
the site, and this applies in particular to the components of natural transformations.

Fullness on 2-cells and faithfulness on 1-cells when we restrict further to StrEpPSite
is more directly derived from full faithfulness of ℓ for such subcanonical sites, and the
fact that natural transformations between inverse image functors are determined by
their components at the representables. Conversely, any such natural transformation
(including a natural isomorphism) restricts along ℓ to a natural transformation between
the underlying morphisms of sites.

The equivalence when we restrict to EffRedSite is thanks to Theorem 3.2.32. In-
deed, since an effectual reductive category is equivalent to the category of supercom-
pact objects in the corresponding topos, any relatively pristine morphism between such
toposes restricts to a morphism of sites between the underlying effective reductive sites.

As ever, the argument for finitely generated sites and quasi-principal sites is analo-
gous.

3.2.8 Comorphisms of sites and points

We would be remiss not to also discuss comorphisms of sites.

Definition 3.2.54. Given sites (C, J) and (D,K), a functor F : C → D is a co-
morphism of sites F : (C, J) → (D,K) if it has the cover-lifting property, so
that for any object C of C and K-covering sieve S on F (C), there exists a J-covering
sieve R on C with F (R) ⊆ S. Such a comorphism of sites induces a geometric mor-
phism f : Sh(C, J) → Sh(D,K), whose inverse image functor maps a sheaf X to
aJ(HomD(F (−), X)).

While comorphisms of sites could in principle provide a way to extend the correspon-
dence of Theorem 3.2.32 to a covariant duality, we introduce them for another purpose.
First, we make the following observation regarding toposes as canonical sites:

Lemma 3.2.55. Let f : F → E be a geometric morphism. The inverse image functor
f∗ is a comorphism of sites (E , Jcan) → (F , Jcan) if and only if the direct image f∗ has
a right adjoint.

Proof. Suppose f∗ is a comorphism of sites. The induced geometric morphism has
inverse image functor defined by X ↦→ aJcan(HomF (f

∗(−), X)), and by inspection, this
coincides with f∗. As such, f∗ is the inverse image functor of a geometric morphism, and
so has a right adjoint. Conversely, if f∗ has a right adjoint, then it is a morphism of sites
since it is left exact and preserves jointly epimorphic families, whence its left adjoint f∗

is a comorphism of sites by [MLM92, Lemma VII.10.3].

Indeed, comparing this definition with Lemma 3.1.42, we obtain the following:
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Proposition 3.2.56. Suppose F is a Grothendieck topos in which every small jointly
epimorphic family {xi : Xi → X} can be refined to a jointly epimorphic family of
monomorphisms {x′j : X ′

j ↪→ X}, in the sense that each x′j factors through some xi.
Then f : F → E is relatively pristine if and only if its inverse image functor is a
comorphism of sites (E , Jcan)→ (F , Jcan), if and only if f∗ has a right adjoint.

Proof. Recall that the covering sieves for the canonical topology on a topos are those
containing small jointly epimorphic families. Given a jointly epimorphic family on an
object of the form f∗(Y ), we may by assumption refine it to a jointly epimorphic family
of monomorphisms, whence from the characterization of relative pristine morphisms in
Lemma 3.1.42, f is relatively pristine if and only if f∗ is a comorphism of sites. The
final line follows from Lemma 3.2.55.

Any localic topos satisfies the conditions of Proposition 3.2.56, but so does the topos
of actions of the two-element monoid, for example. We apply it in the case that F is
Set.

Recall that a geometric morphism is totally connected if it is locally connected
and the extra left adjoint preserves finite limits; see [Joh02, §C3.6] for basic results about
these morphisms. A topos is said to be totally connected if its global sections geometric
morphism is.

Corollary 3.2.57. A Grothendieck topos has a relatively pristine point if and only if it
is totally connected, and such a point is unique up to isomorphism.

Proof. By Proposition 3.2.56, a geometric morphism from Set is relatively pristine if and
only if its direct image functor has a right adjoint, which must then coincide with the
direct image of the unique global sections morphism. As such, this happens if and only
if the inverse image functor of the global sections morphism has a left adjoint preserving
finite limits, making the topos totally connected.

In light of Corollary 3.2.57, considering the points of a localic topos demonstrates
how large the (ostensibly subtle) difference between relatively polished and relatively
pristine morphisms can be.

Lemma 3.2.58. Every point of a localic topos is relatively polished.

Proof. We use Lemma 3.1.42. Since Set is atomic, given a point p : Set → E and
an object X of E , it suffices to consider the minimal inhabited covering of p∗(X) by
singletons {xi : 1 ↪→ p∗(X)} or, if p∗(X) is empty, by the identity {0 ↪→ p∗(X)}. The
characterization of localic toposes as being generated by subterminal objects means we
have a covering of X by subterminals {yj : Xj → X}, and since f∗(Xj) is necessarily
subterminal for every j, these factorize through this minimal covering, as required.

Returning to relatively pristine points in the case of supercompactly generated toposes,
we find a convenient characterization of when such a point exists.
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Proposition 3.2.59. Given a principal site (C, JT ), the topos Sh(C, JT ) has a relatively
pristine point (and so is totally connected) if and only if Cop is filtered.

Proof. By Theorem 3.2.53, any relatively pristine point of Sh(C, JT ) comes from a mor-
phism of sites (Cs, Js)→ (1, Jcan), where Cs is the usual subcategory in Sh(C, JT ). Com-
posing with the canonical morphism of sites (C, JT ) → (Cs, Js) from Corollary 3.2.51,
we conclude that such a point exists if and only if there exists a morphism of sites
(C, JT ) → (1, Jcan). Since there is exactly one functor C → 1, which automatically
preserves covers (since all JT are inhabited), the result follows after observing that the
remaining conditions of Definition 3.2.47 correspond to filteredness of Cop.

Note that since the condition on C is independent of the choice of principal topology
it is equipped with, we may deduce that any relatively pristine subtopos of Sh(C, JT ) is
totally connected when the hypotheses hold.

We immediately recover the following result, which although deducible from [Joh02,
Example C3.6.17(c)], does not seem to have been recorded explicitly anywhere that we
know of.

Corollary 3.2.60. Any regular topos is totally connected.

Proof. It suffices to observe that if C has finite limits, Cop is filtered, so Proposition
3.2.59 applies.

In particular, by [Joh02, Theorem C3.6.16(iv)], the category of models of a regular
theory in any Grothendieck topos has a terminal object (easily described as the model
in which every sort is interpreted as the terminal object). The logic of supercompactly
generated toposes shall be the subject of the next chapter.

3.2.9 Examples of reductive categories

In this final subsection, we present examples of reductive and coalescent categories, as
well as principal and finitely generated sites and their toposes of sheaves, in order to
address some hypotheses about relationships between the concepts presented in this
chapter. We begin with localic examples, then examples relating to categories of finite
sets, then abelian categories.

Example 3.2.61. In the proof of Corollary 3.1.56, we observe that hyperconnected
morphisms are pristine, so that any supercompactly generated two-valued topos is su-
percompact. Taking C to be any non-trivial poset with a maximal element and taking E
to be the category of presheaves on this poset provides an example of a supercompactly
generated, supercompact topos which is not two-valued.
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Example 3.2.62. The objects of a reductive category need not be supercompact within
this category, in spite of Corollary 3.1.17. For example, consider the four-element lattice:

1

a b

0

By Proposition 3.2.34, it forms a reductive category. However, the colimit of the span
a ← 0 → b is 1, which is to say that the arrows from a and b to 1 form a strictly epic
family containing no strict epimorphism. Even if we relax to mere epimorphisms here,
the empty family is strictly epic over 0 yet has no inhabited subfamilies.

By considering the lattice of subsets of N as a distributive join semilattice, we simi-
larly find that objects of coalescent categories need not be compact in those categories.

Example 3.2.63. A familiar example of a localic, locally connected topos which is
not supercompactly (or even compactly) generated is the topos of sheaves on the real
numbers: no non-trivial open sets in the reals are compact.

Example 3.2.64. As a more original non-example, here is a localic, totally connected
topos which is not compactly generated. Consider the poset P whose objects are the
natural numbers (excluding 0), and with order given by n ≤ m if and only if n is
divisible by m, so that 1 is terminal. Endow this poset with the Grothendieck topology
J whose covering sieves on a natural number n are those containing cofinitely many
prime multiples of n.

All of these sieves are connected and effective epimorphic; that is, (P, J) is a localic,
locally connected, subcanonical site. For every n, ℓ(n) is therefore an indecomposable
subterminal object of Sh(P, J). Since P has finite limits, the topos Sh(P, J) is moreover
totally connected. To show that Sh(P, J) fails to be compactly generated it suffices to
show that none of the ℓ(n) are. But by construction each ℓ(n) has a nontrivial infinite
covering family by other representables which contains no finite subcovers. Thus this
topos has no supercompact objects, and the only compact object is the initial object.

Example 3.2.65. As promised earlier, we demonstrate that it is not possible to extend
Theorem 3.1.57(i) or (ii) to relatively pristine or relatively proper surjections.

Consider the poset P constructed as a fractal tree with countably many roots and
branches. Explicitly, it has elements non-empty finite sequences of natural numbers,∐︁∞
n=1Nn, with x⃗ ≤ y⃗ if y⃗ is an initial segment of x⃗. The Alexandroff locale L corre-

sponding to P has opens which are downward-closed subsets in this ordering, so that for
any sequence x⃗ in an open set, all extensions of x⃗ also lie in that open.

Consider the collection of opens U such that whenever (x1, . . . , xk−1, xk) ∈ U , we
have (x1, . . . , xk−1, y) ∈ U for cofinitely many values of y. This collection is closed
under finite intersections and arbitrary unions (we needed the sequences in P to be non-
empty to ensure that the empty intersection of opens was included here), which makes
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it a subframe of O(L). There is a corresponding quotient locale L′ of L, and hence a
geometric surjection s : Sh(L)→ Sh(L′). Moreover, this surjection is relatively pristine.
Indeed, if X is a sheaf on L′ and we are given a covering of s∗(X) in Sh(L), we may
without loss of generality assume that s∗(X) is covered by supercompact opens of L,
and each supercompact open contains the open of L′ consisting of the strict extensions
of sequences it contains; X is necessarily the union of these in Sh(L′).

However, Sh(L′) is not supercompactly or even compactly generated, since the opens
of the form s∗(U) are not compact, with the exception of the initial open, despite s∗

preserving supercompact objects.

Example 3.2.66. There exist reductive categories without equalizers, products or pull-
backs (or even pullbacks of monomorphisms), so which in particular are not locally
regular. Indeed, simplifying Example 3.2.25, consider the category of presheaves on
f, g : A ⇒ B. The subcategory of supercompact objects in this topos is simply the co-
equalizer diagram A⇒ B ↠ C, so that in particular the pair of monomorphisms f, g has
neither an equalizer nor a pullback, and the product B×B does not exist. We obtain a
similar example from any finite category containing a parallel pair of morphisms lacking
an equalizer.

Example 3.2.67. Any discrete category (a category with no non-identity morphisms)
with more than one object is a reductive and locally regular category which is not regular.

The free finite cocompletion of such a discrete category C is a coalescent category,
since it is equivalent to [Cop,FinSet], where FinSet is the category of finite sets12,
and this is a coalescent category, whence [Cop,FinSet] has funneling colimits computed
pointwise. FinSet is in some sense the archetypal coalescent category, since by inspec-
tion, Sh(FinSet, Jc) ≃ Set. Since FinSet has pullbacks, these free finite cocompletions
are coherent categories.

Example 3.2.68. We may also consider the category FinSet+ of inhabited finite sets;
since a funneling colimit of inhabited finite sets is inhabited and finite, and taking the
pullback in FinSet of an epimorphism in FinSet+ along a morphism with inhabited
domain gives another epimorphism with inhabited domain, we have that FinSet+ is
another example of a reductive category without pullbacks (since the two inclusions
1 ⇒ 2 ‘should’ have empty intersection).

By reintroducing the empty set and declaring that the empty sieve is covering over
it, we obtain an augmented reductive site with underlying category FinSet having an
equivalent topos of sheaves; since the coalescent topology on FinSet is a refinement
of the augmented reductive one, we see that we have a (relatively proper) inclusion of
toposes:

Set ≃ Sh(FinSet, Jc) ↪→ Sh(FinSet+, Jr),

which is not an equivalence since the sheaves represented by the finite sets of cardinality
at least 2 are supercompact in the latter topos but merely compact in the former.

12This expression for the free finite cocompletion applies if and only if C has finite hom-sets, since this
is necessary and sufficient for the representable presheaves to lie in [Cop,FinSet]. This is trivially the
case when C is discrete.
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Example 3.2.69. As a dual construction, we observe that FinSetop is a coalescent
category, and Sh(FinSetop, Jc) embeds into the classifying topos for the theory of objects,
[FinSet,Set]. Incidentally, the latter topos provides a counterexample to the hypothesis
that every point of every Grothendieck topos is relatively polished, which we might
suppose as an extension of Lemma 3.2.58: the points of [FinSet,Set] correspond to sets
(objects of Set), and the correspondence sends a geometric morphism to the set which
is the image of the representable functor y(1). But y(1) is supercompact, so a point
corresponding to any set with more than one element fails to be relatively polished.

Example 3.2.70. For yet another related example, consider the simplex category ∆,
whose objects are inhabited finite ordinals,

[n] = {0, . . . , n− 1}, n ≥ 1

and whose morphisms are the order-preserving maps between these. Clearly this does
not have pullbacks (since the intersection of the two inclusions [1] ⇒ [2] would be the
empty ordinal which is not an object of ∆).

∆ has funneling colimits: given any collection of morphisms into the object [n] of ∆,
their colimit is the quotient of [n] identifying f(x), f(x) + 1, · · · , g(x) (or g(x), g(x) +
1, · · · , f(x)) for each parallel pair f, g : [n′] ⇒ [n] in the diagram and each x ∈ [n′].
Moreover, each epimorphism g : [n] ↠ [m] is split (so in particular is strict) by the
monomorphism min(g−1) : [m] ⇒ [n], say.

In particular, by Remark 3.2.5 the collection of strict epimorphisms is stable, which
makes ∆ a reductive category with Sh(∆, Jr) = [∆op,Set], the topos of simplicial sets.
This recovers a non-trivial fact about the topos of simplicial sets: every quotient of a
representable simplicial set is also representable, so that every simplicial set is a union
of its representable subsets. We shall see some related examples in Section 4.3.3.

Example 3.2.71. To contrast Examples 3.2.67 and 3.2.70, we recall an example of a
supercompactly generated topos which is not equivalent to a presheaf topos; compare
also Proposition 3.2.34 above.

Consider the Schanuel topos, Sh(FinSetopmono, Jat). We see that (FinSetopmono, Jat)
is an atomic site with pullbacks, but moreover it is a reductive and regular site, since
all of the morphisms in the category are regular epimorphisms which are stable under
pullback.

We know of two ways to show that this topos is not a presheaf topos. The first is to
show that the site is effectual, which explicitly involves identifying an algorithm which,
given a cofunnel F in FinSetmono with weakly initial object F (D0) and x, y : F (D0) ⇒ C
equalized by its limit, constructs an inclusion i : C ↪→ C ′ and a connecting zigzag be-
tween i ◦ x and i ◦ y in (F ↓ C ′). It then follows that the supercompact objects (equiva-
lently, atoms) in the Schanuel topos are precisely the representable sheaves coming from
FinSetopmono. However, if I is a finite set, A is any set of cardinality larger than that of
I, and we have inclusions from a further finite set B into both A and I, there can be no
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monomorphism completing the triangle,

A

I B,

whence I is not injective in FinSetmono and hence is not projective in FinSetopmono. It
follows that no object of FinSetopmono is projective, whence the Schanuel topos has no
indecomposable projective objects, but is non-degenerate, and so is not a presheaf topos.

An alternative proof, which we thank Olivia Caramello for describing to us, is to
observe that the category of representables in a presheaf topos can be identified, up
to idempotent-completion, with the full subcategory of finitely presentable objects in
its category of points; see the next chapter for a more precise explanation of this. We
also have that a presheaf topos is atomic if and only if the representing category is
a groupoid. The Schanuel topos classifies infinite decidable objects, so its category
of points corresponds to the category of infinite sets (and monomorphisms); since any
inhabited full subcategory of this category is not a groupoid (every infinite set has an
injective endomorphism which is not invertible) and the topos is non-degenerate, it again
follows that this cannot be a presheaf topos.

Example 3.2.72. Since any abelian category is effective regular, any small abelian cat-
egory with funneling colimits is reductive. This is the case for the finitely presented
(right) modules of a (right) Noetherian ring, say, since these coincide with finitely gen-
erated modules and so the category is closed under quotients in the large category of
modules. For example, the category of finitely generated abelian groups is a reductive
category with finite limits and colimits.

In order to construct a small abelian category which does not have funneling colimits,
we look for a coherent ring R whose collection of finitely generated ideals is not closed
under infinite intersections (note that if the ring is an integral domain, coherence ensures
that it will be closed under finite intersections). Let I be an infinitely generated ideal
which is obtained as such an intersection. In the large category of modules, we may
identify R/I as the colimit of the funneling diagram consisting of the inclusions of finitely
generated sub-ideals of I, along with the parallel zero maps, into the ring, viewed as a
(right) module over itself. If the colimit of this diagram existed in the category of finitely
presented R-modules, it would have to be a quotient of R by some finitely generated ideal,
but by construction there is no initial finitely presented quotient under this diagram,
whence the colimit does not exist.

Consider the ring R of eventually constant sequences valued in the field on two
elements (with point-wise operations). Observe that all finitely generated ideals in this
ring are principal. An ideal generated by a sequence g is the cokernel of the module
homomorphism R → R sending x to x · (1 − g), so this is indeed a coherent ring. For
each index i we have a ‘basis element’ ei which is 1 at i and 0 elsewhere. The ideal Ii
generated by (1 − ei) consists of those sequences which are 0 at i. Consider

⋂︁∞
j=1 I2j :

this consist of sequences which are non-zero only at odd indices, but by the eventually
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constant criterion, no single sequence can generate this ideal, whence the ideal fails to
be finitely generated.

We would like to thank Jens Hemelaer for helping us to identify the sufficient struc-
ture needed to find this counterexample and Ryan C. Schwiebert for identifying a ring
realizing that structure (via math.stackexchange.com).

Note that a non-trivial abelian category cannot be coherent or coalescent since the
initial object is not strict in such a category (cf Lemma 3.2.24).

Example 3.2.73. As an example of a regular and reductive category that fails to be
effective, let alone effectual, we adapt [Joh02, before Example A1.3.7].

Consider the category TFfg of finitely-generated torsion-free abelian groups. By
considering it as a reflective subcategory of the category of finitely generated abelian
groups, we find that it is regular and has all coequalizers. We can moreover check that
it has funneling colimits, since the full category of abelian groups is cocomplete and
any quotient of a finitely generated group is finitely generated (to obtain the quotient
in TFfg, the torsion parts of such a quotient are annihilated). Thus it is a reductive
category with finite limits. However, as Johnstone points out, the equivalence relation

R = {(a, b) ∈ Z× Z | a ≡ bmod2} ∼= Z× Z

is not a kernel pair of any morphism in TFfg, so this category is not effective regular.

Example 3.2.74. For an example of a regular and reductive category that is effective
but not effectual, we modify [Joh02, Example D3.3.9]. Let Setω be the full subcategory
of Set on the finite and countable sets. This has pullbacks and funneling colimits which
are stable under pullback, inherited from Set. Moreover, all epimorphisms are regular, so
this is a regular and reductive category (indeed, it is a coherent and coalescent category
too!). It also inherits the property of being effective from Set.

However, it is not effectual. Johnstone exhibits the following coequalizer diagram:

N N 1,
id

s
(3.10)

where s is the successor function. He concludes by considering the natural number
object in Sh(Setω, Jc) that this coequalizer is not preserved by the canonical functor
ℓ : Setω → Sh(Setω, Jc); we could deduce the failure of effectuality from that. Instead,
we prove it directly by considering the morphisms

N N,
id

g:=2×−

which are clearly coequalized by the epimorphism in (3.10). If Setω were effectual, there
would exist some epimorphism t : X ↠ N such that t and g ◦ t lie in the same connected
component of (X ↓ F ), where F is the parallel arrow diagram (id, s) whose coequalizer
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is shown in (3.10). However, given any finite zigzag,

X X X X X X

N · · · N

N N N N,

t g◦t
x1 y1 x2 yn−1 xn yn

where xi and yi are id or s, composing with any morphismm : 1→ X such that t◦m > n
as elements of N, we conclude that since the difference between the image of m in the
first copy of N and the last copy of N is at most n, we have a contradiction. That is, no
zigzag of finite length is sufficient to connect t and g ◦ t in (X ↓ F ).

Example 3.2.75. Finally, we provide an example of an effectual coalescent category
which is not effectual as a reductive category. Consider the following category, C:

R1 Z R2

A,

c1 c2

where the composition is such as to make Z the coproduct of R1 and R2. We make
this into a strictly epimorphic finitely generated site with the stable class T ′ consisting
of the singleton families on the identity morphisms and the pair {c1, c2}. This embeds
into the effectual coalescent category Cc of compact objects in Sh(C, JT ′). Consider the
funneling diagram consisting of the pairs R1 ⇒ A and R2 ⇒ A. By construction, the
colimit of this diagram will also coequalize all of the morphisms Z → A, since c1 and c2
are jointly epimorphic in Cc. However, there is no strict epimorphism C ′ ↠ Z verifying
the definition of effectuality for a reductive category. Indeed, in the completion of Cc to
an effectual reductive category, c1 and c2 are no longer jointly epimorphic, so that the
funneling colimit described fails to coequalize the morphisms Z → A.
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Chapter 4

Logic of Supercompactly
Generated Toposes

Having introduced the classes of supercompactly generated toposes1, a natural question
to ask about these toposes is ‘which theories do they classify?’ Recall that, given a frag-
ment of logic L interpretable in any Grothendieck topos and a theory T in that fragment,
a Grothendieck topos E is said to classify T if there are equivalences of categories

Geom(F , E) ≃ T-mod(F), (4.1)

which are natural in the argument F as it varies over Grothendieck toposes. In the
categorical logic literature, the fragment L is typically taken to be geometric logic, or
a sub-fragment thereof such as coherent or regular logic. Geometric logic is important
because of the classical result that every geometric theory has a classifying topos, and
conversely that every Grothendieck topos classifies a geometric theory (in fact, many
geometric theories; see [Joh02, Proposition D3.1.12 and Remark D3.1.13], originating in
[MR77, Theorem 9.1.1 and Proposition 9.1.5]). Meanwhile, regular and coherent log-
ics form important fragments of geometric logic because they are expressive enough to
include the host of theories studied in mathematical practice which involve only unary
(resp. finitary) logical connectives and existential quantification. All three fragments
have well-developed semantics in the context of toposes, with formulae-in-context inter-
preted as subobjects of products, and entailments between formulae in the same context
realized as containments of those subobjects.

Recall from Example 3.1.5 in the last chapter that a topos classifying a regular theory
is called a regular topos. We saw that any regular topos is automatically supercompactly
generated, as a consequence of Proposition 3.2.8. As such, regular theories form a strict
sub-class of the geometric theories classified by supercompactly generated toposes.

The purpose of the present short chapter is to recall enough basic categorical logic
results and constructions, mostly sourced from [Joh02, Part D] and [Car17], in order to

1From this point forward we put aside compactly generated toposes, since supercompactly generated
toposes will be more relevant in the subsequent chapters and are simpler to study.
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characterize the theories which are classified by supercompactly generated toposes and
present some examples. This will be refined in Chapter 6 to the special case of toposes
of topological monoid actions.

Overview

In Section 4.1 we recount the basics of geometric logic up to the point of constructing the
(geometric) syntactic category. In Section 4.2 we present and apply the relevant details of
Caramello’s framework from [Car17] to obtain two characterizations of theories classified
by supercompactly generated toposes.

In Section 4.3, we leverage these results to present some examples. Since all presheaf
toposes are supercompactly generated, the class of supercompactly generated theories
trivially includes all examples of theories of presheaf type, and many of the quotients
which we consider end up being of presheaf type too, but we have managed to identify
some non-trivial supercompactly generated quotients of these theories.

Finally, in Section 4.4 we reflect on our progress.
Except insofar as any of the examples have original aspects, there is very little original

material to report in the contents of this chapter, but it may be enlightening for the
reader who has not seen the details of the syntactic category framework worked through
in full to the point of explicitly computing quotients from first principles.

4.1 Background

4.1.1 Geometric categories

For the purposes of discussing categorical logic in a topos theory context, we shall need
a class of categories which we have not encountered yet.

Definition 4.1.1. A geometric category is a well-powered regular category whose
subobject lattices have all small unions, and such that these unions are stable under
pullback. In particular, this means that covers by (small) unions of subobjects form
a Grothendieck pretopology on any geometric category. The Grothendieck topology
generated from it coincides with the canonical topology Jcan, which we encountered in
Definition 3.1.23 of the last chapter; we call a geometric category endowed with this
topology a geometric site.

Every Grothendieck topos is a geometric category, and conveniently the category of
sheaves for the canonical topology on a Grothendieck topos is equivalent to that topos.
The main purpose of this section is to concisely recount how the syntax for a geometric
theory T gives rise to a geometric site whose topos of sheaves classifies T. However, in
the subsequent developments we will need some tools which we can derive categorically
in advance.

Recall that a sieve S on an object C in a category C is said to be J-closed for a
Grothendieck topology J on C if and only if, for any arrow f : D → C in C, f∗(S) ∈ J

122



implies that f ∈ S. Such sieves are of interest because the lattice of subobjects of a
sheaf represented by C in Sh(C, J) is isomorphic to the lattice of J-closed sieves on C.

Let (C, Jcan) be a geometric site. We shall write ℓ : C → Sh(C, Jcan) for the composite
of the Yoneda embedding with the Jcan-sheafification functor, which is automatically full
and faithful. We paraphrase [Car17, Lemma 3.1.6(ii)] in order to characterize Jcan-closed
sieves in a geometric category.

Lemma 4.1.2. Let S be a sieve on an object C of a geometric category C. Then S is
Jcan-closed if and only if S is a principal sieve generated by a monomorphism.

Proof. First, suppose S is a Jcan-closed sieve, and let s : B ↪→ C be the union of the
images of all morphisms in S. Since C is well-powered, we may reduce to a presieve
{ri : Bi → C | i ∈ I} generating S such that s =

⋃︁
i∈I im(ri). By construction, S is a

subsieve of the sieve generated by s. Conversely, each of the ri factors through s, say
ri = s ◦ hi, whence s∗(S) is generated by the hi, but these are jointly epic since images
and unions are stable under pullback, so s ∈ S and the sieve generated by s is contained
in S, as required.

Now suppose S is principal, generated by a monomorphism s : B ↪→ C. Given
f : A→ C such that f∗(S) contains a small covering family, these all factor through the
pullback f∗(s) by definition (which is a monomorphism since s is), and hence so does
the union of their images, which is the identity. As such, f∗(s) is an isomorphism, so f
factors through s and hence lies in S.

An immediate consequence is that subobjects of representable sheaves over a geo-
metric site are representable.

Proposition 4.1.3. Let (C, Jcan) be a geometric site and ℓ : C → Sh(C, Jcan) the functor
described above. Then the image of ℓ induces isomorphisms on subobject lattices.

Proof. As discussed above, subobjects of a representable ℓ(C) correspond to Jcan-closed
sieves on C in C. A subobject s : B ↪→ C is sent by ℓ to the subobject corresponding
to the Jcan-closure of the principal sieve generated by s, but by Lemma 4.1.2 all such
sieves are already Jcan-closed and all Jcan-closed sieves are principal, so ℓ induces an
isomorphism, as claimed.

4.1.2 Geometric languages

We summarize the account given in [Joh02, §D1.1], although this is by no means the only
place it can be found. Recall that a signature Σ contains the basic, generating data for
the formal languages considered in categorical logic, namely the sorts A,B, . . . , function
symbols f, g, . . . , and relation symbols R,S, . . . . The function and relation symbols are
each equipped with a type consisting of a list of sorts, denoted for example as,

f : A1, . . . , An → B and R ↪→ A1, . . . , An,
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respectively; this notation evokes the intended semantics which we shall recap in the
next subsection. From here on, we employ the notation A⃗ as shorthand for the generic
list of sorts A1, . . . , An.

Given a signature, we may consider variables, which are formal symbols x, y, . . .
equipped with a type consisting of a sort in Σ. From these we inductively build terms,
also each having a type consisting of a single sort: individual variables are terms of
their respective types, while for terms ti of type Ai and a function symbol f : A⃗ → B,
f(t1, . . . , tm) is a term of type B.

Everything up to this point can be applied to every fragment of infinitary first-order
logic. In the next step of inductively constructing formulae from terms, on the other
hand, the construction operations which are permitted determine the fragment of logic
needed to interpret, manipulate or reason about the resulting language. For geometric
logic, the following expressions are well-formed (which is to say permissible) geometric
formulae:

• Relations: R(t1, . . . , tn), where R is a relation symbol of type R ↪→ A⃗ and ti is a
term of type Ai;

• Equality : t1 = t2 where t1, t2 are terms of the same type;
• Finitary conjunctions: If ϕ1, . . . , ϕn are geometric formulae, then so is

⋀︁n
i=1 ϕi

(which may also be denoted with infix wedges); this includes the empty conjunc-
tion, called truth and denoted ⊤, as a special case;

• Infinitary disjunctions: If {ϕi : i ∈ I} is a set of geometric formulae whose free
variables form a finite set (see below), then

⋁︁
i∈I ϕi is a geometric formula; this

includes the empty disjunction, called false and denoted ⊥, as a special case;
• Existential quantification: for any geometric formula ϕ containing a free variable
x (see below), (∃x)ϕ is a geometric formula where x is now a bound variable.

Informally, a variable appearing in a formula ϕ is bound if the formula includes quan-
tification over it, and free otherwise; Johnstone explicitly specifies the free variables of
formulae in tandem with their inductive construction in [Joh02, Definition D1.1.3]. A
geometric formula with no free variables is called a propositional formula.

We will occasionally need to be able to substitute variables in formulae. If ϕ features
(pairwise distinct) free variables x⃗ = x1, . . . , xn, and x⃗

′ = x′1, . . . , x
′
n is a list of variables

of the same respective types, we write ϕ[x⃗′/x⃗] for the formula obtained by uniformly
substituting x′i for xi in ϕ.

A context for a term t or a geometric formula ϕ is a finite list x⃗ of variables including
all free variables appearing in ϕ; finiteness of contexts is the reason we required the ϕi to
have only finitely many free variables between them in the rule for infinite disjunctions.
We write [] for the empty context.

Accordingly, a geometric formula-in-context is a pair, denoted {x⃗ : ϕ}, consisting
of a geometric formula ϕ and a valid context x⃗ for that formula. Formally, a context
x⃗ comes equipped with its type A⃗; since we will mostly deal with single-sorted theory,
there will usually only be one possible type, but when we need to make the type of a
context explicit in formulae-in-context or in the sequents defined below, we expand it to
x⃗ : A⃗.
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A geometric sequent over Σ is a formal expression of the form,

ϕ ⊢x⃗ ψ,

where ϕ and ψ are geometric formulae over Σ and x⃗ is a valid context for both ϕ and
ψ; when we need to indicate the context, we call this a sequent over x⃗. The informal
intended interpretation of such a sequent is,

‘(∀x⃗)ϕ(x⃗)⇒ ψ(x⃗)′;

since geometric formulae do not include universal quantification or implication opera-
tions, this interpretation will be made formal only in the semantics used to interpret
geometric logic. A sequent over the empty context is called a sentence.

A geometric theory T over a signature Σ simply consists of a collection of geometric
sequents, the axioms of the theory.

4.1.3 Semantics

We will primarily be interested in models of theories in Grothendieck toposes, but any
geometric category has the structure needed to interpret geometric theories, as follows.
This is a summary of [Joh02, §D1.2].

A Σ-structure in a geometric category E consists of an interpretation of each sort
A in Σ as an object M(A) of E , each function symbol f : A⃗→ B as a morphism

Mf : M(A1)× · · · ×M(An)→M(B)

in E , and each relation symbol R ↪→ A⃗ in Σ as a relation

M(R) ↪→M(A1)× · · · ×M(An)

in E . We shall abbreviate M(A1)× · · · ×M(An) to M(A⃗) from now on.2

Given a Σ-structure M, we may interpret the derived structures from the previous
section inductively, following their constructions. First, a term-in-context x⃗ · t is either
a single variable xi in x⃗ : A⃗, which is interpreted as the ith projection

[[x⃗ · t]]M = πi : M(A⃗)→M(Ai),

or it is of the form f(t1, . . . , tm) for some function symbol f : C⃗ → B and terms ti : Ci,
in which case [[x⃗ · t]]M is defined as the composite:

M(A⃗)
([[x⃗·t1]]M,...,[[x⃗·tm]]M)
−−−−−−−−−−−−−→M(C⃗)

Mf−−→M(B).

Having interpreted terms, a geometric formula-in-context {x⃗·ϕ} over Σ is interpreted
as a subobject ofM(A⃗) determined by the structure of ϕ. In brief, a relation R(t1, . . . , tm)

2We have chosen the notation ‘M’ to help distinguish models of theories from the monoids discussed
elsewhere in the thesis, which are typically denoted by ‘M ’.
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is interpreted by pulling back the interpretation of R along the product of the morphisms
interpreting the terms ti; equalities of terms are interpreted as equalizers of the terms’
interpretations; conjunctions and disjunctions are interpreted as intersections and unions
of subobjects, respectively; and existential quantification is interpreted as the image of
the projection of a given subobject along the relevant product projection morphism.

Given Σ-structures M,M′ in E , a Σ-structure homomorphism from M to M′

consists of morphisms hA : M(A) → M′(A) in E for each sort A in Σ which commute
with the respective interpretations of function symbols and relation symbols. Thanks
to the universal properties used in the interpretations of the derived structures, these
homomorphisms extend to the full structures, in the sense that (products of) the hA
commute with the interpretations of terms, and there exist canonical morphisms derived
from the hA between the interpretations of geometric formulae-in-context.

Let T be a geometric theory over Σ. A Σ-structure M in E is a model of T if for
each sequent ϕ ⊢x⃗ ψ in T is satisfied in M, in the sense that there is a containment of
subobjects [[x⃗ ·ϕ]]M ⊆ [[x⃗ ·ψ]]M. Morphisms between models are just Σ-structure homo-
morphisms as above, so the category of T-models is a full subcategory of the category
of Σ-structures. We write T-mod(E) for this category.

There are numerous details of this account that we have omitted, but we have all of
the terminology we shall need, so we shall move on.

4.1.4 Syntactic Categories

In many ways, the above account is an entirely intuitive (albeit inevitably long-winded,
even in summary) account of how formal language structure can be translated into
categorical structure or vice versa. The challenge of categorical logic lies in determining
an exhaustive collection of deduction rules on the formal language side which entirely
characterize the behaviour on the categorical side. This is the content of [Joh02, §D1.3],
and we unapologetically omit most of it, with the exception of the following ‘normal
form’-type result:

Fact 4.1.4 ([Joh02, Lemma D1.3.8(ii)]). Any geometric formula-in-context is provably
equivalent (for any T) to one of the form {x⃗ ·

⋁︁
i∈I(∃y⃗)ϕi}, where each ϕi is a finite

conjunction of relations or equalities; we call such a ϕi a regular formula.

For our purposes, the important takeaway is that, for a suitable collection of de-
duction rules (rules for transforming sequents into related sequents), most of which are
intuitive formalizations of rules derived in classical first-order logic, there is a sound and
complete proof theory for the categorical semantics of geometric languages; as such, we
shall appeal to the reader’s ‘logical intuition’ when manipulation according to these de-
duction rules is required. The completeness result for geometric categories, which is the
subject of [Joh02, §D1.4], involves building the syntactic category CT for the theory
T, as follows:

Objects of CT consist of formulae-in-context {x⃗ ·ϕ} up to ‘α-equivalence’, which is to
say up to substitution of the variables in the context and formula for other variables of
the same types (such that none of the substituted variables coincide with any variables
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already present); this allows us to assume without loss of generality that the contexts of
any given finite set of formulae-in-context are disjoint when defining morphisms.

A morphism {x⃗ · ϕ} → {y⃗ · ψ} in the syntactic category is a T-provable equivalence
class of geometric formulae [θ], where θ(x⃗, y⃗) is a formula in the union of the contexts
such that the following three sequents are provable in T:

ϕ ⊢x⃗ (∃y⃗)θ,
θ ⊢x⃗,y⃗ ϕ ∧ ψ,

θ ∧ θ[y⃗′/y⃗] ⊢x⃗,y⃗,y⃗′ y⃗ = y⃗′,

where y⃗′ is any context of the same type as y⃗.

Proposition 4.1.5. The structure CT defined above is a geometric category.

Proof. We summarize Lemmas D1.4.1, D1.4.2 and D1.4.10 of [Joh02] and refer the reader
to those results for some of the missing details. First, to show that CT is a category, we
define the composite

{x⃗ · ϕ} [θ]−→ {y⃗ · ψ} [γ]−→ {z⃗ · χ}

to be [(∃y⃗)(γ ∧ θ)], while the identity {x⃗ · ϕ} → {x⃗′ · ϕ} is [ϕ ∧ (x⃗ = x⃗′)].
Note that formulae in the same context which are provably equivalent in the sense

alluded to in Fact 4.1.4 are automatically isomorphic in the syntactic category via the
T-provable equivalence class of the formula which is a conjunction of them both (up to
substitution) with a suitable equality formula.

To demonstrate the presence of finite limits, we observe that {[] · ⊤} is a terminal
object, that {x⃗, y⃗ · (ϕ ∧ ψ)} is the binary product of {x⃗ · ϕ} and {y⃗ · ψ}, and that the
equalizer of a pair,

{x⃗ · ϕ} {y⃗ · ψ}
[θ]

[γ]

is {x⃗′ · (∃y⃗)(θ[x⃗′/x⃗] ∧ γ[x⃗′/x⃗])} (the respective projection maps are given by suitable
conjunctions of the formulae involved with equalities of variables).

The image of [θ] as above is {y⃗ · (∃x⃗)θ}, and a morphism is a cover (extremal epimor-
phism) if and only if ψ ⊢y⃗ (∃x⃗)θ is provable in T. The union of a collection of subobjects
{x⃗ ·ϕi} ↪→ {x⃗ ·ψ} is simply {x⃗ ·

⋁︁
i∈I ϕi}; in particular, the minimal subobject is {x⃗ · ⊥}.

The stability of unions under pullback amounts to a consequence of distributivity of
finite conjunctions over arbitrary disjunction (this is one of the intuitive deduction rules
which we omitted earlier).

Finally, well-poweredness is a further consequence of Fact 4.1.4, since any subobject
can be expressed as a disjunction of regular formulae, and there are essentially only a
set of such formulae over any signature (up to α-equivalence).

Completeness of the theory T with respect to models in geometric categories follows
from the very existence of the syntactic category, since this category comes with a canon-
ical model of T given by interpreting a formula-in-context {x⃗ · ϕ} as the corresponding
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object of the category; all of the axioms of T are satisfied by construction. Moreover,
this model is universal: the category of models of T in any geometric category D is
equivalent to the category of geometric functors CT → D, which is to say those functors
preserving the defining finite limit and subobject structure of geometric category.

Since CT is a geometric category, we can equip it with the canonical Grothendieck
topology, which we shall now denote JT. Explicitly, considering the descriptions of unions
and covers in the proof of Proposition 4.1.5, JT-covering families are sets of T-provably
functional formulae, {︃

{x⃗i · ϕi}
[θi]−−→ {x⃗ · ϕ}

⃓⃓
i ∈ I

}︃
,

such that ϕ ⊢x⃗
⋁︁
i∈I(∃x⃗i)θi is provable in T.

The resulting topos Sh(CT, JT) is the classifying topos of T, because any geometric
functor from CT to a Grothendieck topos F has a unique factorization as the functor
ℓT : CT → Sh(CT, JT) followed by the inverse image of a geometric morphism.

Remark 4.1.6. Note that while we describe CT as ‘the’ syntactic category here, for a
theory T lying in a smaller fragment of geometric logic such as regular logic (in the
sense that the geometric formulae appearing in the axioms of T can be built from the
strict subset of the available operations which are permitted in regular logic), we may
construct a smaller syntactic category consisting of just the regular formulae-in-context.
This will be a regular category in the sense of Definition 3.2.39, and is the canonical
regular category containing a model of T. It comes equipped with the corresponding
Grothendieck topology. An important ‘conservativity’ result in categorical logic is that
the topos of sheaves on this regular site is equivalent to the topos of sheaves on the
geometric syntactic site described above.

In using the geometric syntactic site, we will need the following result, whose proof is
extracted from that of [Car17, Theorem 6.1.3(i)] (which previously appeared in [Car12d,
Theorem 2.2(i)]).

Corollary 4.1.7. The functor ℓT is closed under subobjects. That is, given any geomet-
ric formula-in-context {x⃗ · ϕ} and a subobject S ↪→ ℓT({x⃗ · ϕ}), there exists a geometric
formula ψ in the same context such that S ∼= ℓT({x⃗ · ψ}).

Proof. Just as in any sheaf topos, the subobjects of a representable sheaf ℓT({x⃗ · ϕ}) in
Sh(CT, JT) correspond to JT-closed sieves on {x⃗ · ϕ} in CT. But since CT is a geometric
category, these correspond to subobjects in CT by Proposition 4.1.3, which to quote
[Joh02, Lemma D1.4.4(iv)] are represented by formulae-in-context of the form,

{x⃗ · ψ[x⃗′/x⃗]} [ψ∧(x⃗′=x⃗)]−−−−−−−→ {x⃗ · ϕ},

where ψ is a geometric formula such that ψ ⊢x⃗ ϕ is T-provable, and {x⃗ · ψ} ≤ {x⃗ · χ} as
subobjects if and only if ψ ⊢x⃗ χ is T-provable.
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4.2 Geometric theories

Having established the basics of classifying toposes and syntactic sites, we examine in
this part the classes of geometric theory which will be relevant to our investigation.

4.2.1 Theories of presheaf type

A (geometric) theory T is said to be a theory of presheaf type if its classifying topos
Set[T] is equivalent to PSh(D) for some small category D.3

We saw in Corollary 1.4.6 of Chapter 1 a special case of the fact that the category
of points of PSh(D) can be identified with the category Flat(D,Set) of flat functors
from D to Set. This is moreover equivalent to the inductive completion Ind-(Dop)
of Dop, which is to say the free cocompletion of Dop with respect to filtered colimits,
which is discussed and constructed explicitly in [Joh02, §C4.2]. Since it shall be relevant
in Chapter 6, we observe that the categories which are equivalent to ones of the form
Ind-D for D a small category are precisely the finitely accessible categories, which is
to say those having filtered colimits and a separating set of finitely presentable objects;
[AR94b] is a standard reference for accessible categories more generally.

We have also seen that D can be recovered up to idempotent-completion as the op-
posite of the category of essential points of PSh(D). However, if we are given only the
category of points Ind-(Dop) then we must identify the essential points as the finitely
presentable objects, which is to say those objects P in Ind-(Dop) such that the rep-
resentable functor HomInd-(Dop)(P,−) : Ind-(Dop)→ Set preserves filtered colimits.

Since points correspond to models of T in Set, we can make the further identification
of Dop with the finitely presentable models of T in Set, which have the corresponding
defining property.

There is another way of identifying D in the data associated to the classifying topos of
T. Consider the presentation of this topos via the syntactic site (CT, JT). By Proposition
4.1.3, representable sheaves in Sh(CT, JT) are closed under subobjects and hence under
retracts (up to isomorphism) and any projective indecomposable object is necessarily
a retract of a representable. As such, we can identify the objects of D with sheaves
represented by geometric formulae-in-context ℓT({x⃗ · ϕ}). These can be characterized
intrinsically as follows:

Definition 4.2.1 ([Car17, Definition 6.1.9]). A geometric formula-in-context {x⃗ · ϕ} is
said to be T-irreducible if and only if, for any JT-covering family {θi(x⃗, x⃗i) | i ∈ I}
of T-provably functional formulae, there exists some i ∈ I and a T-provably functional
formula θ′(x⃗, x⃗i) from {x⃗ · ϕ} to {x⃗i · ϕi} such that ϕ ⊢x⃗ (∃x⃗i)(θ′ ∧ θi). In other words,
one of the morphisms is a split epimorphism.

In particular, using Fact 4.1.4 to put ϕ into disjunctive normal form and considering

3We write D for various small categories in this section, including those underlying principal sites, to
avoid confusion with the geometric syntactic categories CT.
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the covering family of morphisms of the form,

{x⃗i · (∃y⃗)ϕi}
[ϕi(x⃗)∧(x⃗i=x⃗)]−−−−−−−−−→ {x⃗ ·

⋁︂
i∈I

(∃y⃗)ϕi},

this means that any T-irreducible formula is provably equivalent to a formula involving
only finite conjunctions and finitely many existential quantifications.

The T-model corresponding to a T-irreducible formula {x⃗ · ϕ} is the corresponding
representable functor on the syntactic category. Taking a provably equivalent finite
formula in the above sense therefore gives a ‘finite presentation’ of the model, in a literal
sense. This model M will have the universal property that for any other Set-model M′,
we have:

HomT-mod(Set)(M,M′) ∼= [[x⃗ · ϕ]]M′ .

Expanded fully, this yields the definition of finitely presented model in [Car17, Definition
6.1.11(b)]. Passing via D, we have arrived at the equivalence between the category of
finitely presentable models of T and the category of finitely presented models of T in
Set.

It is worth noting that in the setting where T has free models, we can treat the
formula-in-context as a finite presentation in an algebraic sense, as noted in [MR77,
§9.4]: M can be identified with the quotient of the free model on the finite set of typed
variables x⃗ by the congruence generated by the formula ϕ. This does not apply to a
generic theory of presheaf type. The theories of ordered structures we shall consider in
Section 4.3.3 do not admit free structures, for instance, but the algebraic special case
lends us enough intuition to concretely reconstruct an irreducible formula presenting
a given finitely presentable model; as we shall see, this is the primary challenge when
attempting to apply this theory.

For the remainder of the theoretical section, we assume that we are provided with a
functor (a choice of representing finitary formulae),

i : D → CT

which induces an equivalence PSh(D) ≃ Sh(CT, JT).
A consequence of the above investigation, which we make explicit because we will

emulate it later, is the syntactic characterization of theories of presheaf type.

Lemma 4.2.2 ([Car17, Corollary 6.1.10]). A geometric theory T over a signature Σ is
of presheaf type if and only if every geometric formula over Σ is T-provably equivalent
to a disjunction of T-irreducible formulae.

4.2.2 Supercompactly generated theories

We shall characterize the theories classified by supercompactly generated toposes both
as quotients of theories of presheaf types and in syntactic terms.
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Quotient theory characterization

Let T be a theory of presheaf type, classified by a topos PSh(D) as in the last subsec-
tion. In [Car17, Chapter 8], Caramello gives a detailed presentation of the relationship
between Grothendieck topologies on the category D and quotients of the theory T. In
particular, Theorem 8.1.3 of [Car17] tells us that Sh(D, J) classifies the J-homogeneous
T-models across Grothendieck toposes F , while Theorem 8.1.8 guarantees that there is
a unique (up to syntactic equivalence) geometric quotient theory T′ of T whose models
coincide with the J-homogeneous ones, which Caramello goes on to abstractly derive.
As a particular example, she observes in Remark 8.1.9 that the topos of sheaves for
the atomic topology on D, when D satisfies the right Ore condition, corresponds to the
Booleanization of any theory classified by PSh(D). We do not reproduce her develop-
ments in full; instead, we directly apply her Theorem 8.1.12 to the special case of the
principal sites introduced in the last chapter.

Proposition 4.2.3. Let T be a theory of presheaf type and let T be a stable collection
of morphisms in the category D which is dual to the category of finitely presentable T-
models in Set. Then the quotient of T which is classified by Sh(D, JT ) is obtained by
adding all axioms of the form

(ψ ⊢y⃗ (∃x⃗)θ),

where [θ] : {x⃗ ·ϕ} → {y⃗ ·ψ} is a morphism in CT corresponding via the functor i : D → CT
to a morphism in T (so ϕ(x⃗) and ψ(y⃗) are formulae over the signature of T presenting
T-models in D).

Note that this is a natural extension of the atomic case mentioned by Caramello
[Car17, Corollary 8.1.14].

Proposition 4.2.3 is a relative characterization of theories with supercompactly gen-
erated classifying toposes, since we can present any such topos with a principal site to
which the Proposition may be applied, thanks to the existence of generic theories, cf.
Section 4.3.1 below.

Syntactic characterization

By Lemma 3.1.8 in Chapter 3, a Grothendieck topos is supercompactly generated if
and only if every object is covered by its supercompact subobjects. As we have seen,
the geometric syntactic category of a theory T forms a full, generating subcategory of
the classifying topos of T which, by Proposition 4.1.3, is closed under subobjects. As
such, a classifying topos of T which is supercompactly generated necessarily has enough
representable supercompact objects. We thus arrive at the following definition:

Definition 4.2.4 ([Car12c, Definition 3.1]). Let T be a theory over a signature Σ. A
geometric formula-in-context ϕ(x⃗) over Σ is T-supercompact if whenever a sequent of
the form

ϕ(x⃗) ⊢x⃗
⋁︂
i∈I

ψi(x⃗),
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is provable in T, the sequent
ϕ(x⃗) ⊢x⃗ ψi(x⃗)

is provable in T for some i ∈ I.

Theorem 4.2.5. A geometric theory T over a signature Σ has a supercompactly gen-
erated classifying topos if and only if every geometric formula over Σ is T-provably
equivalent to a disjunction of T-supercompact formulae. We naturally call such a theory
supercompactly generated.

Proof. By the subobject characterization of supercompact objects of Lemma 3.1.2, a
representable object is supercompact in Sh(CT, JT) if and only its preimage along ℓT is su-
percompact, which exactly corresponds to the formula-in-context being T-supercompact.
Thus there are enough of these if and only if every geometric formula-in-context is T-
provably equivalent to a disjunction of T-supercompact formulae.

4.3 Applications

Now we shall present some concrete applications of the theory above at various levels of
generality.

It will be useful to explicitly recall from Definition 3.2.2 and Lemma 3.2.4 of the last
chapter that a class T of morphisms in C is called stable if it satisfies the following four
conditions:

1. T contains all identities.
2. T is closed under composition.
3. For any f : C → D in T and any morphism g in C with codomain D, there exists

a commutative square,

A B

C D

f ′

g′ g

f

(4.2)

in C with f ′ ∈ T .
4. Given any morphism f of C such that f ◦g ∈ T for some morphism g of C, we have
f ∈ T .

4.3.1 The generic cases

First, let D be any idempotent complete small category. Recall from [Car17, Theorem
2.1.11] that we can view D as a syntactic category for the theory TD of flat functors
on D. This theory is defined over the signature ΣD having:

• a sort ⌜C⌝ for each object C in D,
• a function symbol ⌜f⌝ : ⌜C⌝→ ⌜D⌝ for each morphism f : C → D in D, and
• no relation symbols.
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The axioms of TD are of the form,

⊤ ⊢x:⌜C⌝ ⌜idC⌝(x) = x (4.3)

⊤ ⊢x ⌜h⌝(⌜g⌝(x)) = ⌜f⌝(x) (4.4)

⊤ ⊢[]
⋁︂

C∈ob(D)

(∃x : ⌜C⌝)⊤ (4.5)

⊤ ⊢y1:⌜C1⌝, y2:⌜C2⌝

⋁︂
C1

p1←−C p2−→C2

(∃x : ⌜C⌝) ((⌜p1⌝(x) = y1) ∧ (⌜p2⌝(x) = y2)) (4.6)

⌜f⌝(x) = ⌜g⌝(x) ⊢x:⌜C⌝

⋁︂
B

h−→C,f◦h=g◦h

(∃w : ⌜B⌝) (⌜h⌝(w) = x) , (4.7)

where we have an axiom of the form (4.3) for each object C of D, an axiom of the form
(4.4) for each commuting triangle f = g ◦ h in D, one of the form (4.6) for each pair of
objects C1, C2 of D, and an axiom of the form (4.7) for each pair of parallel morphisms
f, g : C ⇒ D in D.
Remark 4.3.1. Some of these axioms will typically be redundant or reducible depending
on the structure of the category. We can omit cases of axiom (4.4) where g or h is an
identity morphism, for example.

If D has a terminal object, then the disjunction in (4.5) can be reduced to the
singleton consisting of that object. Similarly, if the product of C1 and C2 exists, then the
disjunction in (4.6) can be reduced to the singleton consisting of the product span, and
if the equalizer of f, g exists, the disjunction in (4.7) can be reduced to a singleton. More
generally, given a final subcategory of either D, the category of spans over (C1, C2), or the
category of equalizers of (f, g), the objects of this subcategory index a smaller, T-provably
equivalent disjunction for the right-hand side of (4.5), (4.6) and (4.7), respectively.

Syntactically, we identify each object C of D with the formula-in-context {x : ⌜C⌝ ·
⊤}, and each morphism f : C → C ′ with the TD-provable equivalence class of formulae
represented by ⌜f⌝(x) = y, where of course x : ⌜C⌝ and y : ⌜C ′⌝.

As such, a principal site (D, JT ) classifies the theory obtained by adding to TD the
axioms

⊤ ⊢y:⌜C′⌝ (∃x : ⌜C⌝)(⌜f⌝(x) = y),

ranging over f ∈ T .
We can in principle achieve much simpler, more elegant theories by taking advantage

of the existence of simpler (presentations of) theories of presheaf type, which is what we
shall attempt to do in the remainder of the chapter.

4.3.2 Essentially Algebraic theories

Recall that a single-sorted theory T over a signature Σ is called essentially algebraic if it
can be expressed in terms of partial operations and equations between these. When all
of the partial operations are total, we obtain algebraic theories as a special case. When
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the operations of an essentially algebraic theory are finitary, its models are classified by
a category with finite limits, in the sense that we may construct a cartesian syntactic
category for such a theory T (cf. Remark 4.1.6), which we shall denote BT to avoid
confusing it with the geometric syntactic category introduced earlier, with the universal
property that models of the theory in any category with finite limits correspond to
limit-preserving functions from the BT.

Any essentially algebraic theory T is of presheaf type; indeed, in the finitary case the
category D of finitely presentable models is exactly BopT . For example, letting Grpfp be
the category of finitely presentable groups, the topos [Grpfp,Set] classifies the theory
of groups. The usual signature for this theory, consisting of only one sort, one constant
symbol and a pair of function symbols, is evidently much smaller than the canonical
signature which carries a sort for each finitely presented group!

Let T be any theory. We write T-modfp(Set) for its category of finitely presentable
models in Set and define DT := T-modfp(Set)

op. Since any finite colimit of finitely
presentable objects is finitely presentable, (cf. [AR94b, Proposition 1.3]) when T is an
essentially algebraic theory, DT always has all finite limits, as expected. Thus a stable
class in DT consists of a class of morphisms in T-modfp(Set) which contains identities
and is stable under composition, pushouts and left factors.

Remark 4.3.2. These requirements bear a striking (and perhaps misleading) resemblance
to the saturated classes found in [Osm21b, Chapter 1] (alternatively, in [Osm21a]),
which generate the left class in an orthogonal factorization system on the larger cat-
egory T-mod(Set).

A class V of morphisms in T-modfp(Set) is said to be a saturated class if:

• V contains isomorphisms;
• V is stable under composition;
• V is right-cancellative, in the sense that given a commuting triangle

X Y,

Z

g

f

h

where f and g are in V, h also lies in V;
• V is closed under finite colimits in T-modfp(Set)

2;
• V is closed under pushouts along arbitrary morphisms in T-modfp(Set).

Unfortunately, the right-cancellation property, besides being slightly too strong, is on
the wrong side; a saturated class in the above sense ‘behaves like a class of epimorphisms’,
whereas we require a class that ‘behaves like a pushout-stable class of monomorphisms’.

The fact that DT has finite limits means that any principal topology on this category
will yield a regular topos, since all of the representables will become regular objects. We
include some amongst our examples anyway.
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4.3.3 Examples

In each of the following examples, we apply Proposition 4.2.3 to principal sites (C, JT )
for which the topos of presheaves on the underlying category C classifies a known theory
(simpler than the generic one described above).

Theories of objects

Recall that the theory of objects O is the empty theory on a signature with a single sort
and no relation or function symbols. It is classified by [FinSet,Set], so DO = FinSetop.
Let T be a stable class in DO.

All of the monomorphisms in FinSet, with the exception of those of the form 0 ↪→ n,
are split monomorphisms, so T op must contain these; these constitute the stable class
corresponding to the trivial topology. Moreover, T op contains 0 ↪→ n for some n > 0 if
and only if it contains 0 ↪→ 1.

Axiom 4 of stable classes means that T op contains a morphismm→ n of FinSet with
m > 0 if and only if T op contains the epic part of this morphism. If this epimorphism
is non-trivial, in the sense that it identifies two elements x ̸= y, we can take a pushout
of this morphism along m → 2 sending x to 0 and y to 1, so 2 ↠ 1 is in T op. From
there, we may push out along a monomorphism 2 ↪→ k + 1 to produce an epimorphism
k+1 ↠ k identifying any given choice of elements. Since any non-trivial epimorphism in
FinSet is a composite of such morphisms, it follows that T op contains all epimorphisms!

In summary, there are four possibilities for a stable class in DO:

a) T op consists of just the split monomorphisms;
b) T op contains all monomorphisms;
c) T op contains the split monomorphisms and all epimorphisms;
d) T op contains all morphisms.

To identify the theories classified by the respective classes, we need to identify the for-
mulae corresponding to the objects and morphisms. The set with n elements has a finite
presentation as the formula-in-context {x0, . . . , xn−1 · ⊤}, and the formula correspond-
ing to a function σ : m→ n is (recalling that the morphism in DO goes in the opposite
direction) is simply

x0, . . . , xm−1, x
′
0, . . . , x

′
n−1 ·

n−1⋀︂
i=0

(x′σ(i) = xi).

Our observations above demonstrate that it suffices to consider the morphisms 0 ↪→ 1
and 2 ↠ 1, so that Sh(DO, JT ) respectively classifies:

a) the theory of objects;
b) the theory of inhabited objects, adding the axiom ⊤ ⊢[] (∃x)⊤;
c) the theory of objects with at most one element, adding the axiom⊤ ⊢x0,x1 (∃x)(x =

x0 ∧ x = x1);
d) the theory of objects with exactly one element.
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Incidentally, observe that all of these are theories of presheaf type: (a) is the presheaf
topos we started with, while (b), (c) and (d) are respectively classified by [FinSet+,Set],
[• → •,Set] and Set, where FinSet+ is the category of inhabited finite sets.

Next, let O∗ be the theory of pointed objects, which has a single sort and a single
constant symbol, 0. Letting FinSet∗ be the category of finite pointed sets, we have that
DO∗ = FinSetop∗ ; note that this is distinct from FinSet+, since the distinguished point
must be preserved by all morphisms. Without loss of generality we can take 0 to be
the distinguished point in an n-element set {0, . . . , n − 1}; this covers all isomorphism
classes of finite pointed sets. Let T be a stable class in DO∗ .

All monomorphisms in DO∗ split, so T op must contain them all. Thus, as above,
we may reduce to considering which epimorphisms lie in T op. Given any non-trivial
epimorphism g : n → m in T op, suppose x ̸= y are identified by g and without loss of
generality that y ̸= 0. Then we can consider the mapping n → 2 sending x to 0 and
all other elements to 1; the pushout of g along this gives the morphism 2 ↠ 1. Pushing
out further and composing, we conclude that T op must contain all functions in which
elements are successively identified with 0, notably including 3 ↠ 1. Observe that the
mapping 3 ↠ 2 mapping 1 and 2 to 1 is a left factor of 3 ↠ 1, and so must also be in
T op, despite not identifying elements with 0. Pushing out this function and composing
again, we conclude that T op must contain arbitrary epimorphisms.

In summary, we have just two principal topologies:

a) T op consists of just the monomorphisms;
b) T op contains all morphisms.

To identify the corresponding theories, we must identify formulae presenting the finite
pointed sets. A pointed set with n+ 1 elements is the free pointed set on n generators,
since the free construction freely adds a distinguished point. Thus, n is presented by
the formula {x1, . . . , xn−1 · ⊤}. Accordingly, the O∗-provably functional formula corre-
sponding to a function σ : n→ m is,

x1, . . . , xn−1, x
′
1, . . . , x

′
m−1 ·

n−1⋀︂
i=1

(x′σ(i) = xi),

where any instances of x0 on the right-hand side are substituted for the constant symbol
0.

To determine the quotients, we need only identify the O∗-provably functional formu-
lae corresponding to the map 2→ 1, which is simply x1 · x1 = 0. As such, we find that
the corresponding toposes Sh(DO∗ , JT ) respectively classify:

a) the theory of pointed objects;
b) the theory of objects with exactly one element (obtained by adding ⊤ ⊣x x = 0).

The latter topos is by inspection equivalent to Set.

Remark 4.3.3. While it has been excised from the account above, the translation from
morphisms into formulae was very helpful in identifying the minimal classes involved
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here; for example, the formula corresponding to the function 3 ↠ 2 described mapping
1 and 2 to 1 is x1, x

′
1, x

′
2 : x1 = x′1 ∧ x1 = x′2, which means that the theory classified

by the topos of sheaves for the Grothendieck topology generated by that morphism is
obtained by adding the axiom ⊤ ⊣x′1,x′2 (∃x)x = x′1 ∧ x = x′2. By inspection, this gives
another presentation of the theory of objects with one element, so we deduced that T op

must contain 2 ↠ 1 if and only if it contained 3 ↠ 2.

As a third example in the same vein, consider the theory D of decidable objects,
obtained from the theory of objects by adding a binary ‘apartness’ relation # and the
axioms,

(x#x) ⊢x ⊥ and ⊤ ⊢x,y (x#y) ∨ (x = y).

By [Joh02, Proposition D3.2.7], this theory is classified by the topos of presheaves on the
category DD := FinSetopinj, where FinSetinj is the category of finite sets and injections.

This time we jump straight to the presentations of objects by formulae. The simplest
option is to identify the n-element set with the formula-in-context⎧⎨⎩x1, . . . , xn · ⋀︂

1≤i<j≤n
(xi#xj)

⎫⎬⎭ ,

while an injective function σ : n ↪→ m corresponds to the usual D formula,

x1, . . . , xn, x
′
1, . . . , x

′
m ·

(︄
n⋀︂
k=1

(x′σ(k) = xk)

)︄
∧

⎛⎝ ⋀︂
1≤i<j≤m

(x′i#x
′
j)

⎞⎠ .

Thus, given a stable class T of morphisms in DD, the axiom which must be added to D
if σ ∈ T op can be reduced to,

⋀︂
1≤i<j≤n

(xi#xj) ⊢x⃗ (∃x⃗′)

⎛⎝ ⋀︂
1≤i<j≤m

(x′i#x
′
j)

⎞⎠ ,

or less formally, ‘any set of n distinct elements can be extended to a set of m distinct
elements’.

Knowing this, it will come as no surprise that if T op contains a morphism σ : n ↪→ m
then we can use stability axioms 3 and 4 to show that T op must contain all of the
morphisms n′ ↪→ m′ with n ≤ n′ ≤ m′ ≤ m. Moreover, no other morphisms are necessary
besides identity morphisms, since the resulting collection of morphisms is clearly closed
under axioms 1, 2 and 4, and given any morphism n′ → m′′ with n′ ≥ n and m′′ ≥ m,
we can complete a stability square with an identity morphism.

As such, the stable classes in DD can be indexed by finite or countable subsets S ⊆ N,
where S is the collection of cardinalities N such that T op contains no non-trivial covers
of the set of size N . The class T corresponding to S produces a subtopos of PSh(DD)
classifying a theory which we shall denote D(S): the theory of ‘decidable objects such
that any collection of n distinct elements can be extended to a collection of n+ distinct
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elements, where n+ := inf{N ∈ S ∪ {∞} | N ≥ n}’, or more succinctly, the theory of
‘decidable objects with N elements, where N ∈ S∪{∞}’. With this notation, D = D(N),
while the other extreme case, D(∅) is the theory of infinite decidable sets discussed in
[Joh02, Example D3.4.10].

Lemma 4.3.4. The classifying topos of D(S) is a presheaf topos if and only if S is
infinite.

Proof. If S is infinite, then for every finite set n, there exists a minimal N ∈ S with
n ≤ N , which is the largest number such that n ↪→ N is in T op; the N ∈ S therefore
correspond to the JT -irreducible objects in the sense of [Car17, §8.2.2], and there are
enough of them to cover all of the object of DD.

On the other hand, we know that none of the infinite decidable sets are finitely
presentable in the category of D(S)-models in Set (for any S), since we proved this
for D(∅) in Example 3.2.71 from the last chapter, and the category of infinite decidable
sets is clearly closed under filtered colimits in the category of D-models. Thus, when S
is finite there are exactly |S| finitely presentable models of D(S), but at least |S| + 1
non-isomorphic points, which is more than the category of presheaves on any category
with |S| objects can have (in fact there is a proper class of points, but one too many is
enough to accomplish the argument).

Boolean algebras

Recall that classical Stone duality identifies the category of Boolean algebras with the
dual of the category of profinite sets. In fact, the latter category is more commonly
identified as the category of compact Hausdorff totally disconnected topological spaces,
but the profinite set description is more useful for us because it identifies the category of
Boolean algebras as the inductive completion of the category of finite Boolean algebras.
As such, the theory of Boolean algebras is classified by the topos PSh(FinSet). For
completeness, we include a presentation of the theory B of Boolean algebras which has
one sort, two binary infix function symbols ∪ and ∩, a unary operation ¬ and two
constant symbols 0 and 1 subject to:

⊤ ⊢x,y,z (x ∪ y) ∪ z = x ∪ (y ∪ z) ⊤ ⊢x,y,z (x ∩ y) ∩ z = x ∩ (y ∩ z)
⊤ ⊢x,y x ∪ y = y ∪ x ⊤ ⊢x,y x ∩ y = y ∩ x
⊤ ⊢x x ∪ 1 = 1 ⊤ ⊢x x ∩ 0 = x

⊤ ⊢x,y,z x ∪ (y ∩ z) = (x ∪ y) ∩ (x ∪ z) ⊤ ⊢x,y,z x ∩ (y ∪ z) = (x ∩ y) ∪ (x ∩ z)
⊤ ⊢x x ∪ ¬x = 1 ⊤ ⊢x x ∩ ¬x = 0

Obviously, we use the rounded cup and cap for the binary operations to distinguish them
from the logical operations in our logical formalism.

The identification of the category of finite Boolean algebras with the dual of finite
sets is straightforward, via powersets. In particular, writing n for the set {0, . . . , n− 1}
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as before, the Boolean algebra P(X) corresponds to the formula-in-context⎧⎨⎩x0, . . . , xn−1 ·

⎛⎝ ⋀︂
0≤i<j≤n−1

(xi ∩ xj = 0)

⎞⎠ ∧(︄n−1⋃︂
i=0

xi = 1

)︄⎫⎬⎭ ,

where the large cup expression has the evident shorthand meaning, becoming 0 when
n = 0, while a function σ : n→ m corresponds to the B-provably functional formula,

x0, . . . , xn−1, x
′
0, . . . , x

′
m−1·

(︄
n−1⋀︂
k=0

(x′σ(k) = xk)

)︄
∧

⎛⎝ ⋀︂
0≤i<j≤n−1

(xi ∩ xj = 0)

⎞⎠∧(︄n−1⋃︂
i=0

xi = 1

)︄
;

note that the expression is covariant with σ here.
LetDB := FinSet. Proceeding more or less dually to the ‘theory of objects’ situation,

we observe first that all epimorphisms in DB split, so any stable class T of morphisms
in DB contains them; by axiom 4, this implies that a morphism lies in T if and only if
its image does.

If T contains any non-trivial monomorphism n ↪→ m with 0 < n < m, then pulling
back along a suitable morphism 2 → m, we conclude that the subobject classifier map
1 ↪→ 2 of FinSet (recalling that this category is an elementary topos) lies in T , whence
every monomorphism does by further pullback. Finally, if 0 ↪→ n is a member of T for
any n, then it is so for every n, but moreover 1 ↪→ 2 is a right factor of 0 ↪→ 2. Thus we
somewhat disappointingly have only two possibilities:

a) T consists of just the split epimorphisms;
b) T contains all morphisms;

these respectively classify:

a) the theory of Boolean algebras;
b) the theory of the trivial Boolean algebra.

The latter topos is once again equivalent to Set, and is the double-negation subtopos of
PSh(FinSet).

Things get more interesting when we restrict the morphisms in the category by
considering decidable Boolean algebras, but we shall not present that example here. See
[Joh02, Example D3.4.12] for this example and the extremal case of the atomic topology
on the resulting category.

Ordered structures

Consider the augmented4 simplex category ∆0, whose objects are finite ordinals,

[n] = {0, . . . , n− 1}
4The ordinary simplex category ∆ considered in Example 3.2.70 of the last chapter contains only the

non-empty finite ordinals.
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and whose morphisms are the order-preserving maps between these. This can equiva-
lently be expressed as the category of finite total orders, which are models of the theory
T on a signature with a single sort and a single binary relation symbol subject to the
axioms:

⊤ ⊢x x ≤ x
(∃y) ((x ≤ y) ∧ (y ≤ z)) ⊢x,z x ≤ z

(x ≤ y) ∧ (y ≤ x) ⊢x,y x = y

⊤ ⊢x,y (x ≤ y) ∨ (y ≤ x).

Note that this category doesn’t have pullbacks, since although it has a terminal
object, the product [2] × [2] does not exist: there are two morphisms [1] → [2], so such
a product would necessarily have four elements, but [4] is not this product, since there
are ten morphisms [2]→ [4] but, since there are three morphisms [2]→ [2], there would
need to be exactly nine morphisms [2] → [2] × [2]. On the other hand, ∆0 does have
pullbacks of monomorphisms.

The category PSh(∆0) is known to classify the theory I of bounded total orders (also
known as intervals), which is obtained from T by adding two constant symbols 0 and 1,
as well as the extra axiom:

⊤ ⊢x (0 ≤ x) ∧ (x ≤ 1).

It will serve us to partly verify this claim5 by demonstrating that the category of
finite bounded total orders is the dual of the augmented simplex category.

Lemma 4.3.5. Let m,n ∈ N with n > 0. Then there is a one-to-one, order-reversing
correspondence between maps [m]→ [n] and maps [n− 1]→ [m+ 1].

Proof. Given an increasing function σ : [m] → [n], consider its graph (in the sense of a
bar chart); in Figure 4.1 we give an example with m = 8 and n = 7. Such a graph has m
bars of height at most n−1. If we transpose this graph along the diagonal and invert the
shading, we obtain the graph of an increasing function [n−1]→ [m+1], with n−1 bars
of height at most m. Specifically, this is the graph of the function σ◦ : [n− 1]→ [m+1]
defined by

σop(k) := #{x | σ(x) ≤ k}. (4.8)

Since this transformation is clearly invertible, this defines the desired bijection; that it
reverses the order is similarly straightforward.

Corollary 4.3.6. ∆op
0 is equivalent to the category of finite bounded total orders.

Proof. The correspondence identifies the ordinal [n] with the bounded total order having
n + 1 elements. Indeed, a morphism from the n + 1-element total order to that with
m + 1 elements must send the top and bottom elements to their counterparts, but
its restriction to the intermediate elements can be identified with an order-preserving
function [n− 1]→ [m+ 1], which correspond to morphisms [m]→ [n] by Lemma 4.3.5.
It is straightforward to check that this identification respects composition.

5We take for granted that the stated theories have these categories of finitely presentable models.
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Figure 4.1: The graph of a morphism σ : [8]→ [7] and its transpose σ◦ : [6]→ [9].

Let DT := ∆0, and let T be a stable class in DT. As in several of the ‘theories of
objects’ examples, all epimorphisms are split, so T must contain all of these, and the
(epi,mono)-factorization system means that T is once again determined by the monomor-
phisms it contains.

If T contains any non-trivial monomorphism [n] ↪→ [m], then picking out an element
not lying in the image and pulling back, the morphism [0] ↪→ [1] lies in T , and hence
every morphism does by axioms 3 and 4 as usual. As such, the only supercompactly
generated subtopos of PSh(∆0) is the double negation subtopos, equivalent to Set and
classifying the empty total order.

Dually, let DI := ∆op
0 . Given a stable class T in DI, T op contains all of the monomor-

phisms with non-empty domain, since these are all split. Given any non-trivial epimor-
phism [n] ↠ [m] in T op, pushing out along a suitable morphism [m] ↠ [2] demonstrates
that [2] ↠ [1] lies in T op, and hence (by inductive application of axioms 2 and 3) all
epimorphisms lie in T op. Finally, if any [0] ↪→ [n] is in T op then they all are, by ax-
ioms 2 and 4, so we have four possibilities in total, whose corresponding theories have
descriptions analogous to the quotients of the theory of objects described earlier.

4.4 Observations

We focused our efforts in the last section on applying the method of Section 4.2.1 to
theories classified by toposes of presheaves on categories D simple enough that we could
hope to characterize all of the principal topologies on them. Besides the case of the
theory of decidable objects D, the results were not especially exciting, in the sense that
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most of the theories we ended up with were of presheaf type.
There are other situations where this is bound to happen. Recall from Proposition

3.2.34 of Chapter 3 that a localic topos is supercompactly generated if and only if it is
equivalent to PSh(D) for some poset D. Recall also that a theory has a localic classifying
topos if and only if it is Morita-equivalent to a propositional theory. Since any subtopos
of a localic topos is localic, we conclude:

Corollary 4.4.1. Every supercompactly generated propositional theory is of presheaf
type.

Considering the work from the previous chapter, we must stress that the toposes
we have arrived at in the above analysis are merely the relatively pristine subtoposes
of the presheaf toposes under consideration, in the sense of Definition 3.1.39. Indeed,
any full subcategory of DT (for T any of the theories considered) provides a non-trivial
presheaf subtopos corresponding to an essential relatively polished inclusion, and these
have further relatively pristine subtoposes. Actually, this procedure produces all of the
relatively polished subtoposes:

Scholium 4.4.2. Let f : E ↪→ PSh(D) be a geometric inclusion (over Set). Then f is
relatively polished if and only if it factors as a relatively pristine inclusion followed by
an essential inclusion.

Proof. In the proof of Corollary 3.2.9 in the last chapter, we observed that an inclusion
into PSh(D) is relatively polished if and only if the corresponding Grothendieck topology
J on D is quasi-principal ; letting D′ be the full subcategory of D on the objects over
which the empty sieve is not J-covering, the induced topology J |D′ is principal, and f
factors as

Sh(D′, J |D′) ↪→ PSh(D′) ↪→ PSh(D),

where the latter is an essential inclusion, as required. This proof is manifestly non-
constructive: it can fail in a topos where not every object is decidable.

There may be still further supercompactly generated (but not relatively polished)
subtoposes of the presheaf toposes considered in this chapter. In spite of our syn-
tactic characterization of supercompactly generated toposes, the logical framework is
ill-equipped to detect them: verifying that a general classifying topos is supercompactly
generated typically requires a very robust meta-logical understanding of the proof theory
of T. Theorem 4.2.5 is more useful in the opposite direction: if a classifying topos can
be shown to be supercompact by other means, this imposes a powerful constraint on the
proof theory.

It is also worth noting that all of our specific examples began from known theories
of presheaf type. This is symptomatic of some of the obstacles one is confronted with
when trying to apply this method in a more general setting. Foremost is the fact that,
while we do get a theory for any principal site (D, JT ), as we saw in Section 4.3.1,
this standard theory is automatically just as complicated as D. To find simpler (and
therefore more informative) theories, we must rely on having access ahead of time to a
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simpler theory which is classified by the presheaf topos PSh(D), which is typically only
possible in special cases.

Even given a theory T which is classified by PSh(D), identifying the quotient theory
classified by a subtopos of the form Sh(D, JT ) will typically be difficult because it requires
us to first find explicit finitary presentations of the objects of Dop as T-models and to
identify T-provably functional formulae presenting the morphisms of T or T ′. As such,
we think it would be useful to have a way to present supercompactly generated theories
syntactically, much as regular, coherent and geometric theories are presented by axioms
over a signature, as we described earlier. We shall discuss this idea briefly in Section
7.2.2 of the Conclusion.
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Chapter 5

Toposes of Topological Monoid
Actions

In Chapter 1, we investigated properties of presheaf toposes of the form PSh(M) for a
monoidM , whose objects are sets equipped with a right action ofM . A natural direction
to generalize this study is to view sets as discrete spaces and to consider the actions of
a topological monoid on them. In order to analyze this case, we parallel the analogous
categories for topological groups, which are well-studied.

For a topological group (G, τ), the category Cont(G, τ) of continuous G-actions on
discrete topological spaces is a Grothendieck topos. One way to prove this is to observe
that there is a canonical geometric morphism PSh(G)→ Cont(G, τ) which is a surjection,
see [Joh02, A4.2.4(a)]. The inverse image functor of this morphism is the forgetful functor
which sends a continuous (G, τ)-set to its underlying G-set. The direct image functor
is constructed explicitly by Mac Lane and Moerdijk in [MLM92, §VII.3]: it sends a G-
set X to the subset consisting of those elements whose ‘isotropy subgroup’ is open; it
follows that the counit of this morphism is monic and so (by [Joh02, A4.6.6], say) that
the geometric morphism is moreover hyperconnected.

In this article we begin by extending these observations to categories of continuous
actions of monoids. We take a rather classical approach at first: rather than considering
genuine topological monoids (that is, monoids in the category of topological spaces),
we consider endowing the underlying set of a monoid M with an arbitrary topology
τ ⊆ P(M). This approach is motivated by the fact that no part of the description of
a continuous (M, τ)-set relies on the fact that the topology τ makes M a topological
monoid, and we shall indeed see that the argument is valid even when this fails. A reader
critical of this decision should be reassured by the fact that, as we shall eventually see
in Theorem 5.2.6 and Proposition 5.2.12, any ‘monoid with a topology’ is in any case
Morita-equilavent to a genuine topological monoid.
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Overview

In Section 5.1.1, we exhibit the necessary data to establish that the forgetful functor from
the category Cont(M, τ) of continuous actions of a monoid with respect to an arbitrary
topology τ to the topos PSh(M) is left exact and comonadic (Proposition 5.1.4). The
adjoint can be expressed using either clopen subsets of (M, τ) or open relations. From the
existence of this adjunction we conclude that Cont(M, τ) is an elementary topos, so that
the forgetful functor is the inverse image of a hyperconnected geometric morphism, just
as in the group case. In Section 5.1.2, we apply the theoretical results from Chapter 3 to
deduce that any topos of the form Cont(M, τ) is moreover a supercompactly generated
Grothendieck topos, which brings us to an intuitive Morita-equivalence result in terms of
the (essentially small) category of continuous principalM -sets, Corollary 5.1.10. Finally,
in 5.1.3 we show another property of the categories of principal continuousM -sets which
has not yet been covered, indicating that our characterization of toposes of the form
Cont(M, τ) is not yet complete.

In Section 5.2, we examine the question of how much is recoverable about a topology
τ on a monoid M from the hyperconnected morphism PSh(M) → Cont(M, τ). To do
this, we construct the classical powerset P(M) of M as a right M -set in Section 5.2.1,
and from this object recover in Section 5.2.2 a canonical topology τ̃ , contained in τ ,
making (M, τ̃) a genuine topological monoid with an equivalent category of actions;
given that Morita-equivalence for topological monoids is non-trivial, this is as good a
result as we could have hoped for. In Section 5.2.3, we show that we can further reduce
this topological monoid to obtain a Hausdorff monoid (M̃, τ̃), still retaining the same
topos of actions. The resulting class of representative topological monoids for toposes
of the form Cont(M, τ), which we call powder monoids, have many special properties.
In Section 5.2.4, we show that this class includes, but is not limited to, the classes of
prodiscrete monoids and nearly discrete groups; indeed, the reduction of a monoid to a
powder monoid is analogous of the reduction of a group to a nearly discrete group in
[Joh02, Example A2.1.6].

In Section 5.3, we consider the canonical surjective point of Cont(M, τ), which is the
composite of the canonical essential surjective point of PSh(M) and the hyperconnected
morphism obtained in Section 5.1. Our aim is to characterize toposes of this form in
terms of the existence of a point of this form, just as Caramello does for topological
groups in [Car16]. First, in Section 5.3.1, we obtain a canonical small site for PSh(M)
whose objects are right congruences, equivalent to the site of principalM -sets, and show
that hyperconnected morphisms out of PSh(M) correspond to suitable subsites of this
one. In particular, this provides a small site for Cont(M, τ) (Scholium 5.3.11). By taking
a limit indexed over such a site, we show in Section 5.3.2 that, analogously to the case of
groups in [Car16], we can recover a presentation for the codomain of a hyperconnected
geometric morphism out of PSh(M) as a topos of topological monoid actions. This
presentation is obtained by topologizing the monoid of endomorphisms of the canonical
point. Thus, the existence of a point factorizing as an essential surjection followed by
a hyperconnected morphism characterizes this class of toposes (Theorem 5.3.21). More-
over, the resulting complete monoids are powder monoids (Proposition 5.3.23), and any
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powder monoid presenting the same topos (equipped with the same canonical point) ad-
mits a dense injective monoid homomorphism to the canonical representative (Corollary
5.3.25). Paralleling the introduction of (algebraic) bases for topological groups, we show
in Section 5.3.3 that we can re-index the limit defining a complete monoid over a base
of open congruences in order to obtain a simpler expression for it and in certain cases
deduce further properties. We briefly consider the topologies on the original monoid M
induced by hyperconnected morphisms out of PSh(M) in Section 5.3.4.

Finally, since in Chapter 1 we saw that semigroup homomorphisms correspond to
essential geometric morphisms between toposes of discrete monoid actions, in Section
5.4 we show that continuous semigroup homomorphisms between topological monoids
induce geometric morphisms between the corresponding toposes of continuous actions
(Lemma 5.4.2). As such, we show that Cont(−) defines a 2-functor extending the
presheaf construction for discrete monoids in Chapter 1, which we may restrict to the
class of complete monoids. In Section 5.4.2 we record some intrinsic properties of the hy-
perconnected geometric morphism PSh(M)→ Cont(M, τ) when M is a powder monoid
or complete monoid, enabling us in Sections 5.4.3 and 5.4.4 to examine how, when a
geometric morphism g is induced by a continuous semigroup homomorphism ϕ between
complete monoids, the properties of g are reflected as properties of ϕ. We show that the
surjection–inclusion factorization of g is canonically represented by the factorization of
ϕ into a monoid homomorphism followed by an inclusion of a subsemigroup (Theorem
5.4.14). Moreover, the hyperconnected–localic factorization of g can be identified with
the dense–closed factorization of ϕ (Theorem 5.4.18). In both cases, the intermediate
monoid is complete. Finally, in 5.4.6 we show that the classes of monoids we have been
working with throughout assemble into reflective sub-(2-)categories of the (2-)category
of topological monoids.

5.1 Properties of Categories of Continuous Monoid Ac-
tions

5.1.1 Necessary Clopens

Throughout, we will refer to pairs (M, τ) where M is a monoid (in Set) and τ ⊆ P(M)
is a topology on M . The multiplication on M will be largely left implicit, but when
we need to make it explicit we shall denote it by µ. There is no assumption here that
τ makes µ continuous; when it makes makes µ continuous in its first (resp. second)
argument, we say that τ makes the multiplication of M left (resp. right) continuous.

Remark 5.1.1. As mentioned above, the motivation for using these ‘monoids with topolo-
gies’ rather than genuine topological monoids is that the definition of continuous M -set
to follow applies without modification to this larger class of objects, and because it shall
turn out to be useful to think of the topology as equipped (rather than intrinsic) struc-
ture. We reassure the reader that we shall eventually be able to reduce any ‘monoid
with a topology’ to a Morita-equivalent topological monoid.
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Consider a (right) M -set, expressed in the form of a set X equipped with a right
action α : X ×M → X subject to the usual conditions. We say this is an (M, τ)-set
if the action α is continuous when X ×M is endowed with the product topology of the
discrete topology on X and the topology τ on M . An (M, τ)-set will be referred to
simply as a continuous M-set when the topology τ is understood.

We begin by exhibiting necessary and sufficient conditions for an M -set to be con-
tinuous.

Lemma 5.1.2. Let M be a monoid equipped with a topology τ and X an M -set. Then
X is an (M, τ)-set if and only if for each x ∈ X and p ∈M , the set

Ipx := {m ∈M | xm = xp}

is open in τ . We call the collection of all such Ipx the necessary clopens for X.

Proof. For continuity we precisely require that for each open subset U ⊆ X, its preimage
under the action is open. Since X is discrete, without loss of generality we may assume
U = {x′} for some x′ ∈ X. A subset of X×M is open if and only if its intersection with
each open subspace of the form {x} ×M with x ∈ X is open.

Thus we require {m ∈ M | xm = x′} to be open for each pair x, x′ ∈ X. However,
if x′ ̸= xp for every p ∈ M , the corresponding set is empty and so automatically open.
Otherwise, x′ = xp for some p, which gives the result.

To justify the name ‘necessary clopens’ rather than merely ‘necessary opens’, note
that for each fixed x, the sets Ipx partition M , so Ipx being open for every p forces each
such set to also be closed.

AnM -set X being continuous requires the ‘stabilizer submonoids’ I1x to be both open
and closed for every x. When M is a topological group we know that this condition is
actually sufficient, since the other subsets in the partition are simply the right cosets of
I1x (which are open because a topological group acts on itself by homeomorphisms) but
this is not the case for monoids in general.

While necessary clopens are the most direct generalization of (the right cosets of)
the stabilizer subgroups for the action of a group on a set, we can avoid the additional
need to index over these by working with equivalence relations:

Corollary 5.1.3. Let M be a monoid equipped with a topology τ and X an M -set. Then
X is an (M, τ)-set if and only if for each x ∈ X, the equivalence relation

rx := {(p, q) ∈M ×M | xp = xq}

is open in the product topology τ × τ on M ×M . When M is a group, rx is the relation
that partitions M into the right cosets of the stabilizer subgroup of x.

Proof. If X is an (M, τ)-set, by Lemma 5.1.2 we have Inx ∈ τ for each n ∈M , and rx is
precisely

⋃︁
n∈M Inx × Inx , so is open in τ × τ . On the other hand, if rx is open, for fixed

p ∈M each (p, q) ∈ rx is contained in an open rectangle Uq × Vq with Uq, Vq open in τ .
Thus Ipx =

⋃︁
(p,q)∈rx Uq is open, as required.
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Working concretely with an equivalence relation from Corollary 5.1.3 is equivalent
to working with all of the clopens in a partition at once. For each result to follow we
can therefore give an expression in terms of either the necessary clopens or the open
relations.

Proposition 5.1.4. Suppose a monoid M is equipped with a topology τ . Then the
forgetful functor V : Cont(M, τ)→ PSh(M) is left exact and comonadic; its right adjoint
R sends an M -set X to:

R(X) := {x ∈ X | ∀p, q ∈M, Ipxq ∈ τ}
= {x ∈ X | ∀q ∈M, rxq ∈ τ × τ}.

Moreover, if τ makes the multiplication of M left continuous then the expression for
R(X) simplifies to

R(X) := {x ∈ X | ∀p ∈M, Ipx ∈ τ}
= {x ∈ X | rx ∈ τ × τ}.

Proof. The definition ensures that R(X) is closed under the action of M , since for
any x ∈ R(X) and q ∈ M , Ipxq is open for every p ∈ M by assumption, ensuring
xq ∈ R(X). Taking q = 1 for each x ∈ R(X) demonstrates (by Lemma 5.1.2) that R(X)
is a continuous M -set.

The inclusion R(X) ↪→ X is the universal morphism from a continuous M -set into
X. Indeed, suppose f : Y → X is an M -set homomorphism with Y a continuous M -set.
Given m ∈ Ipf(y)q, there is an inclusion of subsets Imyq ⊆ Imf(y)q since each m′ ∈ Imyq has

f(y)qm = f(yqm) = f(yqm′) = f(y)qm′. So every Ipf(y)q is open and the image of f is

contained in R(X). It follows that X ↦→ R(X) is a right adjoint for the forgetful functor,
as required.

Since V is full and faithful, it is conservative. A finite limit of discrete spaces is dis-
crete, so a finite limit of continuous (M, τ)-sets is precisely the limit of the corresponding
M -sets. Thus V is left exact, in particular preserving all equalizers. By any version of
the (co)monadicity theorem, it follows that V is comonadic.

Finally, observe that for x ∈ R(X), p, q ∈M , we have:

Ipxq = {m ∈M | xqm = xqp} = {m ∈M | qm ∈ Iqpx } = q∗(Iqpx ),

where q∗ is the inverse image of multiplication on the left by q (which shall be described
in more detail in Section 5.2.1). Thus if τ makes multiplication by q continuous then
Ipxq is open whenever Iqpx is, whence we obtain the simplified expressions.

We call R(X) the subset of continuous elements of X with respect to τ (even
when multiplication is not left continuous with respect to τ).

Corollary 5.1.5. Cont(M, τ) is an elementary topos.
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Proof. We have shown that Cont(M, τ) is equivalent to the category of algebras for a
cartesian comonad on PSh(M), which by [Joh02, Theorem A4.2.1] makes Cont(M, τ)
an elementary topos.

Remark 5.1.6. One might wonder what can be said of the continuous actions of a semi-
group endowed with a topology. In Remark 1.1.1 of Chapter 1, we observed that an
action of a semigroup S extends canonically to an action of the monoid S1 obtained by
adjoining a unit element (which must act as the identity). Given a topology on S, we
may extend it to a topology on S1 with an equivalent category of actions by making the
singleton consisting of the adjoined unit an open subset, and extending this to a topol-
ogy by taking unions with the existing opens. Thus once again, no generality is lost by
considering only monoids equipped with topologies rather than arbitrary semigroups.

5.1.2 Toposes of actions are supercompactly generated

In light of Corollary 5.1.5, Proposition 5.1.4 demonstrates that the adjunction (V ⊣ R) is
a hyperconnected geometric morphism PSh(M)→ Cont(M, τ). Recalling the properties
of PSh(M) from Chapter 1, we may apply Theorem 3.1.57 of Chapter 3 to conclude
that:

Corollary 5.1.7. Any topos of the form Cont(M, τ) is a supercompactly generated,
two-valued Grothendieck topos with enough points.

As such, we can employ all of the theory developed in Chapter 3 to toposes of
topological monoid actions. The fact that PSh(M) is supercompactly generated is im-
plicitly important in Hemelaer’s work in [Hem19b]: when identifying those toposes of
G-equivariant sheaves on a space X which are equivalent to one of the form PSh(M),
they arrive at the definition of a minimal basis, which corresponds to a base of super-
compact open sets.

As we already discussed in Chapter 3, the supercompact objects in PSh(M) and
hence in Cont(M, τ) have a straightforward algebraic description.

Definition 5.1.8. We shall call an object N in PSh(M) a principal1 right M-set if
it is a quotient of M , in that there exists an epimorphism M ↠ N . Such an M -set
is generated by a single element, the image of 1 ∈ M under the given epimorphism.
Similarly, given a topology τ on M , we say an (M, τ)-set N is principal if V (N) is a
principal right M -set.

Similarly, we call an object Q finitely generated if there is a finite jointly epic
family of morphisms M → Q, or equivalently if it has a finite (possibly empty) set of
generators.

Proposition 5.1.9. The supercompact objects of E := Cont(M, τ) are precisely the
principal M -sets. As such, these form an effectual, reductive category, whose properties
we record here:

1Some readers might prefer the term cyclic.
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1. All monomorphisms in Cs are regular and coincide with those in E;
2. All epimorphisms in Cs are strict and coincide with those in E;
3. The classes of epimorphisms and monomorphisms in Cs form an orthogonal fac-

torization system;
4. Cs has a terminal object 1, and every object is well-supported;
5. Cs has cokernels coinciding with those in E.

Proof. Clearly this is true in PSh(M), since by definition the principal M -sets are ex-
actly the quotients of the representable M -set M . It follows that the supercompact
objects of Cont(M, τ) are the continuous principal M -sets, since the inverse image of a
hyperconnected morphism preserves and reflects supercompact objects. Properties 1 to
3 are derived in Lemma 3.1.19 and Scholium 3.1.33; Corollary 3.1.17 and Lemma 3.1.31,
and Corollary 3.1.21, respectively. Properties 4 and 5 are consequences of Proposition
3.1.53 and Lemma 3.1.32.

Thus the statement that Cont(M, τ) is supercompactly generated is a formalization
of the intuitive fact that every (M, τ)-set is the union of its principal sub-M -sets. This
enables us to extract a site presentation for Cont(M, τ). From Theorem 3.1.25 and
Corollary 3.1.27, we have:

Corollary 5.1.10. Let Cs be the category of continuous principal (M, τ)-sets. Then we
have Cont(M, τ) ≃ Sh(Cs, Jr). In particular, topological monoids (M, τ) and (M ′, τ ′)
are Morita equivalent, which is to say that Cont(M, τ) ≃ Cont(M ′, τ ′), if and only if
they have equivalent categories of continuous principal M -sets.

Example 5.1.11. This result can be practically applied. For example, it shows that
any monoid endowed with a topology for which there are infinitely many distinct isomor-
phism classes of continuous principal actions cannot be Morita-equivalent to any finite
monoid. Of course, when the monoids involved are large enough, even the categories
of principal actions can be hard to work with, so some alternative ways of generating
Morita equivalences are desirable; we shall see some in subsequent sections.

Example 5.1.12. To present a more categorical example, recall from Definition 2.2.19
of Chapter 2 that a zero element of a monoid M is an element z ∈ M such that
mz = z = zm for all m ∈M .

Let (M, τ) be a topological monoid with a zero element and (M ′, τ ′) another topo-
logical monoid. Then if Cont(M, τ) ≃ Cont(M ′, τ ′), it must be that every principal
(M ′, τ ′)-set has a unique fixed point, since this is true in PSh(M) and the category of
principal (M, τ)-sets is a full subcategory containing 1. In particular, if M ′ is a group
and M is as above, then Cont(M, τ) ≃ Cont(M ′, τ ′) if and only if both τ and τ ′ are
indiscrete topologies.

In Section 5.3.1, we shall provide an alternative presentation of the site Cs of contin-
uous principal M -sets in terms of right congruences.
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Remark 5.1.13. In Chapter 3, we also treat the broader class of compactly generated
toposes. Without going into extraneous detail, the compact objects of Cont(M, τ) are
the finitely generated continuous M -sets, and the category of these provides a larger
site expression for Cont(M, τ) and another Morita equivalence condition. We felt that
there was not sufficient added theoretical value to cover this perspective in detail in this
chapter, although they may eventually provide further sites for toposes of M -sets which
can be identified with sites arising elsewhere.

A feature of hyperconnected morphisms which was not covered in Chapter 3 is that
they provide a way to compute exponential objects in the codomain topos using those
in the domain topos.

Lemma 5.1.14. Let h : F → E be a (hyper)connected geometric morphism and let X, Y
be objects of E. Then the exponential object Y X in E can be computed as h∗

(︁
h∗(Y )h

∗(X)
)︁
.

Proof. We check the universal property:

HomE

(︂
Z, h∗

(︂
h∗(Y )h

∗(X)
)︂)︂

∼=HomF (h
∗(Z), h∗(Y )h

∗(X))
∼=HomE(Z ×X,Y ),

where the latter isomorphism is obtained from full faithfulness of h∗.

Corollary 5.1.15. Let X, Y be (M, τ)-sets. Then the exponential object Y X in Cont(M, τ)
is R

(︁
HomPSh(M)(M × V (X), V (Y ))

)︁
, which consists of the continuous elements of the

exponential object V (Y )V (X) in PSh(M).

Proof. Applying Lemma 5.1.14, it suffices to compute V (Y )V (X) in PSh(M). The un-
derlying set is given by HomPSh(M)(M,V (Y )V (X)) ∼= HomPSh(M)(M × V (X), V (Y )), by
the universal property of exponentials. M acts by multiplication in the first component,
so that given h :M × V (X)→ V (Y ), h ·m is the mapping (n, p) ↦→ h(mn, p).

5.1.3 The joint covering property

One might wonder if the properties of Cont(M, τ) identified in Corollary 5.1.7 are enough
to characterize toposes of this form. For comparison, in the work of Caramello in [Car16],
it is shown amongst many other results that a topos is equivalent to the topos of actions
of a topological group if and only if it is an atomic, two-valued topos admitting a special
surjective point2. These conditions look a lot like the properties in Corollary 5.1.7,
except we have replaced ‘atomic’ by ‘supercompactly generated’ and have weakened the
existence of a special point to the mere existence of enough points.

Of course, we also know that toposes of the form Cont(M, τ) have a canonical surjec-
tive point, obtained as the composite of the canonical point of PSh(M) and the hyper-
connected morphism PSh(M)→ Cont(M, τ). Here we observe an additional property of

2The inverse image of this point is an extension of the Jat-flat functor represented by a C-universal
and C-ultrahomogeneous object u in Ind- C; see [Car16, Theorem 3.5].
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categories of principal M -sets and an example of a topos having all of the properties of
Corollary 5.1.7 but whose category of supercompact objects fails to have this additional
property.

Definition 5.1.16. We say a small category C has the joint covering property if for
any pair of objects A,B of C there exists an object N of C admitting epimorphisms to
A and B.

If C is a poset, the joint covering property is equivalent to C having a lower bound
for any pair of elements. If C has binary products, it corresponds to the property that
the projection maps from any binary product should be epimorphisms. The category of
non-empty sets has this property; more generally, the category of well-supported objects
of a topos always has this property. In contrast, any non-trivial category with a strict
initial object must fail to have the joint covering property.

Lemma 5.1.17. Consider the topos PSh(M); let Cs be its subcategory of supercompact
objects. Then Cs has the joint covering property.

Proof. Given principal M -sets N1, N2 with generators n1, n2, consider the product N1×
N2. The principal sub-M -set N of this product generated by (n1, n2) clearly admits the
desired epimorphisms to N1 and N2.

By applying a topological argument, we could directly extend the proof of Lemma
5.1.17 to the corresponding result for Cont(M, τ). However, in the spirit of our study of
hyperconnected morphisms in Chapter 3, we once again give a more general argument
for hyperconnected morphisms.

Proposition 5.1.18. Let F be a topos and C′s its subcategory of supercompact objects.
Suppose C′s has the joint covering property and f : F → E is a hyperconnected geomet-
ric morphism. Then the corresponding subcategory Cs of E also has the joint covering
property.

Proof. Since f is hyperconnected, E is closed in F under products and subobjects, so
that any joint cover in C′s of a pair of objects in Cs also lies in Cs. Note that since the
functor Cs → C′s is full and faithful, we do not need to worry whether epimorphisms in
C′s coincide with those in F : any epimorphism in C′s will also be one in Cs.

Corollary 5.1.19. The category of principal (M, τ)-sets in Cont(M, τ) has the joint
covering property.

Example 5.1.20. At this point we can present an example of a two-valued, supercom-
pactly generated topos with enough points which is not equivalent to Cont(M, τ) for any
topological monoid (M, τ). Consider the following category, C:

X 1 Y ,

where identity morphisms are omitted and the outside loops are the idempotent endo-
morphisms whose splitting gives the terminal object. We can check directly that this
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is a reductive category: there are relatively few colimits that need to be checked, and
since all of the (strict) epimorphisms split, they are stable and the reductive topology
coincides with the trivial topology, as noted in Remark 3.2.5.

Therefore, let E be the presheaf topos Sh(C, Jr) ≃ PSh(C), which is supercompactly
generated and, being a presheaf topos, has enough points. We can compute directly that
the category Cs of supercompact objects of E is equivalent to C (meaning C is an effective
reductive category); since X and Y are well-supported, this also verifies two-valuedness.
But C does not have the joint covering property (there is no joint cover of X and Y )
and hence E is not equivalent to a topos of the form Cont(M, τ).

For a family of related examples, we can let M and M ′ be non-trivial monoids each
having a zero element (see Example 5.1.12 above). Then their idempotent-completions
each have a terminal object; we may construct a category C by gluing these idempotent
completions along their respective terminal objects. The category of presheaves on this
category will have the properties of Corollary 5.1.7, but Cs will not have the joint covering
property (because there can be no joint covering of M and M ′). The above is the case
where M =M ′ is the two-element monoid with both elements idempotent.

Remark 5.1.21. The category of supercompact objects in Cont(M, τ) has the even more
restrictive property that the covering morphisms in Definition 5.1.16 may be chosen to
be strict epimorphisms, although as we saw in Corollary 3.1.54 of Chapter 3, this is
equivalent to them being mere epimorphisms in any two-valued topos. Conversely, this
‘strict joint covering property’ for supercompact objects actually forces two-valuedness of
a supercompactly generated topos. The ordinary joint covering property does not have
this implication, since the category of supercompact objects in the topos of presheaves
on any meet semi-lattice has the joint covering property, and any non-trivial such topos
is not two-valued.

Even including the joint covering property to the list of properties derived previously,
it is not clear at this point whether we obtain a complete characterization of toposes
of the form Cont(M, τ), since there is no canonical way of reconstructing a topological
monoid given only the reductive category of principal (M, τ)-sets and no additional data
(such as their underlying sets). In particular, we have not yet arrived at a complete
answer to the question of when a supercompactly generated, two-valued Grothendieck
topos E is equivalent to one of the form Cont(M, τ). We shall return to this question
in Section 5.3., but we shall see in Chapter 6 that adding the joint covering property to
the list of properties can be sufficient when Cs is small enough.

5.2 Monoids with topologies

In this section we examine the extent to which the topology on the monoid (M, τ) can
be recovered from the hyperconnected geometric morphism PSh(M)→ Cont(M, τ).
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5.2.1 Powersets and inverse image actions

IfM acts on a set X on the left, thenM has a corresponding right action on its powerset
P(X) via the ‘inverse image’ action, A ↦→ g∗(A) = {x ∈ X | gx ∈ A}; it is easily checked
that (gh)∗ = h∗g∗. Note that if M is a group then g∗ is simply (element-wise) left
multiplication by g−1.

If t : X → Y is a homomorphism of left M -sets, so t(g ·x) = g · t(x) for every x ∈ X,
then we can define t−1 : P(Y )→ P(X) sending B to t−1(B), since

g∗(t−1(B)) = {x ∈ X | g · x ∈ t−1(B)}
= {x ∈ X | t(g · x) ∈ B}
= {x ∈ X | g · t(x) ∈ B}
= {x ∈ X | t(x) ∈ g∗(B)} = t−1(g∗(B)).

Thus we obtain a functor P : [M,Set]op → PSh(M), which is self-adjoint: the dual func-
tor Pop : PSh(M)→ [M,Set]op is left adjoint to P. This adjunction is, by construction,
a lifting of the powerset adjunction on Set along the forgetful functor from PSh(M), in
the sense that the following diagram commutes:

Set PSh(M)

Setop [M,Set]op.

Pop

⊣

U

Pop ⊣
P

U

P

The purpose of introducing this adjunction is to identify some special M -sets. First
and foremost, the action of M on itself by left multiplication gives a canonical right
M -action on P(M) which (even a priori) seems a good starting point from which to
recover a topology.

In Chapter 1, we were able to identify a representing monoid M for PSh(M) as
the representing object for the forgetful functor U in the diagram above. We can do
something very similar here:

Lemma 5.2.1. P(M) represents the composite functor Pop ◦ U : PSh(M)→ Setop. In
particular, it is uniquely determined as an object of PSh(M) by the choice of representing
monoid M .

Proof. Passing around the square and applying Yoneda, we obtain natural isomorphisms:

HomPSh(M)(X,P(M)) ∼= Hom[M,Set](M,Pop(X)) ∼= Pop(U(X)),

as required.

We can in fact deduce that this composite functor is comonadic, so that PSh(M) is
comonadic over Setop, but since the existing tools for comparing toposes with cotoposes
(beyond those used to show the existence of colimits in toposes) are not well-developed
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to the author’s knowledge, we shall take a different route to derive further properties of
P(M).

Note that the two-element set 2 represents P : Set → Setop. By passing through
the available adjunctions, we find that for every right M -set X,

HomPSh(M)(X,P(M)) ∼= Pop(U(X))

∼= HomSet(U(X), 2)
∼= HomPSh(M)(X,HomSet(M, 2)).

That is, P(M) ∼= HomSet(M, 2) as right M -sets, which is clear at the level of underlying
sets, but the fact that the actions coincide was not apparent a priori.

Remark 5.2.2. Localic geometric morphisms over a topos E correspond to internal locales
in E , by [Joh81, Lemma 1.2], say. The correspondence sends a morphism f : F → E to
the internal locale f∗(ΩF ), where ΩF is the subobject classifier of F .

Recalling that 2 is the subobject classifier for Set, we have just shown that P(M)
is (the underlying object of) the internal locale corresponding to the canonical point of
PSh(M); this provides another way to deduce the second statement in Lemma 5.2.1, and
endows P(M) with a canonical order relation (which coincides with the usual inclusion
ordering).

Lemma 5.2.3. P(M) is an internal Boolean algebra in PSh(M). In particular, it
has a distinguished non-trivial automorphism, complementation. There are exactly two
morphisms 1 → P(M). Also, P(M) has the subobject classifier Ω of PSh(M) as a
subobject. Finally, P(M) is a coseparator.

Proof. The structure of a Boolean algebra involves only finite limits, so Boolean algebras
are preserved by both direct and inverse image functors; thus P(M) inherits the Boolean
algebra structure from 2. The two morphisms 1 → P(M) correspond to the empty set
and the whole of M ; these are the only two since composing the canonical point with
the global sections morphism must give the identity geometric morphism on Set, which
means Γ(P(M)) = HomPSh(M)(1,P(M)) ∼= 2.

The usual argument showing that the category of coalgebras for a left exact comonad
is a topos (see [MLM92, §V.8]) exhibits the subobject classifier as an equalizer of two
endomorphisms of the free coalgebra on the subobject classifier; this free algebra is
precisely P(M). More specifically, the endomorphisms are the identity and the morphism
sending a subset A to those m ∈ M for which m∗(A) = M . From these expressions we
recover the fact that Ω ↪→ P(M) is the collection of right ideals ofM . Since the subobject
classifier of a topos is always injective, we in fact can conclude that Ω is a retract of
P(M).

Finally, the functor P ◦U is a composite of faithful functors so it is faithful, meaning
its representing object must be a coseparator.

Having established some key properties of P(M) as an object of PSh(M), we examine
how the necessary clopens from Lemma 5.1.2 behave as elements of P(M).

155



Lemma 5.2.4. Given A ∈ P(M), p ∈M , we have IpA = IpM\A; moreover,

IpA ⊆

{︄
A if p ∈ A
M\A if p /∈ A.

Proof. By definition, IpA = {m ∈ M | m∗(A) = p∗(A)}. Since inverse images respect
complementation, we have m∗(A) = p∗(A) if and only if m∗(M\A) = p∗(M\A), and
hence IpA = IpM\A, as claimed.

Now, without loss of generality, suppose p ∈ A, else we may exchange A and M\A.
Then 1 ∈ p∗(A). Given m ∈ IpA, it follows that 1 ∈ m∗(A) which forces m ∈ A. Thus
IpA ⊆ A.

Lemma 5.2.5. Suppose X is any M -set, x ∈ X and p ∈ M . Let A = Ipx ∈ P(M).

Then for any p′ ∈ A, the inclusion in Lemma 5.2.4 holds with equality: Ip
′

A = A.

Proof. Suppose m ∈ A so that xm = xp = xp′. Then m∗(A) = {m′ ∈ M | xmm′ =

xp} = {m′ ∈ M | xp′m′ = xp} = p′∗(A), so m ∈ Ip
′

A . This proves the reverse inclusion
to that in Lemma 5.2.4.

Note that the complement of A in Lemma 5.2.5 may split into multiple sets of the
form IpA for p /∈ A, but we at least retain that Ipx ⊆ IpA for each p.

5.2.2 Action topologies

We have by now developed sufficient tools to reconstruct a topology from the hypercon-
nected morphism PSh(M)→ Cont(M, τ).

Theorem 5.2.6. Suppose M is a monoid equipped with a topology τ , and V,R are as
in Proposition 5.1.4. Consider P(M) equipped with the inverse image action. Then the
underlying set of

T := V R(P(M)) = {A ⊆M | ∀p, q ∈M, Ipq∗(A) ∈ τ}

is a base of clopen sets for a topology τ̃ ⊆ τ such that Cont(M, τ̃) = Cont(M, τ) as
sub-categories of PSh(M). Moreover, τ̃ is the coarsest topology on M with this property.

Proof. We extracted the expression for T from the construction of R in Proposition 5.1.4.
By Lemma 5.2.4, every A ⊆M is a union over its elements t of the sets ItA, so if A ∈ T
then A is necessarily open. Similarly, Lemma 5.2.4 guarantees that M\A ∈ T whenever
A ∈ T , since IpM\A = IpA and q∗(M\A) =M\q∗(A). It follows that each A ∈ T is clopen
with respect to τ .

To show that T is a base for a topology it suffices to show that A∩B is in T whenever
A and B are. Directly,

Ipq∗(A∩B) = {m ∈M | (qm)∗(A) ∩ (qm)∗(B) = (qp)∗(A) ∩ (qp)∗(B)}; (5.1)
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if p′ is any element of this set, then by inspection Ip
′

q∗(A) ∩ I
p′

q∗(B) ⊆ I
p′

q∗(A∩B) = I
p
q∗(A∩B)

is an open neighbourhood of p′ contained in it, ensuring that the latter is open. We
conclude A ∩B ∈ T , as required.

If X is an M -set which is continuous with respect to the generated topology τ̃ , then
Ipx ∈ τ̃ ⊆ τ for every x ∈ X, p ∈M so X is continuous with respect to τ .

Conversely, if X is continuous with respect to τ , so Ipx ∈ τ for all x ∈ X and p ∈M ,
we want to show that each Ipx ∈ τ̃ . Writing A = Ipx, this is equivalent to showing that
Ipq∗(A) ∈ τ for each p, q ∈ M . Given p1 ∈ Ipq∗(A), consider the open set Ip1xq . We have

p2 ∈ Ip1xq if and only if xqp2 = xqp1. Consequently,

p∗2q
∗(A) = {m ∈M | xqp2m = xp} = {m ∈M | xqp1m = xp} = p∗1q

∗(A).

But Ip1q∗(A) is precisely {m ∈ M | m∗q∗(A) = p∗1q
∗(A)} so we conclude Ip1xq ⊆ Ip1q∗(A) =

Ipq∗(A), and hence the latter is open as required.

Finally, to show that τ̃ is the coarsest such topology, suppose τ ′ is some topology on
M such that any M -set X is continuous with respect to τ ′ if and only if it is continuous
with respect to τ . Then the respective inclusions of Cont(M, τ) and Cont(M, τ ′) into
PSh(M) are isomorphic. Thus T is computed in the same way with respect to either
topology, and by repeating the above argument, we have τ̃ ⊆ τ ′, as claimed.

Remark 5.2.7. Note that the caveat ‘as subcategories of PSh(M)’ in Theorem 5.2.6 likely
cannot be removed in full generality, since a sufficiently large monoid could admit two
topologies with distinct categories of continuous M -sets which happen to be equiva-
lent. We have not constructed such an example, since in this chapter we are primarily
interested in examining Cont(M, τ) as a topos under PSh(M).

Definition 5.2.8. The topology τ̃ derived in Theorem 5.2.6 will be called the (right)
action topology induced by τ . By the final statement of Theorem 5.2.6, the con-
struction of τ̃ is idempotent (see Lemma 5.4.30 below for a deeper exploration of this).
As such, we say τ is an action topology if τ̃ = τ .

We will continue to employ the notation T := V R(P(M)) for the Boolean algebra of
necessary clopens when the topology τ is understood. Rather than considering the full
action topology τ̃ , it will sometimes be more convenient to work directly with T , since
this is an object residing in the toposes we are studying.

Scholium 5.2.9. Considering the Boolean algebra T as an object of Cont(M, τ), it
inherits all of the properties we observed in P(M) in Lemmas 5.2.1 and 5.2.3: it rep-
resents Pop ◦ U ◦ V : Cont(M, τ) → Setop, is a complete internal Boolean algebra with
exactly two global sections, and is a coseparator which contains the subobject classifier
of Cont(M, τ) as an (order-inheriting) subobject. Explicitly, the subobject classifier of
Cont(M, τ) consists of the left ideals of M lying in T .

Proof. For the first part, we extend the proof of Lemma 5.2.1 with the observation that

HomCont(M,τ)(X,R(P(M))) ∼= HomPSh(M)(V (X),P(M)),
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where R(P(M)) is T viewed as an object of Cont(M, τ).
For the second part, all of the arguments in the proof of Lemma 5.2.3 carry over

with T in place of P(M).

Scholium 5.2.10. Let X be a right M -set continuous with respect to τ , and let T be as
in Theorem 5.2.6. Then for every x ∈ X, p ∈M , we have Ipx ∈ T . In particular, we do
not need to generate τ̃ in order to verify continuity.

Proof. Consider the construction in the proof of Theorem 5.2.6; in it, we showed that

Ip
′

q∗(Ip
x)
∈ τ for each x ∈ X and p, p′, q ∈ M . But this is exactly the condition needed

for Ipx to be in T , since it ensures that the action of M on P(M) is continuous on the
sub-M -set generated by Ipx.

Scholium 5.2.11. The clopen sets of the form IpA for A ∈ T (or more generally, the
necessary clopens of all (M, τ)-sets) also form a base for τ̃ .

Proof. Given a ∈ A, we have a ∈ IaA ⊆ A, so each member of T is a union of members
of the given form, as required.

5.2.3 Powder monoids

Action topologies have much more convenient properties than arbitrary topologies. Most
notably:

Proposition 5.2.12. The multiplication on M is continuous with respect to τ̃ for any
starting topology τ .

Proof. Given A ∈ τ̃ and a pair (a, b) ∈ µ−1(A), we have a ∈ IaA and b ∈ a∗(A) by
inspection. Since the inverse image action commutes with arbitrary unions and the
generating set T of τ̃ is closed under the action ofM on P(M), we deduce that a∗(A) ∈ τ̃ .
Given any m ∈ IaA, n ∈ a∗(A), we have m∗(A) = a∗(A) and hence n ∈ m∗(A) and
mn ∈ A. Thus IaA × a∗(A) ⊆ µ−1(A). It follows that µ−1(A) ∈ τ̃ × τ̃ , as required.

Thus, almost miraculously, (M, τ̃) is a topological monoid. That is, from the per-
spective of continuous actions on discrete sets, there is no loss in generality in assuming
that the topology on the monoid makes its multiplication continuous, which shall come
as a relief to the modern algebraist.

Passing to the action topology also sheds the extraneous local richness of the original
topology which the discrete sets being acted on are oblivious of.

Lemma 5.2.13. Let (M, τ) be a locally connected topological monoid. Then τ̃ is gener-
ated by the connected components with respect to τ . In particular, if (M, τ) is connected,
(M, τ̃) is indiscrete.

Proof. If τ makes M locally connected, the connected components of M are clopen. For
each x ∈ M let Cx be the connected component containing x. We claim each Cx is
a member of τ̃ . Indeed, given p ∈ M , p∗(Cx) is clopen (since (M, τ) is a topological
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monoid here), and hence is some union of connected components. Observe that IpCx
=

{m ∈ M | m∗(Cx) = p∗(Cx)} contains Cp: multiplication on the right is continuous, so
whenever py ∈ Cx, we have my ∈ Cx for every m in Cp. It follows that IpCx

is a union
over q ∈ IpCx

of components Cq, and so is open. Thus Cx ∈ τ̃ and since these are the
minimal clopen sets we are done.

If (M, τ) is connected, the only clopen subsets of M are ∅ and M , so τ̃ contains only
these.

Lemma 5.2.13 means that, for example, R with its usual topology goes from being
Hausdorff (or even stronger, normal) to being indiscrete upon passing to τ̃ . On the other
hand, other properties of a topology τ are preserved by passing to τ̃ . For example:

Lemma 5.2.14. Suppose τ is a compact topology on a monoid M . Then τ̃ , being a
coarser topology than τ , is compact too.

By definition, action topologies are zero-dimensional, since they have a base of
clopen sets. See [SS95, Section I.4, Figure 9] for a helpful diagram of how this property
interacts with some basic separation properties. We list some of them here:

Lemma 5.2.15. Suppose τ = τ̃ is an action topology and (M, τ) is Kolmogorov (satisfies
the T0 separation axiom). Then (M, τ) has the properties (listed in order of decreasing
strength) of being totally separated and regular, totally disconnected and Urysohn, and
Hausdorff (T2).

Definition 5.2.16. A topological monoid (M, τ) which is T0 and such that τ is a right
action topology (that is, such that τ has a basis of clopen sets U such that IpU = {q |
q∗(U) = p∗(U)} ∈ τ for every p) shall be called a (right) powder monoid; the name
is motivated the separation properties exhibited in Lemma 5.2.15. We have avoided the
name ‘action monoid’ since it conflicts with the terminology ‘monoid actions’.

Note that there is implicit asymmetry in Definition 5.2.16, and indeed we may define
a left powder monoid to be a topological monoid (M, τ) which is Hausdorff and such that
τ is a right action topology on Mop. We shall discuss these in more detail in Section
5.4.6. For the time being, we write ‘powder monoid’ to mean ‘right powder monoid’
unless otherwise stated.

Remark 5.2.17. The properties of Lemma 5.2.15 do not characterize powder monoids.
For example, Q with its usual topology is a T0 and zero-dimensional topological group,
but we find that, just like R, its corresponding action topology is trivial.

Theorem 5.2.18. Given a monoid with an arbitrary topology (M, τ), there is a canonical
(right) powder monoid, which we shall by an abuse of notation denote by (M̃, τ̃), such
that Cont(M, τ) ≃ Cont(M̃, τ̃) and the canonical points of these toposes coincide.

Proof. We first construct the action topology τ̃ corresponding to τ from Theorem 5.2.6.
We shall show that the equivalence relation onM relating points which are topologically
indistinguishable with respect to τ̃ is a two-sided congruence on M .
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Suppose m1,m
′
1 and m2,m

′
2 are two pairs of topologically indistinguishable points

in the sense that every open set of τ̃ containing mi also contains m′
i and vice versa.

Then given an open set U ∈ τ̃ containing m1m2, we have m2 ∈ m∗
1(U) and hence

m′
2 ∈ m∗

1(U). Moreover, m1 ∈ Im1
U so m′

1 ∈ I
m1
U , which is to say that m∗

1(U) = m′
1
∗(U)

and so m′
1m

′
2 ∈ U .

Moreover, the actions of any pair of topologically indistinguishable points m,m′ of
(M, τ̃) on any (M, τ̃)-set are forced to be equal: if we had xm ̸= xm′ we would have Imx
containing m but not m′ and therefore not open. Thus the continuous actions restrict
to the quotient M̃ of M by this relation.

The monoid M̃ inherits its topology from (M, τ̃); we abuse notation and call the in-
herited topology τ̃ too, since the frames of open sets of the two topologies are isomorphic.
It is easily checked that τ̃ is still an action topology on M̃ , and (M̃, τ̃) is Kolmogorov
by construction, as required.

Since we have not modified the forgetful functor (the underlying sets of the actions
remain the same), this construction depends only on M and the canonical point of
Cont(M, τ).

While convenient, it is unavoidable that the construction of Theorem 5.2.18 relies
on our original representing monoid (M, τ). In Section 5.3.2, we shall construct a rep-
resenting powder monoid for a topos of the form Cont(M, τ), in general different from
the one constructed above, which depends only on the canonical point.

5.2.4 Prodiscrete Monoids, Nearly Discrete Groups

There are plenty of nontrivial examples of powder monoids.

Definition 5.2.19. Recall that a prodiscrete monoid is a topological monoid (M, τ)
obtained as a (projective) limit of discrete monoids,

M = lim←−
i∈I

Mi,

with τ the coarsest topology making each projection map continuous, which has a base
of opens of the form π−1

i ({mi}) with mi ∈ Mi. Often the limit is taken to be filtered
or such that all of the monoid homomorphisms involved are surjections, but we do not
require these restrictions.

Example 5.2.20. For those readers unfamiliar with prodiscrete monoids, we construct
an example now which will be useful later. Consider the ‘truncated addition’ monoids
Na,1, indexed by integers, a ≥ 0 consisting of the integers {0, . . . , a} equipped with
the operation µ(p, q) = min{p + q, a}. For each a ≤ a′ we have a surjective monoid
homomorphism Na′,1 ↠ Na,1. The projective limit of the resulting sequence of monoids
can be identified with N ∪ {∞}, equipped with addition extended in the obvious way,
and the topology on it coincides with the one-point (Alexandrov) compactification of N
as a discrete topological space.
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Proposition 5.2.21. Any prodiscrete monoid is a (right) powder monoid.

Proof. It suffices to show that open sets of the form U = π−1
i (A) with A ⊆ Mi are

continuous elements of the topology. Indeed, given α = (ai)i∈I ∈M ,

IαU = {β = (bi)i∈I ∈M | α∗(U) = β∗(U)}
= {β ∈M | ∀c ∈Mi, aic ∈ A⇔ bic ∈ A}
⊇ {β ∈M | bi = ai} = π−1

i ({ai})

contains an open neighbourhood of α and hence is open in the prodiscrete topology τ ,
and by a similar argument, for any α′ = (a′i)i∈I ,

α′∗(U) = π−1
i (a′i

∗
(A))

is of the same form, so is open in τ as required.

Given the motivation of the present work, it is natural to wonder what happens when
we apply the construction of Theorem 5.2.18 to groups.

Definition 5.2.22. A topological group is said to be nearly discrete if the intersection
of all open subgroups contains only the identity element; see Johnstone [Joh02, Example
A2.1.6] or Caramello [Car16, comments following Proposition 2.4].

Lemma 5.2.23. A topological group is a (right) powder monoid if and only if it is nearly
discrete and has a neighbourhood base of open subgroups at the identity; we accordingly
call such groups powder groups.

Proof. Given such a topological group (G, τ), g ∈ G and a neighbourhood U ∈ τ of g,
since multiplication by any element of G on either side preserves opens, we may without
loss of generality suppose that g = 1 ∈ U , and so that U is an open subgroup.

Then I1U , being the set of h ∈ G such that h−1U = U , contains (and so is equal to) U
and in particular is open in G, ensuring that U is in the action topology corresponding
to τ , whence τ is an action topology and hence (G, τ), being Hausdorff (since given any
element distinct from the identity we can find an open subgroup which does not contain
it), is a powder monoid.

Conversely, a powder group has a basis of the identity consisting of the isotropy
subgroups I1U with U varying over the open neighbourhoods of the identity, and being
Hausdorff forces such a group to be nearly discrete.

Example 5.2.24. Lemma 5.2.23 allows us to present an example of a powder monoid
which is not a prodiscrete monoid. Consider the group of automorphisms of N with
the stabilizers of finite subsets defined to be open subgroups (as suggested in [Joh02,
Example A2.1.6]). Any prodiscrete group is the limit of its quotients by normal open
subgroups, but this group has no proper open normal subgroups. Incidentally, this nearly
discrete group is one of the many powder monoids representing the Schanuel topos which
we encountered in Example 3.2.71 of Chapter 3, and which we shall discuss further in
Example 5.3.30 below.
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Of course, the class of prodiscrete groups forms a subclass of the class of powder
groups. An even more refined class is the following:

Definition 5.2.25. A group is profinite if it is (expressible as) a directed projective
limit of finite groups. They can alternatively be characterized as compact, totally dis-
connected groups; see [Wil98, Proposition 1.1.7].

Scholium 5.2.26. If (G, τ) is a group with an arbitrary topology, then the corresponding
powder monoid (G̃, τ̃) is a powder group. If (G, τ) is compact, then (G̃, τ̃) is profinite.

Proof. The proof that the equivalence relation identifying τ̃ -indistinguishable points re-
spects multiplication also demonstrates that the equivalence class containing the inverse
g−1 of an element g is an inverse for the equivalence class of g in the quotient M̃ . Thus
(G̃, τ̃) is a group, and hence a powder group, as claimed. Adding Lemma 5.2.14 gives
the profinite result.

Thus applying Theorem 5.2.18 to any topological group brings us naturally to the
class of groups described by Johnstone in [Joh02, Example A2.1.6] as canonical represen-
tatives for toposes of topological group actions, which are precisely the powder groups.
This is not the end of the story, however: see Remark 5.3.29.

5.3 The Canonical Surjective Point

In Section 5.1, we made extensive use of the hyperconnected morphism f : PSh(M) →
Cont(M, τ) which we constructed to demonstrate that Cont(M, τ) is a topos. In this
section, we show that the existence of a hyperconnected morphism with domain PSh(M)
entirely characterizes toposes of this form.

From Chapter 1, we know that the (discrete) monoids presenting PSh(M) corre-
spond to the surjective essential points of that topos. There may be multiple possible
presentations, but there is a unique one for each point. Without loss of generality, we
fix a presentation of PSh(M) and its corresponding canonical point (whose inverse im-
age functor is the forgetful functor), and examine equivalent presentations in the next
section.

Suppose we are given a topos E having a point p which factorizes through the canon-
ical point of PSh(M) via a hyperconnected morphism h:

Set PSh(M) E ,

−×M

HomSet(M,−)

⊥

⊥
U

h∗

⊥
h∗

(5.2)

where U is the usual forgetful functor. Applying Theorem 3.1.57 of Chapter 3 once
again, it follows that E is a supercompactly generated, two-valued Grothendieck topos
whose category of supercompact objects has the joint covering property. The given point
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of E is surjective, being a composite of surjective morphisms, but also localic, since we
can construct arbitrary coproducts of the terminal object Uh∗(1) to cover any set.

In order to have a complete picture of what E can look like, our first task is to
classify the hyperconnected morphisms under PSh(M). For this task, we re-express the
canonical site of principal M -sets in terms of relations on the monoid.

5.3.1 Equivariant relations and congruences

We can use the powerset adjunction of Section 5.2.1 to construct another canonical
object of PSh(M). Since M ×M is naturally equipped with a left M -action, we obtain
an inverse image action on P(M ×M), the set of all relations on M viewed as a set.
However, this contains more relations than we need!

When we considerM ×M as an object of PSh(M), its subobjects (which correspond
to the relations on M as an M -set) are its sub-right-M -sets. We call such subobjects
(right) equivariant relations onM , because they are the relations r with the property
that (p, q) ∈ r implies (pm, qm) ∈ r for every m ∈M .3

Lemma 5.3.1. The sets of equivariant relations, reflexive relations, symmetric relations
and transitive relations are sub-M -sets of P(M×M) with the inverse image action, each
inheriting the ordering from P(M×M). Thus their intersection, the collection R of right
congruences, is an ordered sub-M -set of P(M ×M).

Proof. Equivariance of a relation is unaffected by composition on the left; that is, if r is
an equivariant relation, then so is k∗(r), so these form a sub-M -set.

The diagonal relation ∆ : M ↪→ M × M clearly satisfies k∗(∆) ⊇ ∆ for every
k ∈ M , and the inverse image action preserves containment, so reflexive relations form
a sub-M -set.

Given a symmetric relation r ↪→M ×M and (m,m′) ∈ k∗(r), we have (km, km′) ∈ r
and hence (km′, km) ∈ r and (m′,m) ∈ k∗(r), so symmetric relations form a sub-M -set.

By a similar argument, if (m,m′), (m′,m′′) ∈ k∗(r) then (m,m′′) ∈ k∗(r), so transi-
tive relations form a sub-M -set.

Remark 5.3.2. Let Ω be the subobject classifier of PSh(M). The internal power-
object ofM , the exponential object ΩM , has an underlying set which coincides with the
collection of equivariant relations. Indeed, the elements of ΩM correspond to elements
of

HomPSh(M)(M,ΩM ) ∼= HomPSh(M)(M ×M,Ω) ∼= SubPSh(M)(M ×M).

However, the action of M on ΩM is by inverse images only in the first component, so
ΩM does not coincide with the first sub-M -set of P(M ×M) described in Lemma 5.3.1.
In fact, for M a non-trivial monoid, the subsets of ΩM on the reflexive, symmetric or
transitive relations are typically not even sub-M -sets.

3We have chosen to consistently use a lower case r for relations to avoid a clash of notation with the
right adjoint functor R constructed earlier.
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Now observe that the relations rx of Corollary 5.1.3 are always right congruences, so
we can examine their behaviour as elements of R, just as we considered the behaviour
of necessary clopens as elements of P(M) in the last section.

Lemma 5.3.3. Let r ∈ R and p ∈ M . Then, as elements of R with the restriction of
the action and ordering from P(M ×M), we have r ⊆ rr and p∗(rr) = rp∗(r). That is,
r(−) is an order-increasing M -set endomorphism of R.

Proof. We must show that (x, y) ∈ r implies that x∗(r) = y∗(r). Indeed, since r is
equivariant, for any (p, q) ∈ M ×M , (xp, yp) and (xq, yq) are in r, whence (xp, xq) ∈ r
if and only if (yp, yq) ∈ r, which gives the desired equality. Both p∗(rr) and rp∗(r) are
equal to the set {(x, y) ∈M ×M | x∗(p∗(r)) = y∗(p∗(r))}.

Remark 5.3.4. While r may be order-increasing, there is no reason for it to be order-
preserving: r ⊆ s does not imply rr ⊆ rs in general, since given (m,n) such that
(mu,mv) ∈ r if and only if (nu, nv) ∈ r, we could still have (mu,mv) ∈ s with (nu, nv) /∈
s if the former pair of elements are related in s but not r. However, by expanding the
definitions we at least find that rr∩s ⊇ rr ∩ rs, in analogy with (5.1).

Remark 5.3.5. Suppose M is a monoid equipped with a topology τ , and V,R are as
in Proposition 5.1.4. Consider R equipped with the inverse image action. In light of
Theorem 5.2.6, we might consider the continuous right congruences, which is to say
those lying in T := V R(R), and construct a topology τ̂ on M by taking the equivalence
classes with respect to congruences lying in T as a base of clopen sets. We might then
wonder if Cont(M, τ) ≃ Cont(M, τ̂); this turns out not to be the case.

It follows from Remark 5.3.4 that the base of τ̂ is closed under intersections. We
can also show that τ̃ ⊆ τ̂ . Let A ∈ T be a clopen set in τ̃ and consider the congruence
rA, which we know to be open in τ × τ . Then the inclusion rA ⊆ rrA from Lemma 5.3.3
ensures that the latter is also in τ × τ , and similarly stability under the inverse image
action is guaranteed, so the equivalence classes IpA (and by extension A) are open in τ̂ .

However, there is no reason that the opposite inclusion should hold, or even that τ̂
should be contained in τ , since the congruence classes of r need not be in τ when those
of rr are. Indeed, consider a monoid M with two distinct right-absorbing elements x, y,
so that xm = x and ym = y for all m ∈ M . Let τ be the topology on M generated by
asserting that every singleton except {x} and {y} is open, and also {x, y} is open. Then
the diagonal relation ∆ :M →M ×M has r∆ = {(p, q) | p∗(∆) = q∗(∆)}, which is open
in τ×τ since x∗(∆) =M×M = y∗(∆), so (x, y) and (y, x) ∈ r∆. As such, τ̂ is the discrete
topology in this case. In particular, while continuity with respect to τ requires x and y
to act identically, continuity with respect to τ̂ does not, so Cont(M, τ) ̸≃ Cont(M, τ̂).

Moreover, the construction of τ̂ is not obviously idempotent, and we have not even
been able to prove that (M, τ̂) is a topological monoid (recall Proposition 5.2.12), let
alone that τ̂ is an action topology.

Instead, the reason we introduced the object of right congruences was to provide a
canonical indexing of principal M -sets.
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Lemma 5.3.6. The quotients of M in PSh(M) correspond precisely to the right con-
gruences on M (which are internal equivalence relations on M in this topos).

Proof. Any right congruence r on M gives a quotient M ↠ M/r. Conversely, given a
quotient q : M ↠ N , let r := rq(1); then we clearly have N ∼= M/r, and this operation
is an inverse to the preceding one by inspection.

Note that we specifically refer to quotients ofM in Lemma 5.3.6, rather than principal
M -sets, since distinct congruences can give isomorphic principal M -sets: each generator
of a principal M -set presents it as a quotient in a distinct way. Nonetheless, we do get
all principal M -sets at least once in this way.

Our next task is to recover the categorical structure on these objects. For a start,
the natural ordering on the collection of congruences R is reflected in the subcategory
Cs of supercompact objects of E . Indeed, if r ⊆ r′ there is a corresponding quotient map
M/r ↠M/r′.

Lemma 5.3.7. Let C be the full subcategory of PSh(M) on objects of the form M/r.
Then any morphism g : M/r1 → M/r2 in C factors uniquely as a quotient map of the
form described above followed by an inclusion of the form M/m∗(r2) ↪→M/r2.

Proof. Consider the canonical generator n1 of M/r1. Let m be any representative of
g(n1). Then the image part of g is precisely the inclusion described in the statement of
the Lemma, and the factoring quotient map is of the desired form.

For uniqueness, note that epimorphisms are orthogonal to monomorphisms in Cs by
Corollary 3.1.21, so any other such factorization has an isomorphic intermediate object.
But the isomorphism must commute with the quotient maps, in particular preserving
the canonical generator, and hence the corresponding relations are equal.

As such, we extend the partial order R to a category R as follows.

Definition 5.3.8. The objects of R are the right congruences in R. A morphism
r1 → r2 is an equivalence class [m] of r2 such that r1 ⊆ m∗(r2), and composition is given
by multiplication in M , which is easily seen to be compatible with the containment
condition.

That this category is well-defined follows from Lemma 5.3.3, since (m,m′) ∈ r implies
m∗(r) = m′∗(r). By inspection of Lemma 5.3.7, the resulting category is isomorphic
to the full subcategory C appearing there, and we identify R with that category. In
particular, since that category is equivalent to the category Cs of all principal M -sets,
we have the following.

Corollary 5.3.9. The topos PSh(M) is equivalent to Sh(R, Jr); the strict epimorphisms
in R are precisely those indexed by an equivalence class containing 1 ∈M .

It is worth noting that this expression for PSh(M) is independent on the representing
monoid M , since for any other choice of M , we obtain the same category R up to
equivalence (being equivalent to the category Cs of supercompact objects of PSh(M)).
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We adapt the presentation of Corollary 5.3.9 in order to obtain a canonical site for a
topos E admitting a hyperconnected morphism from PSh(M).

Proposition 5.3.10. Let h : PSh(M) → E be a hyperconnected geometric morphism.
Let Rh be the full subcategory of R on the right congruences r such that the principal
M -set M/r lies in E (up to isomorphism). Then Rh is non-empty and closed under
subobjects and quotients, has the joint covering property, and E ≃ Sh(Rh, Jr).

Conversely, non-empty subcategories of R which are closed under subobjects, quo-
tients and joint covers correspond bijectively with the hyperconnected morphisms under
PSh(M) (up to isomorphism).

Proof. Clearly Rh always contains the maximal equivalence relation, since E contains
the terminal object, while being closed under quotients and subobjects is a consequence
of the fact that this is true of E , and that monomorphisms and epimorphisms in R and
Rh coincide with those in PSh(M) and E by the proof of Proposition 5.1.9 (using the
fact that R and Rh can be identified up to equivalence with the respective categories of
supercompact objects).

Similarly, using the proof of Proposition 5.1.18 we conclude that Rh must inherit
joint covers from R.

By Theorem 3.1.25, we recover E ≃ Sh(Rh, Jr), as claimed.
Conversely, given a subcategory R′ of R satisfying the given conditions, consider the

full subcategory E of PSh(M) on those objects which are colimits of objects in R′.
R′ contains the terminal object, so E also does. A product of M -sets in E has

elements generating M -sets corresponding to (quotients of) joint covers in R′, and an
equalizer in PSh(M) ofM -sets in E is in particular a sub-M -set of one in E , so is covered
by principal M -sets in R′. As such, E is closed under finite limits, the embedding of E
into PSh(M) is a left exact coreflection, and this embedding is the inverse image functor
of a hyperconnected geometric morphism PSh(M)→ E , as required.

We may use the site resulting from Proposition 5.3.10 in the special case when E =
Cont(M, τ) to recover a small (rather than merely essentially small) site for Cont(M, τ).
Given a topological monoid (M, τ), we writeRτ forRh, where h : PSh(M)→ Cont(M, τ)
is the canonical hyperconnected morphism.

Scholium 5.3.11. Given a topological monoid (M, τ), the category Rτ is equivalent to
the category Cs of supercompact objects in Cont(M, τ). In particular, another topological
monoid (M ′, τ ′) is Morita equivalent to (M, τ) if and only if Rτ ≃ Rτ ′.

Proof. We see from the proof of Proposition 5.3.10 that the observations leading up
to Corollary 5.3.9 also apply in Cont(M, τ). Thus we have the desired result, and the
Morita equivalence statement follows by Corollary 5.1.10.

Note that we can restrict the ordering onR to the objects ofRh orR
′, or equivalently

recover that ordering by considering only morphisms indexed by 1 ∈M . We denote the
resulting posets by Rh and R′ respectively, extending this convention where needed.
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Remark 5.3.12. In Proposition 5.3.10, if we instead consider only the ordered sets, we
can characterize the sub-poset Rh as an M -equivariant filter in R: a subset which is
non-empty, upward closed, downward directed and closed under the inverse image action.
These conditions are easier to verify in practice, so we use them occasionally in examples
to follow.

Lemma 5.3.13. Let M be a topological monoid, R the category of right congruences on
M , and R′ a subcategory of R satisfying the conditions of Proposition 5.3.10. Given a
topology τ on M , M/r is continuous with respect to τ for every r ∈ R′ if and only if
every r is open in τ × τ .

Proof. For M/r to be continuous with respect to τ , it is certainly necessary that r be
open, since r = r[1]. Conversely, given [m] ∈ M/r, r[m] = m∗(r) ∈ R′, so if all of the
right congruences in R′ are open then all elements of M/r are continuous.

In light of Lemma 5.3.13, we call the objects of Rh the open congruences of h.
This name will take on further significance in Section 5.3.2.

Example 5.3.14. SupposeM is a group. Then the right congruences onM are precisely
the partitions of M into right cosets of a subgroup of M . As such, we can identify the
objects of R with these subgroups, and form a category of open subgroups corresponding
to a given hyperconnected geometric morphism instead.

We are now in a position to show that not every topos admitting a hyperconnected
morphism from PSh(M) is of the form Cont(M, τ) for some topology τ on M .

Example 5.3.15. Consider the monoid N of non-negative integers with addition. It is
easily shown that the proper principal N-sets are indexed by pairs (a, b) of non-negative
integers with b ≥ 1, consisting of the set {0, 1, . . . , a+ b− 1} acted on by addition such
that sums greater than a + b − 1 are reduced modulo b into the interval [a, a + b − 1];
we write Na,b for this M -set; the reader should recognize the M -sets Na,1 of Example
5.2.20 amongst these.

We have an epimorphism Na,b ↠ Na′,b′ if and only if a′ ≤ a and b′ | b, and a
monomorphism Na,b ↪→ Na′,b′ if and only if a ≤ a′ and b = b′ (so all monos split). The
joint cover of Na,b and Na′,b′ is Nmax{a,a′},lcm(b,b′). Note that Na,b is always finite, so that
N itself is the only infinite principal N-set.

By the above, the collection of right congruences corresponding to finite N-sets is
therefore an upward-closed, downward-directed set closed under the inverse image action.
By Remark 5.3.12, there is a corresponding hyperconnected morphism h : PSh(N)→ E ,
where the subcategory E of PSh(N) consists of the N-sets all of whose elements generate
finite subsets under the action. This could be compared to the adjunction between the
category of abelian groups and the category of torsion abelian groups.

For a ≥ 0, the necessary clopens of Na,1 are {{0}, {1}, . . . , {a − 1}, [a, 1)}. Thus
the only topology on M making all of the Na,1 continuous is the discrete topology, but
E ̸≃ PSh(N): not only is the stated hyperconnected morphism not an equivalence, but
it is clear that the subcategories of supercompact objects of these toposes cannot be
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equivalent, since no supercompact object of E admits epimorphisms to all of the others.
By computing the action topologies corresponding to coarser topologies on N, we can
verify by a similar argument that E ̸≃ Cont(N, τ) for any topology τ , as claimed.

On the other hand, since N is a commutative monoid, each Na,b is canonically a
monoid, and it is easy to see that E is the topos of continuous actions of the profinite
completion of N, which is the profinite monoid obtained as the inverse limit of the
Na,b along the epimorphic maps between them.

Remark 5.3.16. The topos E of Example 5.3.15 provides the example, promised earlier,
of a supercompactly generated topos which is neither regular, nor atomic, nor a presheaf
topos. Indeed, the actions Na,b are not closed under products, so E is not a regular topos.
E is not a presheaf topos, since the topos contains no indecomposable projectives: any
such would necessarily be supercompact, but for any (a, b), there is an epimorphism
Na,2b ↠ Na,b which is not split. Finally, it is not atomic, since the atoms are those of
the form N0,b, and Na,b is not covered by such an N-set for a > 0.

The argument in Example 5.3.15 is somewhat overzealous; even if we had found
that E ≃ Cont(N, τ) for some τ , the important conclusion is that this hyperconnected
morphism fails to express E as Cont(N, τ). By extending the argument of Theorem 5.2.6,
we shall show in Theorem 5.3.36 that for any hyperconnected morphism out of PSh(M)
there is a canonical coarsest topology τ such that this morphism factorizes through the
hyperconnected morphism PSh(M) → Cont(M, τ); in Example 5.3.15, this topology
happens to be the discrete topology.

However, the fact that we were able to find a representing topological monoid for E
in the end turns out to be a general fact, as we might have hoped, and the latter part
of Example 5.3.15 suggests how it can be constructed. We perform this construction in
general in Proposition 5.3.17 and conclude the proof that it gives a representing monoid
with Theorem 5.3.21.

5.3.2 Endomorphisms of the Canonical Point

Let p be the point of the topos E factorized in (5.2). Consider the endomorphisms of
p; that is, the monoid of natural transformations α : p∗ ⇒ p∗. Since we know E is
supercompactly generated, any such endomorphism is determined by its components on
the subcategory Rh of E . That is, each α consists of a collection of endomorphisms αr :
p∗(M/r) → p∗(M/r) for r ∈ Rh satisfying naturality conditions relative to morphisms
in Rh.

The following argument replicates the proof of [CL18, Theorem 5.7], but without the
need for a subsequent restriction to automorphisms. For consistency, we consider the
opposite of the endomorphism monoid, acting on the right, so that composition is from
left to right (this precludes the need to dualize subsequently).

Proposition 5.3.17. Let h : PSh(M) → E be a hyperconnected geometric morphism,
let Rh be the corresponding category of right congruences on M described in Proposition
5.3.10, and let Rh be the underlying order. Then End(p∗)op can be identified with the
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limit
L := lim←−

r∈Rh

U(M/r) (5.3)

in Set. Explicitly, the elements are tuples α = ([ar])r∈Rh
with each [ar] ∈ M/r, repre-

sented by ar ∈ M , such that whenever r ⊆ r′, [ar] = [ar′ ] in M/r′. The composite of α
and β = ([br])r∈Rh

is αβ = ([arba∗r(r)])r∈Rh
.

Proof. Consider the factorization of morphisms in Rh from Lemma 5.3.7, which corre-
sponds to the factorization of a morphism m : r1 → r2 as,

r1 m∗(r2) r2.
[1] [m]

The naturality conditions for a natural transformation p∗|Rh
⇒ p∗|Rh

can be reduced to
naturality along factors of the form [1] : r ↠ r′ and [m] : m∗(r) ↪→ r.

First, consider [m] : m∗(r) ↪→ r, corresponding to the inclusion M/m∗(r) ↪→ M/r.
Naturality forces ([m])αr to be the image of ([1])αm∗(r) under this inclusion. Thus, any
endomorphism α of p∗ is determined by its values on the equivalence classes represented
by the identity of M . Write [ar] ∈ U(M/r) for ([1])αr; then ([m])αr = [mam∗(r)].

Now consider [1] : r ↠ r′, corresponding to the quotient map M/r ↠ M/r′. This
forces [ar] ↦→ [ar′ ]. Thus we may identify each endomorphism α with an element of the
stated limit; these observations also determine the composition.

Conversely, any element of the limit defines an endomorphism, since we have shown
that collections satisfying these conditions are guaranteed to be natural.

Let L be the monoid defined in Proposition 5.3.17. For each r ∈ Rh, we write
πr : L→ U(M/r) for the universal projection map. Being expressed as a limit of discrete
sets, L is canonically equipped with a prodiscrete topology ρ making it a topological
monoid. The basic opens for this topology form a genuine base of open sets:

Lemma 5.3.18. The collection of open sets of the form π−1
r ({[m]}) generating ρ are

closed under (non-empty) finite intersection.

Proof. The empty intersection is all of L = π−1
L×L({[1]}). Thus it suffices to consider

binary intersections.
Given opens π−1

r1 ({[m1]}) and π−1
r2 ({[m2]}) having non-empty intersection, let r =

r1∩r2. Since the intersection of the open sets in non-empty, there is some element α ∈ L
whose component [ar] at M/r maps under the canonical quotient maps to [m1], [m2]
respectively. Taking [m] = [ar] provides the desired expression for the intersection.

Thus we need only concern ourselves with basic opens when checking continuity.

Lemma 5.3.19. Let M and L be as above. There is a canonical monoid homomorphism
u : M → L sending m to the endomorphism αm represented at every principal M -set
M/r by [m]. Its image is dense in (L, ρ).
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Proof. The stated definition does give a well-defined endomorphism for each m, since
the canonical quotient morphisms preserve representatives by definition. To see that
this is a monoid homomorphism, simply observe from the expression for composition in
Proposition 5.3.17 that the component of αm ·αm′ atM/r is always represented by mm′.

Now observe that for each m ∈ M , the basic opens of the form π−1
r ({[m]}) contain

αm, so the image of M intersects every open set by Lemma 5.3.18 and has dense image,
as claimed.

The monoid homomorphism u is the key to demonstrating that we can in fact present
E as Cont(L, ρ). Indeed, note that it induces a geometric morphism q : PSh(M) →
Cont(L, ρ), whose inverse image is the restriction of L-actions along the homomorphism
α(−). We will explore the geometric morphisms induced by general continuous (monoid
and) semigroup homomorphisms in Section 5.4.

Proposition 5.3.20. Let h : PSh(M) → E be hyperconnected, and let (L, ρ) be the
endomorphism monoid constructed above. The geometric morphism q : PSh(M) →
Cont(L, ρ) induced by the continuous dense homomorphism u :M → L of Lemma 5.3.19
is hyperconnected, and the principal M -sets lying in Cont(L, ρ) are precisely those lying
in the topos E from which L was defined. That is, E ≃ Cont(L, ρ).

Proof. Since Cont(L, ρ) is supercompactly generated, it is necessary and sufficient to
show that q∗ is full and faithful and that any principal (L, ρ)-set is a quotient of (and
hence equal to) an object which is mapped by q∗ to a principal M -set: indeed, arbitrary
colimits are computed in both PSh(M) and Cont(L, ρ) at the level of underlying sets,
so considering the principal objects is sufficient.

It is immediate that q∗ is faithful since the underlying function of an L-set ho-
momorphism is unaffected by applying q∗. To show that any M -set homomorphism
g : P → Q between (L, ρ)-sets P and Q is an (L, ρ)-set homomorphism, consider an
element p ∈ P and α ∈ L. We have that αm ∈ Iαp for some m ∈ M by density of M .
Thus g(p ·α) = g(p ·αm) = g(p) ·αm = g(p) ·α, where the final equality is by continuity
of the action of L on Q. Thus q∗ is full, as expected.

Let Rh be the category of right congruences defined in Section 5.3.1. There is a
canonical right action of L on M/r for each r ∈ Rh: if α = ([ar])r∈Rh

, then α acts on
[m] ∈M/r′ by ‘projected multiplication’, sending it to [mam∗(r′)].

We should verify that this action is well-defined and continuous with respect to ρ.
If β = ([br])r∈Rh

is another element of L, then acting by α and then β gives [m] ↦→
[mam∗(r′)] ↦→ [mam∗(r′)b(mam∗(r′))

∗(r′)], which indeed is equal to the action of αβ, so

M/r′ is a right L-set.
For continuity of the action on M/r′ (with canonical generator n, say), consider

Iαn = {β = ([br])r∈Rh
| [ar′ ] = [br′ ]}

= π−1
r′ ({[ar′ ]}).

By definition of the induced prodiscrete topology, this is open in L, as required. By
Lemma 5.3.13, since r′ was arbitrary, this is sufficient to conclude that the actions of L
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on the principal M -sets lying in E are continuous with respect to ρ. Moreover, it is clear
that these are principal L-sets, since we can obtain all of M/r′ by applying the elements
αm to the generator of M/r′.

Now q∗ returns the L-sets defined above to the principalM -sets they extended. Given
a quotient L↠ K in PSh(L) with canonical generator k, observe that to be continuous
with respect to ρ it must be that for each α ∈ L, Iαk is open in ρ, so must contain an
open set (and hence a basic open set) around α, say π−1

r′ ({[ar′ ]}). But by the equation
above, this is precisely Iαn , where n is the canonical generator of M/r′. Thus K must
be a quotient of M/r′ as an L-set, and hence as an M -set, as required.

We can summarize the results obtained so far in this section with the following
theorem.

Theorem 5.3.21. A topos is equivalent to one of the form Cont(M, τ) if and only if
it has a surjective point which factors as an essential surjection followed by a hypercon-
nected geometric morphism. Moreover, every topological monoid is canonically Morita
equivalent to a monoid endowed with a prodiscrete topology.

Remark 5.3.22. We have had to be careful with the language used in Theorem 5.3.21:
(L, ρ) is not in general a prodiscrete monoid, since the principalM -sets are not in general
equipped with the structure of monoids. Even so, ρ is always a ‘good’ topology in the
following sense.

Proposition 5.3.23. Given a monoid M and a hyperconnected geometric morphism
h : PSh(M)→ E, the corresponding topological monoid (L, ρ) is a powder monoid.

Proof. Clearly the basic opens at fixed r ∈ Rh partition L, so they are clopen; it therefore
suffices to check that the basic open sets are continuous elements of P(L) in PSh(L).

Using the established notation for the components of α and β,

α∗(π−1
r ({[m]})) = {β ∈ Lop | [arba∗r(r)] = [m] ∈M/r}

= {β ∈ Lop | ba∗r(r) ∈ a
∗
r(Imn )}

=

{︄
π−1
a∗r(r)

({[m′]}) if ∃m′ ∈ a∗r(Imn )

∅ otherwise.

This shows that the inverse image action preserves basic opens, and consequently we
need only consider:

Iα
π−1
r ({[m]}) = {β ∈ L

op | β∗(π−1
r ({[m]})) = α∗(π−1

r ({[m]}))}

⊇ π−1
r ({[ar]}),

by inspection of the fact that α∗(π−1
r ({[m]})) depends only on ar. Thus the basic opens

are continuous elements; since an action topology has at most as many opens as the
topology it is derived from, it follows that ρ̃ = ρ as claimed.
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To see that (L, ρ) is Hausdorff we simply note that two points are equal if and only
if they are equal in every component (by the definition of L as a limit) and points which
differ in any component are separated by basic opens from the corresponding projection
maps.

Scholium 5.3.24. The topological monoid (L, ρ) constructed in Proposition 5.3.17 from
a hyperconnected geometric morphism h : PSh(M) → E depends only on the point
Set → PSh(M) → E of E which, after composing with the equivalence E ≃ Cont(L, ρ),
is naturally isomorphic to the canonical point of the latter topos. In particular, any
factorization of the point of E into an essential surjection followed by a hyperconnected
geometric morphism produces the same representing monoid.

Proof. While we can identify L with the limit described in Proposition 5.3.17, it remains
the opposite of the monoid of endomorphisms of the stated point, so is independent of
M . Since ρ is an action topology by Proposition 5.3.23, it is uniquely determined by the
topos Cont(L, ρ) after establishing L by Theorem 5.2.6, which completes the proof.

Corollary 5.3.25. Suppose that (M, τ) is a powder monoid and let (L, ρ) be the oppo-
site of the topological monoid of endomorphisms of the corresponding canonical point of
Cont(M, τ). Then the monoid homomorphism u : M → L of Lemma 5.3.19 is injective
and continuous with respect to τ and ρ.

Proof. Let (M, τ) be a powder monoid and m,m′ ∈ M . Suppose αm = αm′ , and let
U ∈ T with m ∈ U , whence the same is true for ImU . Consider the principal sub-M -set
of T generated by U , say M/r. Consider π−1

r ({[m]}) and π−1
r ({[m′]}); since αm = αm′ ,

these open sets must be equal in L, which is to say that [m] = [m′] in M/r, and hence
m′ ∈ U . As such, m,m′ are topologically indistinguishable and hence equal in (M, τ),
and so u is injective as claimed.

To demonstrate continuity, consider a basic open U ′ := π−1
r ({[a]}) in L. Then

u−1(U ′) = {m | αm ∈ U ′} = {m | [m] = [a] in M/r} ⊇ Ian,

where n is the canonical generator ofM/r. SinceM/r is a continuousM -set by assump-
tion, Ian is open in (M, τ), as required.

Example 5.3.26. Consider the following example, to be contrasted with Example
5.3.15. Let Z be the group of integers under addition. Taking the topology τ on Z
in which the subgroups nZ ⊆ Z and their cosets are open for each n ̸= 0, we find that
the continuous principal Z-sets are precisely the finite cyclic groups Z/nZ with n > 0;
we thus obtain the topos Cont(Z, τ) of torsion Z-sets. The topology τ is not discrete
since every neighbourhood of 0 is infinite, but it is nearly discrete and hence (Z, τ) is a
powder group. However, the monoid obtained from Proposition 5.3.17 is the profinite
completion of the integers. Thus even for a powder monoid, the comparison map may
fail to be an isomorphism.
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Definition 5.3.27. In light of Corollary 5.3.25 and Example 5.3.26, we say that a
monoid is (right) complete if the comparison morphism u : (M, τ) → (L, ρ) is an
isomorphism of topological monoids.

We shall see in Section 5.4.6 that complete monoids form a reflective subcategory
of the (2-)category of monoids and also of the (2-)category of powder monoids; the
comparison homomorphism u is the unit of these reflections.

Corollary 5.3.28. Let (M, τ) be a powder monoid and h : PSh(M) → Cont(M, τ) the
canonical hyperconnected morphism. Consider the poset Rh as a subcategory of PSh(M).
Then M is complete if and only if it is the limit of Rh in PSh(M).

Proof. Since limits in PSh(M) are computed from their underlying sets, this follows from
Proposition 5.3.17 and Corollary 5.3.25, after observing that the action of M expressed
as the limit is respected by these morphisms by definition.

Remark 5.3.29. It must be stressed that our notion of completeness for powder monoids
does not quite coincide with that of completeness for groups described in Caramello’s
paper [Car16, §2.3]. This is clear from a comparison between our Proposition 5.3.17 and
Caramello and Lafforgue’s construction in [CL18, Proposition 5.7], since they begin by
constructing the topological monoid of endomorphisms of the canonical point as we do
(which is complete in our sense), but then restrict to the subgroup of automorphisms
in order to obtain the representing topological group (which is complete in their sense),
and it is an important fact that this gives a genuinely different representation in general;
see Example 5.3.30 below.

For consistency, we say a powder group is complete if it is isomorphic to the topolog-
ical subgroup of units of the corresponding complete monoid; this is true to Caramello
and Lafforgue’s terminology, and coincides with ours whenever the complete monoid
happens to be a group.

Example 5.3.30. We encountered the Schanuel topos in Example 3.2.71. Thanks to
the work of Caramello, [Car16, §6.3], we know that any infinite set X provides, via its
corresponding point, an equivalence E ≃ Cont(Aut(X), τfin), where τfin is the topology
generated from the base of subgroups stabilizing finite subsets. The topological group
of automorphisms of N considered in Example 5.2.24 is one such representation. In
particular, all points of the Schanuel topos are of the form required by Theorem 5.3.21,
and the corresponding complete monoids are simply (Endmono(X), τfin), where this time
τfin has basic open sets consisting of subsets of the form

{f ∈ Endmono(X) | f(x1) = y1, . . . , f(xk) = yk}

for each finite set of pairs of elements (xi, yi) ∈ X ×X.
In computing these complete monoids, we have the advantage of being able to inspect

the endomorphisms of objects in the category of models for the theory classified by the
topos, since these represent endomorphisms of the corresponding points. Computing
one of these complete monoids with (5.3) and identifying the result with a monoid of
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injective endomorphisms is a more demanding, albeit instructive, exercise. This is one
motivation for characterizing the theories classified by toposes of topological monoid
actions in Chapter 6.

5.3.3 Bases of Congruences

While we made abstract use of the limit expression (5.3) in proofs in the last subsection,
in practice it will be more convenient to compute L after re-indexing the limit over a
smaller collection of right congruences.

Definition 5.3.31. Given a hyperconnected morphism h : PSh(M) → E , a collection
of right congruences R′ ⊆ Rh is called a base of open congruences for h if for every
r ∈ Rh there is some r′ ∈ R′ with r′ ⊆ r. A base of open congruences is precisely an
initial subcategory of the poset Rh, and as such we can replace (5.3) with

L := lim←−
r∈R′

U(M/r), (5.4)

where the morphisms are simply inclusions of congruences. Moreover, the expression for
the prodiscrete topology on L restricts to this re-indexing, thanks to the fact that the
basic opens for this topology coming from the projection maps along the omitted indices
are necessarily unions of opens coming from any initial collection of indices.

Example 5.3.32. Suppose (M, τ) is a topological group. Recall from [Car16, following
Lemma 2.1] that an algebraic base for (M, τ) is a neighbourhood base of the identity
B, consisting of open subgroups, such that for any H,K ∈ B there exists P ∈ B with
P ⊆ H ∩K and for any g ∈M , there exists Q ∈ B with Q ⊆ g−1Hg.

Suppose we are given an algebraic base B of open subgroups of (M, τ). In accordance
with Example 5.3.14, we can identify the open congruences for the canonical hypercon-
nected morphism h : PSh(M) → Cont(M, τ) with open subgroups. Every such open
subgroup of M must contain one belonging to B, whence the congruences corresponding
to groups in B form a base of open congruences on (M, τ). Conversely, any base of open
congruences gives an algebraic base for (M, τ).

The limit (5.4) corresponds to the B-indexed limit expression for the monoid of
endomorphisms presented in [CL18, Proposition 5.7(i)].

Proposition 5.3.33. Let h : PSh(M) → E be a hyperconnected morphism. Suppose
R′ ⊆ Rh is a base of open congruences. Suppose further that we extend R′ to a sub-
category of Rh such that given any r, r′ ∈ R′ with r ⊆ m∗(r′), R′ contains a span of
morphisms,

r r′′ r′.
[1] [m]

(5.5)

For example, it suffices that R′ be a full subcategory. Then the morphisms indexed by [1]
in R′ form a stable class T (in the sense of Definition 3.2.2), and (R′, JT ) is a dense
subsite of (Rh, Jr), which is to say that

E ≃ Sh(R′, JT ).
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Proof. Given [1] : r1 ↠ r and [m] : r2 → r in R′, stability of strict epimorphisms in Rh

provides a square there,

r′ r2

r1 r;

[m′]

[1]

[m]

[1]

without loss of generality we may assume r′ ∈ R′ since any r′ is covered by a member of
R′. Then we may construct spans on the upper and left-hand sides using (5.5) in order
to produce a similar square all of whose morphisms lie in R′. Moreover, the morphisms
indexed by 1 are precisely the morphisms inherited from Rh which generate covering
families, whence we see that R′ meets the definition of dense subsite required to apply
the Comparison Lemma. This allows us to deduce the stated presentation of E .

We can use open bases of congruences to address the question of when the completion
(L, ρ) of a powder monoid is (isomorphic to) a prodiscrete monoid.

Corollary 5.3.34. Suppose that h : PSh(M)→ E is hyperconnected. The corresponding
complete monoid (L, ρ) is discrete if and only if there exists a base of open congruences
R′ ⊆ Rh with R′ finite. More generally, (L, ρ) is prodiscrete if and only if there exists
a base of open congruences R′ ⊆ Rh where each r ∈ R′ is a two-sided congruence. In
the latter case, if M is also a group, or M/r is a group for each r ∈ R′, then so is the
resulting prodiscrete monoid.

In particular, if M is finite or commutative, so that any right congruence r on M
is also a left congruence, then the codomain of any hyperconnected morphism out of
PSh(M) is equivalent to the topos of continuous actions of a finite discrete monoid or
commutative prodiscrete monoid respectively.

Proof. As observed in Definition 5.3.31, given any base of open congruences R′, we may
express L as the limit (5.4) over congruences inR′. Note that this limit is directed. When
R′ is finite, the induced topology is a finite product of discrete topologies, so it is discrete,
and there must be an initial congruence in this case by directedness. Conversely, if L is
discrete, then Cont(L, ρ) = PSh(L). By construction, Rh is equivalent to the category
of quotients of L in this topos, which contains a generating object, namely L itself. As
such, there is some relation r∗ in Rh such that the equivalence E ≃ PSh(L) identifies
M/r∗ with L. Then {r∗} is a finite base of open congruences for h, as required.

Now suppose instead that each r ∈ R′ is also a left congruence. Then the quotients
M/r are naturally equipped with a multiplication operation compatible with the multi-
plication from M , and the topological monoid (L, ρ) constructed in Proposition 5.3.17
is their limit as discrete monoids in the category of topological monoids, hence is a
prodiscrete monoid. Conversely, if (L, ρ) is prodiscrete, it can be defined as a limit of its
discrete quotients, which are quotients of L by a two-sided congruences. The restriction
of such a congruence along u is also a two-sided congruence on M ; the collection of such
congruences gives the desired base of open congruences.
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IfM is a group and R′ consists of two-sided congruences, then the quotientsM/r for
r ∈ R′ are also groups, whence (L, ρ) is a prodiscrete group, fulfilling the claim regarding
groups.

Example 5.3.35. As an example application of Corollary 5.3.34 on a monoid which
is neither commutative nor finite, consider the (non-commutative) monoid M obtained
from the non-negative integers N with addition by freely adjoining a left absorbing
element l. The elements of M are of the form (1, n) or (l, n) with n ∈ N, and multi-
plication is defined by (1,m)(l, n) = (l,m)(l, n) = (l, n), (l,m)(1, n) = (l,m + n) and
(1,m)(1, n) = (1,m+ n).

We can define a right congruence r on M which identifies all elements of the form
(l, n) and has all other equivalence classes being singletons. Then (1,m)∗(r) = r for every
m and (l,m)∗(r) =M ×M , whence the collection of all equivalence relations containing
r is anM -equivariant filter inR, and we have a corresponding hyperconnected morphism
PSh(M)→ Cont(L, ρ).

Since {r} is initial in Rh, Corollary 5.3.34 informs us that ρ is the discrete topology.
Indeed, we find that L ∼= N ∪ {∞} with extended addition, and Cont(L, ρ) = PSh(L).
It is interesting to note that, L being commutative, any further hyperconnected geo-
metric morphism lands in the topos of actions of a prodiscrete monoid, such as the
topologization of N ∪ {∞} seen in Example 5.2.20.

5.3.4 Factorizing Topologies

Having made it this far, we would be remiss not to initiate an investigation of when a
hyperconnected geometric morphism PSh(M)→ E actually does express E as Cont(M, τ)
for some topology τ onM . Our first result in this direction is a strengthening of Theorem
5.2.6.

Theorem 5.3.36. Let h : PSh(M)→ E be a hyperconnected geometric morphism. Con-
sider P(M) ∈ PSh(M) with the inverse image action corresponding to left multiplication.
Write T := h∗h∗(P(M)) ↪→ P(M). Then (the underlying set of) T is a base of clopen
sets for the coarsest topology τh on M such that h factors through the canonical mor-
phism PSh(M) → Cont(M, τh). That is, toposes constructed from topologies on M are
universal amongst toposes admitting a hyperconnected morphism from PSh(M).

Proof. By assumption, the counit at P(M) is monic, so T is indeed a subobject of P(M).
Further, T must be a sub-Boolean-algebra of P(M), so it is closed under complementa-
tion and finite intersections. Let τh be its closure in P(M) under arbitrary unions. By
Proposition 5.3.10, to show that all M -sets lying in E also lie in Cont(M, τh), it suffices
to show that the principal M -sets belonging to E are continuous with respect to τh.

Suppose r ∈ Rh, and let p ∈M . We must show that, for [1] ∈M/r, Ip[1] ∈ U(T ), or

equivalently that the corresponding morphism ⌜Ip[1]⌝ : M → P(M) factors through the

inclusion T ↪→ P(M). We define a morphism ip : M/r → P(M) by [q] ↦→ q∗(Ip[1]). To

see that this is well-defined, note that if (q, q′) ∈ r, then

q∗(Ip[1]) = {m ∈M | [qm] = [p]} = {m ∈M | [q′m] = [p]} = q′
∗
(Ip[1]).
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Hence the following diagram commutes:

M P(M)

M/r T

⌜Ip
[1]

⌝

ip (5.6)

Since E is coreflective and M/r ∈ E , ip must further factor through the inclusion T ↪→
P(M). Thus we are done: Ip[1] ∈ T , as required.

It follows that h factors through the morphism PSh(M)→ Cont(M, τh) as claimed,
and that τh is an action topology. Moreover, if h factors through Cont(M, τ ′) for any
other topology τ ′, then T must be continuous with respect to τ ′, and hence τh ⊆ τ ′, as
claimed.

Note that the fact that P(M) is an internal Boolean algebra ensures that for any
object N , the set HomPSh(M)(N,P(M)) inherits the structure of a Boolean algebra.
When N = M/r for some r ∈ Rh, a morphism a : M/r → P(M) is determined by the
image of the generator [1], and for any (p, p′) ∈ r must satisfy

p∗(a([1])) = a([p]) = a([p′]) = p′
∗
(a([1])).

In particular, by considering whether 1 ∈ p∗(a([1])), we see that p ∈ a([1]) if and only
if Ip[1] ⊆ a([1]). Thus the morphisms ip in the proof above are actually atoms in the

Boolean algebra HomPSh(M)(M/r,P(M)), since they have precisely two lower bounds,
themselves and the trivial map sending every element of M/r to ∅ ∈ P(M).

Scholium 5.3.37. Let h : PSh(M) → E be a hyperconnected morphism. Then E is
equivalent to Cont(M, τ) for some topology τ on M (which necessarily coincides with
τh) if and only if whenever the image of each atom in HomPSh(M)(M/r,P(M)) lies in
E, we have M/r in E.

Proof. Reconstruct the diagram (5.6) for a right congruence r which is open with respect
to τ × τ , and let M/rp be the image of ip:

M P(M)

M/r M/rp.

⌜Ip
[1]

⌝

ip (5.7)

Since E is closed under quotients, if M/r is in E then so are the M/rp for every p ∈M .
Conversely, since E is closed under subobjects, the inclusion M/rp ↪→ P(M) factors

through T if and only if M/rp lies in E ; that is, Ip[1] is in the topology induced by h if

and only if M/rp lies in E . Thus if M/rp lies in E for every p ∈ M , this forces M/r to
be continuous.
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Another way of interpreting Scholium 5.3.37 is as a necessary and sufficient condition
for (M, τh) to be Morita-equivalent to the complete monoid representing E .

Example 5.3.38. Any surjective monoid homomorphism ϕ :M →M ′ induces a hyper-
connected geometric morphism f : PSh(M) → PSh(M ′); see Proposition 5.4.1 below.
The corresponding filter of M -equivariant relations is simply the collection of relations
containing rϕ := {(m,n) | ϕ(m) = ϕ(n)}. As such, it suffices to check the conditions of
Scholium 5.3.37 for M/rϕ.

Suppose M/r is such that for every p ∈ M , the relation rp from (5.7) contains rϕ.
Then given (m,n) ∈ rϕ, consider rm = {(p, p′) | p∗(Im[1]) = p′∗(Im[1])}, where [1] is the

generator forM/r. By assumption, (m,n) ∈ rm, whencem∗(Im[1]) = n∗(Im[1]) and n ∈ I
m
[1],

which is to say that (m,n) ∈ r, as required. So T = f∗f∗(P (M)) generates a topology
τf on M such that Cont(M, τf ) ≃ PSh(M ′) via f .

Of course, we can calculate T directly as the topology whose open sets are the
equivalence classes of rϕ, and this coincides with τ : since f is essential, f∗f∗(P(M)) is
a complete Boolean algebra in Set (both f∗ and f∗ preserve small Set-limits).

While Example 5.3.38 illustrates that Scholium 5.3.37 provides a workable necessary
and sufficient condition, it does not illuminate precisely which toposes arise in this way.
See Conjecture 7.3.4 in the Conclusion for a more detailed discussion of this issue.

5.4 Semigroup Homomorphisms

In this section we attempt to functorialize the results obtained so far by examining how
homomorphisms lift to geometric morphisms. In light of the results in Section 1.4 of
Chapter 1, it is sensible to consider as morphisms between topological monoids not only
(continuous) monoid homomorphisms, but also (continuous) semigroup homomorphisms,
which correspond to essential geometric morphisms between the corresponding presheaf
toposes.

5.4.1 Restricting Essential Geometric Morphisms

Let ϕ :M →M ′ be a semigroup homomorphism between monoids. Recall that ϕ induces
a functor ϕ̌ : M̌ → M̌

′
between the idempotent-completions of the monoids, and hence

induces an essential geometric morphism f : PSh(M)→ PSh(M ′).
Factorizing f , we have the following result, which shall be explored further in forth-

coming work with Jens Hemelaer [HR21b]:

Proposition 5.4.1. Let f : PSh(M) → PSh(M ′) be an essential geometric morphism
induced by a monoid homomorphism ϕ, and let e := ϕ(1). Then the surjection–inclusion
factorization of f is canonically represented by the factorization of ϕ as a monoid homo-
morphism M → eM ′e followed by an inclusion of subsemigroups eM ′e ↪→ M ′. Mean-
while, the hyperconnected–localic factorization of f is canonically represented by the fac-
torization of ϕ as surjective monoid homomorphism followed by an injective semigroup
homomorphism.
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Proof. These results are proved by considering the factorization of ϕ̌ corresponding to
the surjection–inclusion and hyperconnected–localic factorizations of f , which can be
found in [Joh02, Examples 4.2.7(b), 4.2.12(b), 4.6.2(c) and 4.6.9]. We find in both cases
that the intermediate category is the idempotent completion of the monoid indicated in
the statement, whence these factors reduce to the stated semigroup homomorphisms.

Now consider topologies τ , τ ′ on M , M ′ respectively. Then we may consider the
square

PSh(M) PSh(M)

Cont(M,τ) Cont(M ′,τ ′),

f∗

⊥
⊥
f!

R

f∗

R′V ⊣

Rf∗V ′

V ′ ⊣

where across the top we have the essential geometric morphism f induced by ϕ, whose
inverse image is induced by tensoring with the left-M ′-right-M -set M ′ϕ(1) (which co-
incides with restriction along ϕ when ϕ is a monoid homomorphism). This situation
bears a strong resemblance to that involved in describing morphisms or comorphisms of
sites, where the vertical morphisms are inclusions directed upwards rather than hyper-
connected morphisms directed downwards. Accordingly, under suitable hypotheses, the
lower horizontal map becomes the inverse image functor of a geometric morphism.

Lemma 5.4.2. Let ϕ : M → M ′, τ , τ ′ and f be as above. Then the following are
equivalent:

1. f∗ : PSh(M ′)→ PSh(M) maps every (M ′, τ ′)-set to an (M, τ)-set.
2. ϕ is continuous with respect to τ and τ̃ ′.
3. The composite functor Rf∗V ′ (is left exact and) has a right adjoint G satisfying

GR ∼= R′f∗, which is to say that f restricts along the functors V, V ′ to a geometric
morphism (G ⊣ Rf∗V ′) : Cont(M, τ → Cont(M ′, τ ′) making the square commute.

Proof. (1⇔ 2) The precomposition functor f∗ maps every (M ′, τ ′)-set to an (M, τ)-set
if and only if for each X ∈ Cont(M ′, τ ′), we have Ipx ∈ τ for every x ∈ f∗(X), p ∈ M .
By definition of the action of M on f∗(X), we have Ipx = {m ∈ M | xϕ(p) = xϕ(m)} =
ϕ−1(Iϕ(p)x ); thus (1) is equivalent to ϕ−1 preserving the openness of the necessary clopens,
which lie in τ̃ ′.

Given any U ′ ∈ τ̃ ′, we may express U ′ as a union of necessary clopens Ip
′
x , and ϕ−1(U ′)

is the corresponding union of ϕ−1(Ip
′
x ). Each such clopen Ip

′
x either intersects with the

image of ϕ and so is of the form Iϕ(p)x , or does not and so has empty inverse image. It

follows that ϕ reflecting openness of the Iϕ(p)x is equivalent to ϕ being continuous with
respect to τ̃ ′ and τ , as required.

(1⇔ 3) If f∗ maps every (M ′, τ ′)-set to an (M, τ)-set, then composing R with f∗V ′

does not affect the underlying set of the image. That is, Rf∗V ′ preserves finite limits
and arbitrary colimits since f∗V ′ does and these are computed in Cont(M, τ) just as
in PSh(M), making Rf∗V ′ the inverse image of a geometric morphism by the special
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adjoint functor theorem. Write G for the direct image. It is immediate that V (Rf∗V ′) ∼=
f∗V ′, which means that the corresponding square of right adjoints commutes up to
isomorphism and we have GR′ ∼= R′f∗.

Conversely, given a right adjoint G to Rf∗V ′ satisfying the given identity we must
have f∗V ′ ∼= V Rf∗V ′, which ensures that f∗ sends every (M ′, τ ′)-set to an (M, τ)-
set.

Thus, since ϕ being continuous with respect to τ and τ ′ is in general strictly stronger
than condition (2) of Lemma 5.4.2, we obtain a functorialization of the Cont(−) con-
struction from the (1-)category of topological monoids and continuous semigroup homo-
morphisms to the (1-)category of Grothendieck toposes and geometric morphisms. Let
us reintroduce the 2-morphisms between semigroup homomorphisms.

Recall from Definition 1.4.2 of Chapter 1 that a conjugation α : ϕ ⇒ ψ between
semigroup homomorphisms ϕ, ψ : M → M ′ is an element α ∈ M ′ such that αϕ(1) =
α = ψ(1)α and for every m ∈M , αϕ(m) = ψ(m)α.

By Theorem 1.4.5, conjugations correspond bijectively and contravariantly with the
natural transformations between the essential geometric morphisms corresponding to ϕ
and ψ. Since Cont(M, τ) is a full subcategory of PSh(M), any natural transformation
α : f∗ ⇒ g∗ restricts along R to give a natural transformation Rf∗V ′ ⇒ Rg∗V ′; this
is shown to be a general property of any connected geometric morphism in Proposition
5.4.6. Thus, we conclude:

Theorem 5.4.3. The construction Cont(−) is a 2-functor from the 2-category of topolog-
ical monoids, continuous semigroup homomorphisms and conjugations to the 2-category
of Grothendieck toposes, geometric morphisms and natural transformations. We may
restrict the codomain of this 2-functor to those Grothendieck toposes satisfying the con-
dition of Theorem 5.3.21 to make it essentially surjective on objects. Since every such
topos has a representative which is a complete monoid, we may also restrict the domain
to the class of complete monoids without changing this fact.

We shall make some further comments about this 2-functor before Example 5.4.26.
One aim of the remainder of this section is to investigate the surjection–inclusion and

hyperconnected–localic factorizations of a geometric morphism corresponding to a con-
tinuous semigroup homomorphism, to extend Proposition 5.4.1 to topological monoids.
We ultimately show in Theorems 5.4.15 and 5.4.23 that these factorizations restricts
along Cont(−).

5.4.2 Intrinsic Properties of Geometric Morphisms

For reference in the rest of the section, we shall use the following notation for the square
of geometric morphisms induced by a continuous semigroup homomorphism ϕ : (M, τ)→
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(M ′, τ ′) thanks to Lemma 5.4.2:

PSh(M) PSh(M)

Cont(M,τ) Cont(M ′,τ ′),

f

h h′

g

(5.8)

where h and h′ are hyperconnected and f is essential; we could alternatively have denoted
g by Cont(ϕ) in accordance with Theorem 5.4.3, but the shorter notation will make some
of the results below clearer. In order to understand the relationships between f and g,
we shall exploit intrinsic properties of the geometric morphisms h and h′ as 1-morphisms
in the 2-category TOP of Grothendieck toposes4, in the special cases that (M, τ) and/or
(M ′, τ ′) are powder monoids or complete monoids.

Given (Grothendieck toposes) E and F , we shall write Geom(E ,F) for the category
of geometric morphisms E → F , where a morphism f ⇒ g is as usual a natural transfor-
mation f∗ ⇒ g∗. We shall also write EssGeom(E ,F) for the full subcategory of essential
geometric morphisms E → F .

First, we can use Corollary 5.3.28 to give an intrinsic characterization of the hyper-
connected morphism presenting a complete monoid.

Proposition 5.4.4. A topological monoid (M, τ) is complete if and only if the geometric
morphism h : PSh(M)→ Cont(M, τ) is internally full and faithful on essential geometric
morphisms in TOP, in the sense that for any topos F , the functor

h ◦ − : EssGeom(F ,PSh(M))→ Geom(F ,Cont(M, τ))

is full and faithful.
Thus, if E admits a hyperconnected morphism h : PSh(M) → E which is internally

full and faithful on essential geometric morphisms, the corresponding topological monoid
(L, ρ) representing E has L ∼=M .

Proof. By taking F = Set and considering the canonical point of PSh(M), we see that
the given condition is sufficient, since it forces the monoid of endomorphisms of the
canonical point of Cont(M, τ) to be isomorphic to that of PSh(M), which is precisely
Mop. The same holds when we are given such a morphism PSh(M)→ E .

Conversely, suppose we are given essential geometric morphisms h, k : F → PSh(M)
and a natural transformation α : h∗ ⇒ k∗. Any such natural transformation is de-
termined by its component αM : h∗(M) → k∗(M). But since (M, τ) is complete, by
Corollary 5.3.28, M = limr∈Rτ M/r, and h∗ and k∗ preserve all limits, whence αM is
determined uniquely by the components αM/r. The functor induced by g sends α to αg∗ ;
considering the components at the principal (M, τ)-sets, we conclude that this functor
is full and faithful, as claimed.

4Some of these results apply more generally, but for the purposes of the present chapter we only
concern ourselves with Grothendieck toposes over Set.
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Proposition 5.4.4 should be compared with the following two propositions:

Proposition 5.4.5. Inclusions of toposes are internally full and faithful in the 2-category
TOP, in the sense that given an inclusion g : F → E and any topos G, the functor
g ◦ − : Geom(G,F)→ Geom(G, E) is fully faithful.

In particular, g is full and faithful on essential geometric morphisms in the sense of
Proposition 5.4.4, and when g is an essential inclusion, we may restrict the codomain
to deduce that i ◦ − : EssGeom(G,F)→ EssGeom(G, E) is full and faithful.

Proof. Let g : F → E be a geometric inclusion, and let h, k : G ⇒ F .
A geometric transformation h⇒ k consists of a natural transformation h∗ ⇒ k∗. Let

α, β be two such transformations. If g ◦ β = g ◦ α, then for any object C of G, letting
ϵC denote the counit of (i∗ ⊣ i∗) at C, which is an isomorphism, we have:

αC = k∗ϵC ◦ αg∗g∗(C) ◦ h∗ϵ−1
C = k∗ϵC ◦ (g ◦ α)g∗(C) ◦ h∗ϵ−1

C

= k∗ϵC ◦ (g ◦ β)g∗(C) ◦ h∗ϵ−1
C = k∗ϵC ◦ βg∗g∗(C) ◦ h∗ϵ−1

C = βC ,

so g ◦ − is faithful.
Similarly, given α′ : h∗g∗ ⇒ k∗g∗, define α : h∗ ⇒ k∗ by letting its component at C

in G be k∗ϵ−1
C ◦ α′

g∗(C) ◦ h
∗ϵC . Then for each object D in F we have

(g ◦ α)D = αg∗(D) = k∗ϵ−1
g∗(D) ◦ α

′
g∗g∗(D) ◦ h

∗ϵg∗(D) = α′
D,

by naturality. So g ◦ − is full, as required.

Proposition 5.4.6. Connected geometric morphisms are internally cofull and cofaithful
in the 2-category TOP, in the sense that given a connected morphism c : F → E and
any topos G, the functor − ◦ c : Geom(E ,G)→ Geom(F ,G) is fully faithful.

This applies in particular to hyperconnected geometric morphisms.

Proof. Let c : F → E be a connected geometric morphism. Then concretely, − ◦ c is
simply the application of c∗ to the components of any given natural transformation. As
such, since c∗ is full and faithful, − ◦ c is full and faithful.

Corollary 5.4.7. The restriction of Cont(−) to the category of complete monoids, semi-
group homomorphisms and conjugations (with direction reversed) is full and faithful on
2-cells.

Proof. By Theorem 1.4.5, the 2-equivalence mapping a discrete monoid to its presheaf
topos is (contravariantly) full and faithful on 2-cells, so for essential geometric morphisms
f, f ′ : PSh(M)→ PSh(M ′) induced by ϕ, ϕ′ respectively, each geometric transformation
α : f ⇒ f ′ corresponds to a unique conjugation ϕ ⇒ ϕ′. Since h′ is full and faithful on
essential geometric morphisms, the same is true of 2-cells h′ ◦f ⇒ h′ ◦f ′, by Proposition
5.4.4. Passing across the square (5.8), since h is cofull and cofaithful by Proposition 5.4.6,
we obtain a further identification with the geometric transformations g ⇒ g′ (where g,
g′ are also induced by ϕ, ϕ′ respectively), as required.
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Remark 5.4.8. Explicitly, the conjugation corresponding to a transformation β : g ⇒ g′

is obtained as follows. First, compose with h and take the limit of the components at
the principal (M ′, τ ′)-sets to obtain an M -set homomorphism αM ′ : f∗(M ′) → f ′∗(M ′)
(using the limit expression from Corollary 5.3.28 and essentialness of f, f ′ again), and
by extension a natural transformation α : f∗ ⇒ f ′∗. Then we take the mate α : f ′! ⇒ f!,
whose component at M is the desired conjugation.

Corollary 5.4.7 can be understood as a strengthening of Proposition 5.3.17, since
taking the domain monoid M to be the trivial monoid and ϕ = ψ to be the unique
monoid homomorphism to (M ′, τ ′), the conjugations are precisely the elements of M ′.

Returning to properties of geometric morphisms, Proposition 5.4.5 will allow us to
constrain the interactions between hyperconnected geometric morphisms and geometric
inclusions in Section 5.4.3, but we also need to consider localic geometric morphisms.

Proposition 5.4.9. Localic geometric morphisms are internally faithful in the 2-category
TOP of toposes, in the sense that given a localic geometric morphism f : F → E and
any topos G, the functor f ◦ − : Geom(G,F)→ Geom(G, E) is faithful.

Proof. A geometric morphism g : F → E is localic if and only if every object Y of F is
a subquotient of one of the form g∗(X) for X in E , so there exists a diagram

Y Z g∗(X).e m

Given geometric morphisms h, k : G ⇒ F and geometric transformations α, β : h → k
with g ◦α = g ◦β, this is equivalent to the condition that αg∗(X) = βg∗(X) for all objects
X of E . Then considering naturality across the diagram above, since h∗ and k∗ both
preserve epimorphisms and monomorphisms, we have:

h∗g∗(X) k∗g∗(X)

h∗(Z) k∗g∗(X)

h∗(Y ) k∗(Y ),

αg∗(X)

βg∗(X)

αZ

βZ

h∗e

h∗m

k∗e

k∗m

αY

βY

whence we see that αZ = βZ and then αY = βY . Since Y was a generic object of F ,
α = β, as required.

Corollary 5.4.10. Let τ be an action topology on M . Then (M, τ) is a powder monoid
(equivalently, τ is a T0 topology on M) if and only if the hyperconnected geometric mor-
phism PSh(M)→ Cont(M, τ) is internally faithful on essential geometric morphisms.

Proof. Let (L, ρ) be the completion of (M, τ) and consider the continuous, dense monoid
homomorphism u : (M, τ) → (L, ρ). By Corollary 5.3.25, when (M, τ) is a powder
monoid, u is injective, so the induced geometric morphism f : PSh(M) → PSh(L) is a
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localic surjection. Considering the square (5.8), since h′ is full and faithful on essential
geometric morphisms by Proposition 5.4.4 and f is faithful on these, it follows that gh
and hence h are both faithful on essential geometric morphisms, as claimed.

Conversely, the morphism g induced by u is an equivalence, so if h is faithful on
essential geometric morphisms, then so is f , since h′ is full and faithful on such. Thus,
u : M → L must be injective, since we can recover it as the restriction of the functor
f ◦ − : EssGeom(Set,PSh(M))→ EssGeom(Set,PSh(L)) to the endomorphisms of the
canonical point of PSh(M). But (L, τ) is T0, and any submonoid/subspace of a T0
monoid must also be T0, as required.

Note that unlike in Proposition 5.4.4, we cannot deduce that an arbitrary hyper-
connected morphism PSh(M) → E which is faithful on essential geometric morphisms
expresses E as Cont(M, τ); the non-topological factor of Theorem 5.3.36 may be non-
trivial.

As we noted after Lemma 1.4.1 in Chapter 1, we can factorize any semigroup ho-
momorphism ϕ : M → M ′ into a monoid homomorphism followed by the inclusion of
a subsemigroup of the form ϕ(1)M ′ϕ(1) into M ′, and this lifts to (a canonical repre-
sentation of) the surjection-inclusion factorization of the essential geometric morphism
corresponding to ϕ. Accordingly, we separate the analysis of geometric morphisms com-
ing from continuous semigroup homomorphisms into the analysis of continuous monoid
homomorphisms and inclusions of subsemigroups, in Sections 5.4.4 and 5.4.3 respectively.

5.4.3 Subsemigroups

Throughout this section, (M ′, τ ′) is a right powder monoid and e ∈ M ′ an idempotent.
Out of curiosity, we make some topological observations about the ideals generated by
idempotents.

Lemma 5.4.11. The principal left ideal M ′e and the principal right ideal eM ′ of M ′

are closed in (M ′, τ ′).

Proof. We can characterize M ′e and eM ′ as the subsets of M ′ on those elements p such
that pe = p and p = ep respectively.

Suppose x is outside M ′e. Since (M ′, τ ′) is zero-dimensional Hausdorff, we can find
a basic clopen set U with x ∈ U and xe in the complement of U . Then IxU is an open
set containing x; if p ∈ IxU then since e /∈ x∗(U), we have e /∈ p∗(U) so pe ̸= p. Thus we
conclude that M ′e is contained in the complement of IxU , and M ′e is closed.

Similarly, if x is outside eM ′, let U be a basic clopen set containing x but not ex.
Then e∗(M\U) contains x, so we may consider the smaller neighbourhood U ∩e∗(M\U)
of x. This excludes any element p with p = ep, so that in particular eM ′ is contained in
the complement. Thus eM ′ is closed.

Proposition 5.4.12. Let (M ′, τ ′) be a powder monoid, e an idempotent of M ′ and
M := eM ′e. Let ϕ :M ↪→M ′ be the corresponding inclusion of semigroups, and let τ be
the topology on eM ′e obtained by restricting τ ′. Then (M, τ) is a powder monoid, and
any subsemigroup of this form is closed in M ′.
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Proof. Being the coarsest topology on M such that ϕ :M →M ′ is continuous, τ is the
coarsest topology such that (the hyperconnected part of) the morphism h′ ◦ f in the
square (5.8) induced by ϕ factors through PSh(M) → Cont(M, τ), by Theorem 5.3.36.
Thus τ is an action topology on M . As a subspace of a Hausdorff space, (M, τ) is
Hausdorff (we could alternatively have used Corollary 5.4.10 to deduce this).

To see that M is closed in M ′, observe that it is the intersection of the ideals eM ′

and M ′e which we showed to be closed in Lemma 5.4.11.

Example 5.4.13. On the other hand, eM ′e is not always open in M ′. Indeed, consider
the prodiscrete monoid constructed in Example 5.2.20. The idempotent element e =∞
is a zero element, so that the corresponding subsemigroup is simply {∞}, which from
the description of the topology on this monoid clearly fails to be open.

Intuitively, we might expect the geometric morphism induced by the subsemigroup
inclusion M ↪→ M ′ in Proposition 5.4.12 to be a geometric inclusion. To explain why
this is the case in Example 5.4.13, in the sense that the inclusion of {∞} induces a
geometric inclusion, we show that this intuition is at least valid for complete monoids5.

Theorem 5.4.14. Let (M ′, τ ′) be a complete monoid, let M = eM ′e for some idempo-
tent e ∈ M ′, and let ϕ : M → M ′ be the subsemigroup inclusion. Then the restricted
topology τ := τ ′|M makes (M, τ) a complete topological monoid, and hence the induced
geometric morphism Cont(M, τ)→ Cont(M ′, τ ′) is a geometric inclusion.

Proof. As usual, let f : PSh(M) → PSh(M ′) be the essential inclusion induced by ϕ.
Consider the hyperconnected-localic factorization of the composite morphism PSh(M)→
Cont(M ′, τ ′):

PSh(M) PSh(M ′)

E Cont(M ′,τ ′).

f

h h′

g

Since the upper composite is an inclusion followed by a hyperconnected morphism,
by [Joh02, Proposition A4.6.10] the lower geometric morphism is an inclusion: the
surjection-inclusion and hyperconnected-localic factorizations of the composite coincide.

Moreover, combining Proposition 5.4.4 with Proposition 5.4.5, we have that the
composite is full and faithful on essential geometric morphisms, and hence the hyper-
connected part PSh(M) → E also is. Thus the complete monoid representing E has M
as its underlying monoid. That the corresponding topology is the restriction topology
follows from Theorem 5.3.36, just as in the proof of Proposition 5.4.12.

5.4.4 Monoid Homomorphisms

Now suppose ϕ : (M, τ)→ (M ′, τ ′) is a continuous monoid homomorphism, so that the
essential geometric morphism f : PSh(M) → PSh(M ′) it induces is a surjection, and

5We have not been able to demonstrate it for powder monoids more generally.
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hence examining the resulting square (5.8), so is the induced morphism g : Cont(M, τ)→
Cont(M ′, τ ′). Combining this observation with Theorem 5.4.14, we have that:

Theorem 5.4.15. Let ϕ : (M, τ)→ (M ′, τ ′) be a continuous semigroup homomorphism
between complete monoids inducing g : Cont(M, τ) → Cont(M ′, τ ′), and let e := ϕ(1).
Then the surjection–inclusion factorization of g is canonically represented by the fac-
torization of ϕ into a monoid homomorphism M → eM ′e followed by an inclusion of
subsemigroups eM ′e ↪→M ′, where eM ′e is equipped with the subspace topology.

We can characterize which morphisms arise from continuous monoid homomorphisms,
up to fixing sober representing monoids. Since sobriety has not been a focus of our ac-
count of monoids in this thesis, we restrict further to powder monoids.

Proposition 5.4.16. Let (M, τ) and (M ′, τ ′) be powder monoids; let T , T ′ be their re-
spective Boolean algebras of clopen sets. A surjective geometric morphism g : Cont(M, τ)→
Cont(M ′, τ ′) is induced by a continuous monoid homomorphism ϕ : (M, τ)→ (M ′, τ ′) if
and only if T ′ ∼= g∗(T ) in Cont(M ′, τ ′).

Proof. First suppose that g is induced by some continuous monoid homomorphism ϕ.
Consider the internal Boolean algebras T and T ′ in the respective toposes. Since ϕ
is a monoid homomorphism, g commutes with the canonical points of Cont(M, τ) and
Cont(M ′, τ ′) (which are induced by the unique monoid homomorphisms 1 → M and
1 → M ′ respectively). In particular, we have a canonical isomorphism T ′ ∼= g∗(T ), as
required.

Conversely, given such an isomorphism, both T ′ and g∗(T ) represent Pop ◦U ◦ V by
Scholium 5.2.9, from which it follows that g commutes with the canonical points. As
such, g∗(T ′) has an underlying set which can be identified with that of T ′, and the counit
of g at T provides a homomorphism of Boolean algebras ϕ−1 : g∗(T ′) → T in PSh(M)
which, since powder monoids are sober as spaces, uniquely defines a map M → M ′.
The fact that ϕ−1 is an M -set homomorphism ultimately ensures that ϕ is a monoid
homomorphism. Moreover, when we generate g from a monoid homomorphism ϕ, we
find that this is the morphism we recover from ϕ−1.

For an injective monoid homomorphism, we have a partial analogue of Theorem
5.4.14:

Lemma 5.4.17. Suppose (M ′, τ ′) is a powder monoid and ϕ : M → M ′ is an injective
monoid homomorphism. Then the subspace topology τ := τ ′|M on M makes (M, τ) a
powder monoid.

Proof. Consider the square (5.8) induced by ϕ. By Proposition 5.4.9, the localic surjec-
tion f is faithful on essential geometric morphisms, and by Corollary 5.4.10, so is h′. It
follows that h must also be faithful on essential geometric morphisms, and hence that
(M, τ) also is.

As in Corollary 5.4.10, we encounter the problem that we have no guarantee that
the morphism g : Cont(M, τ) → Cont(M ′, τ ′) in Lemma 5.4.17 induced by an injective
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monoid homomorphism ϕ will have a trivial hyperconnected part. However, we can use
whatever hyperconnected part there may be to produce a complete monoid, and when
the codomain is also a complete monoid, this gives us a canonical factorization of ϕ, as
follows.

Theorem 5.4.18. Suppose (M ′, τ ′) is a complete monoid, and ϕ : M → M ′ is an in-
jective monoid homomorphism. Let τ be the restriction of τ ′ as in Lemma 5.4.17. Then
there is a complete monoid (L, ρ) and a dense, continuous, injective monoid homomor-
phism (M, τ)→ (L, ρ) such that ϕ extends to a continuous injection ψ : (L, ρ)→ (M ′, τ ′)
inducing a localic surjection Cont(L, ρ)→ Cont(M ′, τ ′).

Proof. Of course, we define (L, ρ) to be the complete monoid obtained from the hyper-
connected part of the composite h′ ◦ f in the square (5.8) induced by ϕ. Thus we have
a diagram of geometric morphisms:

PSh(M) PSh(M ′)

PSh(L)

Cont(M,τ) Cont(M ′,τ ′),

Cont(L,ρ)

f

u

h h′

k
g

v w

(5.9)

in which h, h′, k and v are hyperconnected, while f and w are localic surjections and f
and u are essential. It suffices for us to construct the inclusion ψ : L → M ′ to provide
the (dashed) essential geometric morphism which restricts to w.

The homomorphism ϕ induces a morphism M → f∗(L′) = f∗f!(M), the unit of the
adjunction (f! ⊣ f∗), whose element-wise action coincides with ϕ; we abuse notation and
call this unit map ϕ, too.

Define a mapping t : Rτ ′ → Rτ by pullback: for each r′ ∈ Rτ ′ , let t(r′) be the
pullback of f∗(r′) along ϕ. The resulting relation is such that the intermediate principal
M -set in the epi-mono factorization ofM → f∗(M ′) ↠ f∗(M ′/r′) is preciselyM/t(r′), so
we have M ↠M/t(r′) ↪→ f∗(M ′/r′). By construction, f∗ sends (M ′, τ ′)-sets to (M, τ)-
sets lying in Cont(L, ρ) and this subcategory is closed under subobjects, so M/t(r′)
is naturally an (L, ρ)-set. As such, we obtain maps L ↠ M/t(r′) ↪→ f∗(M ′/r′) by
factoring each M ↠ M/t(r′) through L = lim←−r∈Rv◦h

M/r. These assemble into an

M -set homomorphism

ψ : L→ f∗(M ′) = lim←−
r∈Rτ ′

f∗(M ′/r′),

which explicitly sends α ∈ L to ψ(α) = ([ϕ(at(r′))])r′∈Rτ ′
. It remains to show that this
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map underlies a monoid homomorphism. As such, observe that for a ∈M and r′ ∈ Rτ ′ :

t(ϕ(a)∗(r′)) = t
(︁
{(x, y) ∈M ′ ×M ′ | (ϕ(a)x, ϕ(a)y) ∈ r′}

)︁
= {(m,n) ∈M ×M | (ϕ(a)ϕ(m), ϕ(a)ϕ(n)) ∈ r′}
= a∗

(︁
{(m,n) ∈M ×M | (ϕ(m), ϕ(n)) ∈ r′}

)︁
= a∗(t(r′)),

where we have omitted each instance of f∗. Therefore, given α, β ∈ L, we have

ψ(αβ) = ([ϕ(at(r′)ba∗
t(r′)(t(r

′)))])

= ([ϕ(at(r′))ϕ(bt(ϕ(at(r′))∗(r′)))])

= ψ(α)ψ(β),

as required. Preservation of the unit follows from our assumption that ϕ was a monoid
homomorphism. To demonstrate continuity, observe that if U = π−1

r′ ({[m′]}) is a basic
open set in M ′, then ψ−1(U) is exactly the basic open set π−1

t(r′)({[m]}) in L if there is

some m ∈M with (ϕ(m),m′) ∈ r′, and is empty otherwise.
Having shown that it exists, we immediately have that ψ is the unique continuous

monoid homomorphism making the desired triangle commute, since dense inclusions of
Hausdorff spaces are epimorphisms in the category of such spaces.

The construction of the factoring map ψ in the above relies on the expression of L
as a limit. It is useful to have a more topological characterization, for which we need
some further preliminary results.

Lemma 5.4.19. Let ϕ : (M, τ) → (M ′, τ ′) be a continuous monoid homomorphism
whose image is dense. Then the geometric morphism g : Cont(M, τ) → Cont(M ′, τ ′)
induced by ϕ is hyperconnected.

Proof. First, observe that without loss of generality we may assume ϕ is a dense inclusion
of monoids. Indeed, ϕ always factors as a surjective monoid homomorphism followed by
a dense inclusion of monoids, and the former factor induces a hyperconnected essential
morphism f at the level of the presheaf toposes, whence by consideration of the square
(5.8), g must also be hyperconnected. As such, we identify M with its image in M ′.

Given an M -set homomorphism s : g∗(X) → g∗(Y ), x ∈ g∗(X) and m′ ∈ M ′, let
m ∈M ∩Im′

x ∩Im
′

s(x). Then we have s(x ·m′) = s(x ·m) = s(x) ·m = s(x) ·m′, whence s

is an M ′-set homomorphism, and so g∗ is full; it is always faithful when ϕ is a monoid
homomorphism.

Moreover, the image of g∗ is closed under subobjects: given a sub-M -set A ↪→ g∗(Y )
and m′ ∈ M ′, for each y ∈ A we have some m ∈ M ∩ Im′

y , whence y ·m = y ·m′ ∈ A,
and hence A is a sub-M ′-set. Altogether, this ensures that g is hyperconnected, as
claimed.
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Proposition 5.4.20. Suppose ϕ : (M, τ) → (M ′, τ ′) is a monoid homomorphism be-
tween topological monoids inducing an equivalence Cont(M, τ) ≃ Cont(M ′, τ ′), that
(M, τ) is a complete monoid and that (M ′, τ ′) is a powder monoid. Then ϕ is an iso-
morphism.

Proof. Since an equivalence is full and faithful on geometric morphisms, in the square
(5.8) induced by ϕ is follows that f is faithful on essential geometric morphisms and h is
full on those in the image of f . Since ϕ is a monoid homomorphism, it commutes with
the canonical points of PSh(M) and PSh(M ′), whence the latter point is in the image
of f , and hence (h being faithful on essential geometric morphisms by assumption) M ′

is a complete monoid, and h is full and faithful on essential geometric morphisms. It
follows that f is also full and faithful on essential geometric morphisms, and so ϕ (the
restriction of f ◦− to the canonical point of PSh(M)) is an isomorphism, as claimed.

Corollary 5.4.21. The monoid (L, ρ) constructed in Theorem 5.4.18 is the closure of
(M, τ) in (M ′, τ ′).

Proof. Certainly (M, τ) is dense in (L, ρ). Consider the dense-closed factorization of
ψ : (L, ρ) → (M ′, τ ′). If the dense part is non-trivial, by Lemma 5.4.19 it produces a
hyperconnected factor of the geometric morphism induced by ψ, and hence must be an
equivalence. The intermediate monoid is a powder monoid by Lemma 5.4.17, and thus
the dense part is an isomorphism by Proposition 5.4.20.

Corollary 5.4.22. Any monoid which is a closed subsemigroup of a complete monoid
is complete.

Proof. Applying the factorization of Theorem 5.4.18 to the inclusion of a closed sub-
monoid, the submonoid is dense in the complete intermediate monoid and so, being
closed, must coincide with it, whence it is complete by Corollary 5.4.21. Combining this
with Proposition 5.4.12, the result follows.

To summarize, we have that:

Theorem 5.4.23. Let ϕ : (M, τ) → (M ′, τ ′) be a continuous semigroup homomor-
phism between complete monoids inducing g : Cont(M, τ) → Cont(M ′, τ ′). Then the
hyperconnected–localic factorization of g is canonically represented by the dense-closed
factorization of ϕ.

5.4.5 Morita Equivalence

In Sections 5.2 and 5.3 we saw how an arbitrary monoid can be reduced to a powder
monoid and then extended to a complete monoid without changing its topos of actions
(up to canonical equivalence). Proposition 5.4.20 above demonstrates that a continuous
monoid homomorphism ϕ between complete monoids induces an equivalence if and only
if ϕ is an isomorphism, just as in the discrete case. Thus, as far as Morita equivalence for
complete monoids via semigroup homomorphisms goes, we are reduced to considering
subsemigroups of the form eM ′e ↪→M ′.
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First, observe that Morita equivalences of discrete monoids descend to complete
topologies on those monoids. We shall discuss this further in Conjecture 7.3.5 below.

Scholium 5.4.24. Let (M ′, τ ′) be a complete monoid, and suppose e ∈ M ′ is an
idempotent such that the inclusion ι : M := eM ′e ↪→ M ′ induces an equivalence
PSh(M) ≃ PSh(M ′). Let τ be the restriction topology on M from Theorem 5.4.14.
Then ι induces an equivalence Cont(M, τ) ≃ Cont(M ′, τ ′).

Proof. As above, we use the notation of (5.8). We know from the proof of Theorem
5.4.14 that in this situation, g : Cont(M ′, τ ′) → Cont(M, τ) is the inclusion part of
the hyperconnected-inclusion factorization of h′ ◦ f , so when f is an equivalence, the
inclusion part must be trivial. That is, g is itself an equivalence.

In summary, we have:

Theorem 5.4.25. Let ϕ : (M, τ) → (M ′, τ ′) be a continuous semigroup homomor-
phism between complete monoids. Then if ϕ induces an equivalence g : Cont(M, τ) →
Cont(M ′, τ ′), then M ∼= eM ′e for some idempotent e ∈M ′, ϕ is the canonical inclusion
of subsemigroups, and τ is the restriction of τ ′ along this inclusion.

Proof. Factoring ϕ as a monoid homomorphism followed by an inclusion of semigroups,
the induced geometric morphisms between toposes of continuous actions must also be
equivalences, whence the former must be an isomorphism by Proposition 5.4.16. The
topology on the intermediate monoid is the restriction topology by 5.4.15.

We would have liked to extend the 2-equivalence between the 2-category of discrete
monoids and the 2-category of their toposes of actions from 1 by characterizing the
geometric morphisms arising from continuous semigroup homomorphisms. However,
this is not possible because, unlike in the discrete case, not all equivalences of toposes
of topological monoid actions lie in the image of Cont(−). Since all equivalences have
indistinguishable categorical properties, but only some such equivalences are induced by
semigroup homomorphisms, we cannot hope for an intrinsic characterization of geometric
morphisms lying in the image of Cont(−).
Example 5.4.26. Consider once again the Schanuel topos of Examples 3.2.71 and
5.3.30. Let X be N or R. In either case, the monoid (Endmono(X), τfin) representing
the Schanuel topos has no non-identity idempotents, since e2(x) = e(x) implies e(x) = x
by injectivity, so any semigroup homomorphism in either direction must be a monoid
homomorphism. Since the two representing monoids are complete and non-isomorphic,
no such homomorphism can induce the equivalence of toposes

(Endmono(N), τfin) ≃ (Endmono(R), τfin).

Remark 5.4.27. Recall from Theorem 1.5.6 of Chapter 1 that general geometric mor-
phisms between toposes of discrete monoid actions PSh(M) → PSh(M ′) correspond
to flat-left-M ′-right-M -sets. The conclusion of the above is that, to fully understand
Morita equivalences of toposes of topological monoid actions, a necessary next step is to
investigate the analogous class of biactions for topological monoids. We leave this effort
to future work.
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5.4.6 Reflective Categories of Topological Monoids

In spite of continuous semigroup homomorphisms not capturing the full richness of geo-
metric morphisms, they do nonetheless produce well-behaved (2-)categories of monoids.
We show in this section how the classes of monoids we have discussed so far form reflec-
tive subcategories of the category of monoids with topologies from which we began.

Let MonTs, TMons, T0Mons, PMons, CMons respectively be the 2-categories of
monoids equipped with topologies, topological monoids, T0 topological monoids, right
powder monoids, and complete monoids, all equipped with continuous semigroup ho-
momorphisms as their 1-morphisms and conjugations as their 2-morphisms. We have
2-functors:

MonTs TMons T0Mons PMons CMons;G1 G2 G3 G4
(5.10)

all of these subcategories are full on 1- and 2-morphisms. In the following results, we
demonstrate that all of these functors have adjoints, which makes them reflective (2-
)subcategories. Recall that for strict 2-functors F : C → D and G : D → C to form a
strict 2-adjunction (F ⊣ G), we require there to be isomorphisms of categories

HomD(FX, Y ) ∼= HomC(X,GY ),

natural in X and Y . Since the data of a conjugation consists of an element of the
codomain monoid, which is not affected by any of the Gi, it suffices to prove that the Gi
have left adjoints as 1-functors; preservation of the 2-morphisms will then be automatic.
As such, the functors constructed in the results below are informally referred to as
adjoints.

Note that all of the following results also hold when we restrict to the subcategories
of monoid homomorphisms, since all of the units of the adjunctions we construct are
continuous monoid homomorphisms.

Lemma 5.4.28. The functor G1 : TMons → MonTs has a left adjoint.

Proof. Given a monoid with a topology (M, τ), we can inductively define sub-topologies
τi by letting τ0 = τ and τi+1 consisting of those open subsets U ∈ τi such that µ−1(U) is
open in τi×τi. Then letting τ∞ :=

⋂︁∞
i=0 τi, we claim that (M, τ∞) is a topological monoid.

Indeed, given U ∈ τ∞, µ−1(U) ∈ τ∞ × τ∞ by construction. This is clearly the finest
topology contained in τ with respect to which the multiplication on M is continuous.
We could alternatively define τ∞ as the collection of U ∈ τ such that µ−k(U) (which is
a well-defined subset of Mk+1 by associativity of multiplication) is open in τ × · · · × τ
(k + 1 times) for every positive integer k.

The identity homomorphism (M, τ) → (M, τ∞) is automatically continuous. Given
any topological monoid (M ′, τ ′) and continuous semigroup homomorphism ϕ : (M, τ)→
(M ′, τ ′), since ϕ commutes with multiplication we have that for each U ′ ∈ τ ′,

µ−k(ϕ−1(U ′)) = ϕ−1(µ′−k(U ′))
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is open in τ by continuity of ϕ, whence ϕ−1(U ′) is a member of τ∞. Thus ϕ factors
(uniquely) through (M, τ) → (M, τ∞), as required to make this map the unit of an
adjunction.

Lemma 5.4.29. The functor G2 : T0Mons → TMons has a left adjoint.

Proof. If (M, τ) is a topological monoid, then the equivalence relation∼ onM identifying
topologically indistinguishable elements is necessarily a two-sided congruence, since given
m1 ∼ m′

1, m2 ∼ m′
2 and a neighbourhood U of m1m2, we have that µ−1(U) contains an

open rectangle U1×U2 with mi ∈ Ui, whence (m′
1,m

′
2) ∈ U1×U2 and hence m′

1m
′
2 ∈ U .

Thus the quotient map (M, τ)→ (M/∼, τ) is a continuous semigroup homomorphism.
Given a continuous semigroup homomorphism ϕ from (M, τ) to a T0 topological

monoid (M ′, τ ′) and given m ∼ m′, observe that ϕ(m) and ϕ(m′) must be topologically
indistinguishable and hence equal in (M ′, τ ′) by continuity. Thus ϕ factors through the
quotient map above, as required.

Lemma 5.4.30. The functor G3 : PMons → T0Mons has a left adjoint.

Proof. The construction of the powder monoid (M̃, τ̃) associated to (M, τ) in Theorem
5.2.18 (via the construction of the action topology in Theorem 5.2.6) defines the value
of the adjoint functor on objects and provides a candidate for the unit in the quotient
homomorphism (M, τ)→ (M̃, τ̃).

Let ϕ : (M, τ)→ (M ′, τ ′) be a continuous semigroup homomorphism with (M ′, τ ′) a
powder monoid. Given U ′ ∈ T ′ and p ∈M , consider

ϕ−1(Iϕ(p)U ′ ) = {q ∈M | ϕ(q)∗(U ′) = ϕ(p)∗(U ′)},

which is clearly contained in

Ip
ϕ−1(U ′)

= {q ∈M | q∗(ϕ−1(U ′)) = p∗(ϕ−1(U ′))}

= {q ∈M | ϕ−1(ϕ(q)∗(U ′)) = ϕ−1(ϕ(p)∗(U ′))}.

Since the former is open in τ , so is the latter, and hence ϕ−1(U ′) ∈ T . Since any open in
τ ′ is a union of basic opens in T ′, we conclude that ϕ factors through (M, τ̃), and hence
through (M̃, τ̃) by the proof of Lemma 5.4.29, as required.

For the fourth result, we recycle the proof of Theorem 5.4.18.

Scholium 5.4.31. The functor G4 : CMons → PMons has a left adjoint.

Proof. Given a powder monoid (M, τ), a complete monoid (L′, ρ′) and a semigroup
homomorphism g : (M, τ)→ (L′, ρ′), we must show that g factors uniquely through the
canonical monoid homomorphism u : (M, τ)→ (L, ρ), where the latter is the completion
of (M, τ).

As in the proof of Theorem 5.4.18, we may assume ϕ : M → L′ is a monoid homo-
morphism, since we may factor ϕ as a monoid homomorphism followed by an inclusion of
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subsemigroups, and the intermediate monoid is canonically a complete monoid with the
restriction topology by Theorem 5.4.14. We then construct the factoring M -set homo-
morphism ψ : L→ f∗(L′) just as in the proof of Theorem 5.4.18, which did not depend
on injectivity of ϕ.

Our results from previous sections demonstrate that the units of these four adjunc-
tions all induce equivalences at the level of toposes of continuous actions of monoids.

Recalling the asymmetry in the definition of powder monoids (see the comments after
Definition 5.2.16), we briefly consider the (2-)categories of left powder monoids and left
complete monoids.

For this purpose, we employ the dual of the notation introduced in Section 5.1.1,
writing p

xI for the necessary clopen associated to an element x in a left M -set X and
p ∈M . Then we obtain a complementary result to Lemma 5.2.5.

Lemma 5.4.32. Let U be a subset of M . Let A = IpU and B = p
UI. Then IpB = p

AI. In
particular, a two-sided powder monoid has a base of clopens expressible in this coincident
form.

Proof. After expanding the definitions, we find that both subsets are equal to the set
of q ∈ M such that for all w, z ∈ M , q ∈ w∗(U)∗z if and only if p ∈ w∗(U)∗z (this is
reminiscent of a double-coset construction).

Scholium 5.4.33. The inclusion G′
3 of the sub-2-category P

′Mons of left powder monoids
into T0Mons has a left adjoint. The idempotent monads P and P ′ : T0Mons → T0Mons
induced by G3 and G′

3 respectively commute, in the sense that PP ′ = P ′P , whence
the (2-)category P′′Mons of two-sided powder monoids is also a reflective subcategory of
T0Mons.

Proof. The first part is clear by inspection of the proof of Lemma 5.4.30, which can
be dualized without difficulty. To see that PP ′ = P ′P , fix a (T0) monoid (M, τ) and
consider the left action topology associated to the right action topology associated to τ .
This is generated by those U ∈ τ̃ such that for every p ∈M , the subset pUI is in τ̃ (and
hence, being clopen, in T ). It is necessary and sufficient to verify that for each fixed p
that B := p

UI has IpB ∈ τ . By Lemma 5.4.32, letting A := IpU , we have that IpB = p
AI,

whence we have A in the left action topology associated to τ and hence U is in the right
action topology associated to this. In summary, the topologies obtained by applying P
and P ′ in either order are the same.

Scholium 5.4.34. The inclusion G′
4 of the sub-2-category C′Mons of left complete

monoids into P′Mons has a left adjoint.

Proof. The proof proceeds exactly as for Scholium 5.4.31.
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With Scholia 5.4.33 and 5.4.34 we may extend the diagram of monadic functors (5.10)
as follows,

PMons CMons

T0Mons P′′Mons

P′Mons C′Mons.

G3

G4

G3

G′
3

G′
3

G′
4

(5.11)

Clearly, there is more of this picture to fill in; see Conjecture 7.3.2 in the Conclusion.
We could have included further reflective subcategories of TMons in this section, such

as the category of zero-dimensional monoids, but we hope the examples we have included
are sufficiently illustrative. Combined with the fact that the category of topological
monoids is ‘crudely’ monadic over the category Top of topological spaces, we obtain
that, upon restricting to monoid homomorphisms and ignoring conjugations, each of the
underlying 1-categories is monadic over Top, which hints at a concrete algebraic way to
study complete monoids as algebras for the resulting monad.
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Chapter 6

Topological semi-Galois Theory

Our final task is to combine the results of the last two chapters, to extend results ap-
pearing in [Car16]. Our approach is to use the characterization of toposes of topological
monoid actions as those which are hyperconnected under a topos of discrete monoid
actions. Indeed, we shall see that any point of a topos E provides a geometric morphism
from a candidate topos of discrete monoid actions, and given a site for E we may thus
apply the results of [Car19] to establish when that morphism is hyperconnected.

Our approach is a little different from Caramello’s. In [Car16] they use established
syntactic results regarding theories classified by Boolean toposes in order to extract a
syntactic result first, which is then specialized to produce categorical conditions. While
we examine necessary conditions on theories classified by toposes of monoid actions here,
we rely more heavily on insights coming from the theory of accessible categories. This
demonstrates the versatility of a topos-theoretic approach: we have many tools at our
disposal for tackling these problems.

Overview

In Section 6.1 we record how an arbitrary point of Grothendieck toposes has a canon-
ical factorization through a topos of actions of a discrete monoid (Proposition 6.1.1);
we use this to extract a general characterization of when a topos of sheaves on a site
is equivalent to a topos of topological monoid actions (Theorem 6.1.4). In Section 6.2
we apply this Theorem, first to the case of a geometric syntactic site, then to princi-
pal sites. We interrupt this analysis in Section 6.2.3 to expose some relevant results
about factorization systems, enabling us to re-express the characterization of the point
in terms of its properties of as an object of the inductive completion of the dual of the
category underlying a principal site with a compatible factorization system (Theorem
6.2.21). We go on to apply this formulation to the special cases of sites derived from
the supercompactly generated theories of Chapter 4 and then the reductive categories
of Chapter 3.

In Section 6.3, we generalize the original Fräıssé construction to demonstrate that,
subject to a countability criterion, the necessary conditions on a principal site with a
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compatible factorization system are also sufficient (Theorem 6.3.1), and in fact the result-
ing point is weakly initial in the category of points with the right properties (Proposition
6.3.4).

Finally, in Section 6.4 we explain how these results yield a ‘semi-Galois theory,’ by
observing that a principal site with a compatible factorization system admits a canonical
anafunctor to the category of open right congruences on the monoid corresponding to a
point with the right properties, and we give some examples.

6.1 Setup

6.1.1 Pointed toposes

An observation that we used only implicitly in the last chapter, but which we make
explicit now, is the following:

Proposition 6.1.1. Consider the 1-category whose objects are toposes of actions of dis-
crete monoids equipped with their canonical point, and whose morphisms are the (surjec-
tive) essential geometric morphisms which commute with these points. This 1-category
is coreflective (up to equivalence) in the 1-category of pointed Grothendieck toposes and
all geometric morphisms.

Proof. Given a pointed topos (E , p : Set → E), let L = End(p)op. Then there is a
canonical morphism q : PSh(L)→ E such that p is the composite of q with the canonical
point of PSh(L). Indeed, since each element of Lop is a natural transformation p∗ ⇒ p∗,
their components at an object X of E provide a left action of Lop, and hence a right
action of L, on p∗(X), and naturality ensures that morphisms X → Y are sent to right
L-set homomorphisms. The fact that the resulting functor E → PSh(L) preserves finite
limits and small colimits follows from the fact that p∗ does so and the forgetful functor
PSh(L)→ Set creates them, so we obtain a geometric morphism qE,p : PSh(L)→ E .

Now suppose we are given a second pointed topos (F , p′ : Set→ F) and a geometric
morphism h : F → E commuting with the points p, p′. Let L′ be End(p′∗)op. Then
for any natural transformation α : p′∗ ⇒ p′∗, we have (up to isomorphism) an induced
endomorphism αh∗ : p∗ ⇒ p∗ by restriction along the inverse image h∗. This restriction
operation is compatible with composition and preserves the identity transformation by
inspection, whence it is a monoid homomorphisms L′ → L. This induces an essential
surjection Eh : PSh(L) → PSh(L′) which commutes with the canonical points. Thus,
since these points are surjective, we conclude that this essential geometric morphism
completes the required commutative square up to isomorphism, which demonstrates
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naturality of the transformation q−,−:

PSh(L′) F

Set

PSh(L) E .

qF,p′

Eh h

qE,p

(6.1)

This is compositional by inspection.
For universality, consider any morphism of pointed toposes k : PSh(M) → E , and

let u be the canonical point of PSh(M), so that p = k ◦ u. We know from Remark 1.3.6
of Chapter 1 that the monoid of endomorphisms of u is Mop, whence qPSh(M),u is the
identity on PSh(M). As such, k = qE,p ◦ Ek as a special case of (6.1).

Remark 6.1.2. Following the theme of 2-categorical results discussed up to now in this
thesis, one might like to upgrade this to a sensible 2-categorical result. We expect this
should be possible, but there is an obstacle.

Given geometric morphisms g, h : F ⇒ E and a natural transformation β : g∗ ⇒ h∗,
we can apply the functor q∗F ,p′ and translate across the square in (6.1) to obtain a trans-
formation β′ : (Eg)∗q∗E,p ⇒ (Eh)∗q∗E,p. Extracting a natural transformation (Eg)∗ ⇒
(Eh)∗ requires appealing to 2-categorical properties of the morphism qE,p related to
those discussed in Section 5.4.2 of Chapter 5. Since we shall only need to use the con-
struction of the morphisms qE,p in this chapter, we shall not attempt to extract those
properties to the point of achieving this more complete result here.

As a consequence of Theorem 5.3.21 from the last chapter, a topos E is equivalent
to a topos of topological monoid actions if and only if, for some choice of point p :
Set → E, the geometric morphism qE,p from Proposition 6.1.1 is hyperconnected. We
use this characterization to obtain site-theoretic characterizations of these toposes and
by extension syntactic characterizations in terms of theories they classify.

6.1.2 Points of sheaf toposes

Suppose E ≃ Sh(C, J) for some site (C, J). As usual, we write ℓ : C → Sh(C, J) for the
composite of the Yoneda embedding with the J-sheafification functor. The definition
of morphisms of sites (which we recalled in Definition 3.2.47 of Chapter 3) is precisely
what is required to produce a correspondence,

Geom(F , E) ≃ Site((C, J), (F , Jcan)),

for any Grothendieck topos F , where the correspondence identifies a geometric morphism
f with the morphism of sites C ↦→ f∗(ℓ(C)). In particular, we can identify a point
of E with a morphism of sites (C, J) → (Set, Jcan), often called a J-continuous flat
functor, which is to say a flat functor C → Set sending J-covers to jointly epimorphic
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families. Note that this correspondence is an equivalence of categories, which is to say
that given p, q : F ⇒ E the geometric transformations p∗ ⇒ q∗ correspond to natural
transformations between the corresponding flat functors.

Given a point p : Set→ E with endomorphism monoid Lop, the morphism of sites F
corresponding to the induced geometric morphism qE,p : PSh(L)→ E is the one sending
an object C to p∗(ℓ(C)) with the induced right L-action. We quote the following result
in order to apply it to the present situation.

Proposition 6.1.3 ([Car19, Proposition 6.23]). Let (C, J) be a small-generated site, F
a Grothendieck topos and F : C → F (the underlying functor of) a morphism of sites.
Then the geometric morphism f : F → Sh(C, J) induced by F is hyperconnected if and
only if the following two conditions hold:

• F is cover-reflecting with respect to the canonical topology on F , and
• for every subobject A ↪→ F (C) in F there exists a J-closed sieve S on C such that
A is the union of the images of the arrows Fh for h ∈ S.

By [Car19, Theorem 6.1(i)], the first condition is equivalent to the geometric mor-
phism f being a surjection, while the latter condition amounts to the image of f∗ being
closed under subobjects, which together are necessary and sufficient for f to be hyper-
connected, by [Joh02, Proposition A4.6.6].

We apply this to the F described above, with F = PSh(L). Observe that a family
of morphisms {Ai → C | i ∈ I} is sent to a jointly epic family by F if and only if
the original point p∗ sends it to a jointly epic family, which is to say we can ignore the
L-action for the first condition. As such, we have the following maximally general result,
which we shall refine in the next section.

Theorem 6.1.4. A topos E = Sh(C, J) is equivalent to a topos of actions of a topological
monoid if and only if there exists a J-continuous flat functor F : C → Set such that,

• F reflects jointly epimorphic families to J-covering families, and
• letting L be the opposite of the monoid of natural endomorphisms of F and equip-
ping each F (C) with its canonical right L-action, given any sub-L-set A of F (C)
there exists a J-closed sieve S on C such that A is the union of the images of the
arrows Fh for h ∈ S.

Given such a functor, E ≃ Cont(L, ρ), where ρ is the coarsest topology making the
actions of L on the objects F (C) continuous; in other words the topology is generated by
the necessary clopens of the form,

Imx := {m′ ∈ L | x ·m = x ·m′}, (6.2)

ranging over x ∈ F (C), m ∈ L.

Proof. The conditions are a direct translation of Proposition 6.1.3. To see that the
stated topology coincides with the topology on L from the previous chapter, we observe
that every F (C) must be continuous with respect to that topology, and any union or
quotient of continuous actions is continuous, so this is the coarsest topology making all
objects of Sh(C, J) continuous L-sets.

198



We saw in Chapter 4 that flat functors on C can be identified with objects of
Ind-(Cop), the free cocompletion of Cop under filtered colimits. The point of PSh(C)
corresponding to an object U of Ind-(Cop) is the restriction of the representable functor
C ↦→ HomInd-(Cop)(C,U). As such, a J-continuous flat functor on C corresponds to an
object U of Ind-(Cop) such that HomInd-(Cop)(−, U) sends J-covering families to jointly
epimorphic families. In this formulation, L is the opposite of the monoid of endomor-
phisms of U .

In Section 6.2.3, we shall characterize the objects U of Ind-(Cop) which correspond
to points of Sh(C, J) that satisfy the conditions of Theorem 6.1.4 in the special case that
J = JT is a principal topology satisfying some extra conditions. This will enable us to
arrive at a characterization of these toposes which doesn’t explicitly involve the monoid
action.

6.2 Cases of interest

6.2.1 Syntactic sites

Throughout, we write CT for the (geometric) syntactic category of a geometric theory T
over a signature Σ, as constructed in Chapter 4, and we write Set[T] := Sh(CT, JT) for
the classifying topos of T.

Let M be a model of T, which corresponds to some point p : Set → Set[T]; the
T-model endomorphisms of M correspond to the endomorphisms of p. Letting L :=
End(M)op, the morphism of sites (CΦ, JT ) → PSh(L) corresponding to qSet[T],p sends
{x⃗i · ϕi} to its interpretation [[x⃗i · ϕi]]M, with the action induced by restriction; recall
from Chapter 4 that the interpretations of geometric formulae-in-context are preserved
by any T-model homomorphism.

Applying Theorem 6.1.4 to the syntactic category of T, the second condition simplifies
rather conveniently.

Corollary 6.2.1. A theory T is classified by a topos of topological monoid actions if
and only if there exists a model M of T in Set such that the following two conditions
are verified:

• whenever a family of T-provably functional formulae

{[θi] : {x⃗ · ϕi} → {x⃗ · ϕ} | i ∈ I}

in CT have interpretations [θi]M which are jointly epimorphic in Set, the sequent
ϕ ⊢x⃗

⋁︁
i∈I(∃y⃗)θi is provable in T, and

• letting L := EndT(M)op, given a sub-L-set X of [[x⃗ · ϕ]]M, there exists a geometric
formula ψ in the context x⃗ such that ψ ⊢x⃗ ϕ is provable in T and [[x⃗ · ψ]]M is
isomorphic to X as a subobject of [[x⃗ · ϕ]]M.

Proof. The first item is a straightforward translation of the first condition in Theorem
6.1.4, while the latter follows from Lemma 4.1.2 of Chapter 4, which states that every
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J-closed sieve on {x⃗ · ϕ} in CT is principal (so every subobject of a representable is
representable).

Let’s break down the consequences of this result; for the most part this amounts to
expressing syntactically the categorical requirements we saw in Chapter 5.

Definition 6.2.2. A model M of a geometric theory T in a topos E (in our case we
will have E = Set, as in classical model theory) is said to be T-conservative if any
geometric sequent ϕ ⊢x⃗ ψ which is valid in M is provable in T.

M is conservative if and only if the corresponding geometric morphism is a surjection
(cf. [Joh02, D3.2.6(ii)]). Following the observations after Proposition 6.1.3 above, we
deduce that a model M of a theory T satisfies the first condition of Corollary 6.2.1 if and
only if it is conservative. This in particular means that for every geometric formula-in-
context {x⃗ ·ϕ}, either ϕ ⊢x⃗ ⊥ is provable in T or the interpretation [[x⃗ ·ϕ]]M is inhabited,
by consideration of the propositional formula (∃x⃗)ϕ. This leads us to another standard
definition.

Definition 6.2.3. A theory T is said to be (geometrically) complete if for every geo-
metric sentence over Σ, one of,

⊤ ⊢[] ϕ or ϕ ⊢[] ⊥

is provable in T.

Geometric completeness of T corresponds to the topos Set[T] being two-valued (cf.
[Car12a, Remark 2.5]). Thus any theory T satisfying the conditions of Corollary 6.2.1
must be complete.

Let a⃗ ∈ [[x⃗ · ⊤]]M. It is true for any model of T that the image of a⃗ under a T-model
endomorphism ofMmust satisfy all geometric formulae in the context x⃗ which a⃗ satisfies.
The second condition of Corollary 6.2.1 might be described as a homogeneity condition
which is a partial converse to this observation: applying it to the principal sub-L-set
generated by a⃗, it says that there exists a formula-in-context {x⃗ ·ψ} such that ψ(a⃗) holds
and given any element b⃗ such that ψ(b⃗) holds, there is some T-model endomorphism m
of M such that m(a⃗) = b⃗. This is an analogue of one of the conditions appearing in
[Car16, Theorem 3.1]. The basic opens described in (6.2) can hence be described in this
context as:

Ima⃗ = {m′ ∈ L | a⃗ ·m = a⃗ ·m′}.

Now recall the notion of T-supercompact formula from Definition 4.2.4, and the
derived notion of supercompactly generated theory from Theorem 4.2.5 of Chapter 3,
which correspond to Set[T] being a supercompactly generated topos. Clearly, any theory
T satisfying the conditions of Corollary 6.2.1 must be supercompactly generated.

We shall examine how the conditions of Corollary 6.2.1 can be refined for supercom-
pactly generated theories in Subsection 6.2.4 below.
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6.2.2 Principal sites

Knowing that any topos of topological monoid actions is supercompactly generated, it
makes sense to restrict our attention to the principal sites discussed in Section 3.2 of
Chapter 3. As such, let T be a stable class of morphisms in a small category C, producing
a principal site (C, JT ). We have an immediate refinement of Theorem 6.1.4.

Corollary 6.2.4. Let (C, JT ) be a principal site. Then Sh(C, JT ) is equivalent to a topos
of actions of a topological monoid if and only if there exists a flat functor F : C → Set
sending T -morphisms to epimorphisms such that,

• whenever {fi : Ci → C} is sent by F to a jointly epimorphic family, one of the fi
lies in T , and

• letting L be the opposite of the monoid of natural endomorphisms of F and equip-
ping each F (C) with its canonical right L-action, for each sub-L-set A of F (C)
there exists a JT -closed sieve S on C such that A is the union of the images of the
morphisms Fh for h ∈ S.

Corollary 6.2.5. Letting (C, JT ), F and L be as in the statement of Corollary 6.2.4,
each of the L-sets F (C) must be principal, and each supercompact subobject of F (C) is
the image of some morphism Fh : F (D)→ F (C).

Proof. The first part can be proved directly from the conditions of Corollary 6.2.4.
However, we know from the derivation of Theorem 6.1.4 that the conditions make the
geometric morphism f : PSh(L) → Sh(C, JT ) hyperconnected, from Proposition 3.2.8
that the representable sheaves ℓ(C) are supercompact, from Corollary 3.1.56 that the
inverse image functor of a hyperconnected morphism preserves supercompact objects,
and finally that F (C) ∼= f∗(ℓ(C)).

For the second part, if A ↪→ F (C) in PSh(L) is supercompact then, since it is the
union of the images of morphisms Fh for h ranging over a JT -closed sieve S, it is
isomorphic to one of these images: there exists h ∈ S with A ↪→ F (C) the image of
Fh.

In this case, the topology on L from Theorem 6.1.4 can be generated by basic clopens
of the form,

Ima := {m′ ∈ L | a ·m = a ·m′},

for m ∈ L and a ranging over generators for the principal L-sets F (C).
To further illuminate the conditions of Corollary 6.2.4, we can translate properties

of toposes of topological monoid actions into site-theoretic properties, yielding necessary
conditions for that Corollary to apply.

Definition 6.2.6. Recall the notion of T -span from Definition 3.2.10. Say a principal
site (C, JT ) is T -span connected if, for any objects A,B of C, there exists a T -span
from A to B.

Lemma 6.2.7. A principal site (C, JT ) is T -span connected if and only if Sh(C, JT ) is
two-valued.
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Proof. Recall from Proposition 3.1.53 that a topos is two-valued if and only if all non-
initial objects are well-supported. Given a JT -sheaf X on C, suppose X(A) is inhabited
for some object A (else X is initial). Given any other object B, we have some T -span

E

A B,

f g

with f ∈ T . Now Xf must be an isomorphism by the sheaf condition, so X(E) is
inhabited and henceX(B) must be inhabited too. ThusX is well-supported, as required.

Conversely, if Sh(C, JT ) is two-valued, consider the sheaf ℓ(A)×ℓ(B). Since ℓ(A), ℓ(B)
are not initial, these objects are well-supported and the projection maps

ℓ(A)
π1←− ℓ(A)× ℓ(B)

π2−→ ℓ(B)

are epimorphisms. Moreover, the product is covered by objects of the form ℓ(C), whence
by composition with π1 we have a jointly epic family ℓ(Ci)→ ℓ(A) which we can reduce
to a singleton by supercompactness of ℓ(A). Thus we have a span in Sh(C, JT ) from A
to B whose domain is representable and whose left leg is an epimorphism. We can apply
Lemma 3.2.11 twice to recover representable morphisms,

ℓ(D) ℓ(E)

ℓ(C)

ℓ(A) ℓ(B).

ℓ(q)

ℓ(p)

ℓ(s)

ℓ(r)

f g

(6.3)

Here ℓ(q) is epic by construction, and then (q ◦ r, s) is a T -span from A to B, since a
representable morphism is epic if and only if it lies in T .

We can derive a stronger property here: we saw in Section 5.1.3 that the category of
supercompact objects in Cont(M, τ) has the joint covering property.

Definition 6.2.8. We say a principal site (C, JT ) has the joint T -covering property
if for any pair of objects A and B, there is a span from A to B with both legs lying in
T .

Scholium 6.2.9. A principal site (C, JT ) has the joint T -covering property if and only
if the category of supercompact objects in Sh(C, JT ) has the joint covering property.

Proof. For the ‘if’ direction, the joint covering property provides a joint cover of ℓ(A) and
ℓ(B) by some supercompact object, which is a quotient of a representable supercompact
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object, whence we have a span of epimorphisms

ℓ(C)

ℓ(A) ℓ(B)

f g

in Sh(C, JT ). Applying the construction of (6.3), we recover a representable such span,
and hence a joint T -cover of A and B.

Conversely, supercompact objects X and Y are quotients of representables ℓ(A) and
ℓ(B), whence the image under ℓ of a joint T -cover of A and B extends to a joint cover
of X and Y , as required.

Remark 6.2.10. Both the T -span connectedness property and the joint T -covering prop-
erty are natural generalization of (the dual of) the ‘joint embedding property’ of [Car16,
Definition 3.3], which is one of the necessary conditions on a category C in order for
Sh(Cop, Jat) to be equivalent to a topos of actions of a topological group.

The ‘amalgamation property’ which also appears in [Car16, Definition 3.3], naturally
generalizes (after dualizing) to the stability condition for T -morphisms. Another gen-
eralization which one might consider is the property that every cospan whose legs are
T -morphisms can be completed to a square of T -morphisms. However, this version fails
in general in categories of principal actions of a monoid, even in the discrete case. For
example, in PSh(N), the cospan,

N N

Z/2Z,
0↦→0 0↦→1

cannot be completed to a square of epimorphisms whose final corner is a supercompact
object, since the only such epimorphism available over N is the identity morphism.
Similarly, the dual of the amalgamation property fails to hold in general: recall the right
Ore property of Definition 2.2.30 in Chapter 2; by definition, in any monoid which is
not right Ore, there exist principal ideals m1M,m2M with empty intersection, which
corresponds to the existence of a cospan of principal M -sets which cannot be completed
to a commutative square.

6.2.3 Interlude: factorization systems

Observe that, in the second condition of Corollary 6.2.5, the principal sieve generated
by the morphism h need not be JT -closed for a general site (C, JT ). This is unfortunate,
since it would be convenient to be able to identify supercompact subobjects of F (C)
with suitable individual morphisms in C. In order to understand conditions under which
this might be achieved, let us characterize JT -closed sieves.
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Lemma 6.2.11. A sieve S on an object D of C is JT -closed if and only if it is closed
under right cancellation of T -morphisms, in the sense that if f ◦ t ∈ S with t ∈ T , then
f ∈ S. In particular, a principal sieve generated by a morphism h is JT -closed if and
only if h has the right lifting property (RLP) relative to T -morphisms, in the usual
sense that for any commuting square

A C

B D

t h

in C with t ∈ T , there exists a diagonal filler morphism k : B → C making both triangles
commute.

Proof. By definition, a sieve S on D is JT -closed if and only if for every morphism
f : B → D with f∗(S) ∈ JT , we have f ∈ S. But f∗(S) = {t : A→ B | f ◦ t ∈ S}, which
lies in JT if and only if some t ∈ f∗(S) lies in T , whence the given condition emerges.

If h has the RLP relative to T , the same argument shows that any f with f∗(S) ∈ JT
has f in the sieve generated by h, and conversely.

The dual of the right lifting property is the left lifting property (LLP).

Definition 6.2.12 ([AHRT02, Definition 1.2]). A weak factorization system (WFS)
on a category C is a pair (T ,M) of morphism classes in C such that

1. each morphism can be factored as a T -morphism followed by an M-morphism,
and

2. every member of T has the LLP relative to M and every member of M has the
RLP relative to T .

Corollary 6.2.13. Suppose a stable class T of morphisms in C forms the left class in a
WFS (T ,M) on C. Given an object D in C, consider the full subcategoryM/D of C/D
whose objects are those morphisms m : X → D lying in M. The JT -closed sieves on C
correspond to the ideals in M/D: the collections of objects K ⊆ M/D such that given
any morphism

Y X

D

n m

in M/D, we have n ∈ K whenever m ∈ K. In particular, principal sieves generated by
M-morphisms are JT -closed sieves.

Proof. By Lemma 6.2.11, the JT -closed sieves are precisely sieves closed under right
cancellation of T -morphisms. Given the WFS, such a sieve is determined by the M-
morphisms it contains, and these form an ideal inM/D. Conversely, given an ideal in
M/D, its extension to a sieve over D by precomposition is automatically closed under
right cancellation of T -morphisms, so is JT -closed, as required.

204



Example 6.2.14. In spite of the statement regarding principal sieves in Corollary 6.2.13,
M-morphisms need not be mapped to monomorphisms by ℓ in general. For example,
consider the factorization system (T ,M) = (identity, all) on the category

A⇒ B
c−→ C, (6.4)

where c coequalizes the parallel morphisms. The principal Grothendieck topology JT is
the trivial one, so ℓ is just the Yoneda embedding. Here, c is not a monomorphism, and
nor is its image under the Yoneda embedding, in spite of the fact that c generates an
M-closed sieve which determines a subobject of the terminal object y(C), namely the
subterminal object which is the support of y(B).

On the other hand, if all morphisms in M are monomorphisms, then these are
automatically preserved by ℓ, so the subobjects corresponding to principal JT -closed
sieves are representable; moreover, the category M/D described in Corollary 6.2.13
collapses into a preorder in this case.

Note that if T -morphisms are all epic or M-morphisms are all monic then the di-
agonal filler for the lifting property squares are automatically unique, so the weak fac-
torization system is upgraded to an orthogonal factorization system (OFS), which
are widely studied (cf. [Bor94, §5.5]). Moving from a WFS to an OFS simplifies the
statement of Corollary 6.2.13 in another way, since it forces the morphisms inM/D to
beM-morphisms too. This occurs in both of the special cases of interest to be discussed
below, so we shall immediately dive into the assumption that (T ,M) is an OFS on C.

We now dualize everything. Given aWFS (T ,M) on C, we obtain a dual factorization
system (Mop, T op) on Cop; the latter is orthogonal if and only if the former is. Supposing
that T is a stable class of morphisms in C, T op is a ‘costable class’ in the evident dual
sense; we saw some examples of costable classes in the computations of Chapter 4.

Let us consider how a factorization system on Cop can be extended to one on
Ind-(Cop). There is a standard way of constructing (weak) factorization systems on
accessible categories starting from a class of morphisms in the separating subcategory,
namely the small object argument. However, this construction typically requires the
presence of pushouts; the variant appearing in [Ros02, Theorem 2.3] merely requires the
possibility of completing a span to a commuting square, but even this is not possible in
Ind-(Cop) for a general C, or even for the cases we are interested in (as a consequence
of Remark 6.2.10, above). For similar reasons, the construction of a model structure on
Ind-(Cop) from a model category C such as that found in [Isa01] cannot be specialized
to our situation, since the presence of small (co)limits in C is frequently used in the con-
structions there. As such, we prove a version from scratch here for the case of an OFS.
To simplify constructions, we shall need some preliminary results regarding (finitely)
accessible categories.

Fact 6.2.15 ([AR94b, Theorem 1.5]). Every filtered category admits a final functor from
a directed poset.

A particular consequence of Fact 6.2.15 is that we can simplify the construction of
Ind-(Cop). Indeed, Ind-(Cop) can be identified as the full subcategory of [C,Set] on the
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filtered colimits of representables, but the above shows that we may instead identify it
with the full subcategory on the directed colimits of representables. In a directed poset
I, we shall write i, i′, j, j′ for generic elements and whenever i ≤ i′, we shall denote by
ki

′
i : i→ i′ the unique morphism in I.

Fact 6.2.16 ([Mak88, Theorem 5.1]). Let F be any finite category. Then Ind-(Cop)F ≃
Ind-

(︁
(Cop)F

)︁
. In particular, for F = 2 the walking arrow category, the finitely presentable

objects in Ind-(Cop)2 are precisely the morphisms between objects of Cop.

This fact makes arguments a lot neater, since it circumvents the need to reason about
morphisms of Ind-(Cop) in terms of domain and codomain objects.

Proposition 6.2.17. Let C be a category equipped with an OFS (T ,M). Then there is
an OFS (L,R) on Ind-(Cop) such that:

1. R is the set of morphisms having the unique RLP relative toMop;
2. L is closed under directed colimits in the arrow category Ind-(Cop)2;
3. R is closed under directed colimits in the arrow category Ind-(Cop)2; and
4. the restriction of (L,R) to Cop, viewed as a full subcategory of Ind-(Cop), is precisely

(Mop, T op).

Moreover,

(a) morphisms in L and R can respectively be presented as directed colimits of mor-
phisms inMop and T op;

(b) ifM-morphisms are monomorphisms (resp. regular monomorphisms, strict monomor-
phisms) then L-morphisms are epimorphisms (resp. regular, strict epimorphisms),
and

(c) if T -morphisms are epimorphisms (resp. regular epimorphisms) then R-morphisms
are monomorphisms (resp. regular monomorphisms).

Proof. The first property provides the definition of R, and hence the definition of L as
those morphisms having the (unique) LLP with respect to R.

For the second property, let I be a directed indexing poset and D : I → Ind-(Cop)2
a diagram such that D(i) : dD(i) → cD(i) lies in L for every i in I. Write l : K → K ′

for the colimit and δi, γi for the legs of the colimit cocone at D(i). Given a square

K P

K ′ Q

p

l t

q

with t ∈ R, for any i we may compose with the colimit legs to obtain a square with a
diagonal filler,

dD(i) P

cD(i) Q.

p◦δi

D(i) t

q◦γi

λi
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By uniqueness of lifts, the λi form a cocone under the functor cD : I → Ind-(Cop),
whence we have a unique morphism K ′ → P which is immediately a diagonal filler for
the original square; uniqueness follows from the universal property of cD(i) as a colimit
and a second application of the uniqueness of the λi. Thus l ∈ L as claimed.

For the third property, suppose we are instead given a directed indexing poset I and
a diagram D : I→ Ind-(Cop)2 such D(i) is an R-morphism for every i. Denote its colimit
by r : K → K ′ and suppose we are given a square,

A K

B K ′

p

m r

q

with m an Mop-morphism. By Fact 6.2.16, m is finitely presentable as an object of
Ind-(Cop)2, so this square factorizes through one of the morphisms D(i). Taking the final
subcategory of I of elements above i, we express r as a colimit of morphisms forming a
square with m having a diagonal filler, and hence obtain a unique diagonal filler of the
colimit square by a similar argument to that above, whence r ∈ R.

The fourth property is a direct consequence of the fact that Cop is a full subcategory
of Ind-(Cop).

All that remains is to verify that (L,R) does in fact form a factorization system.
Given a morphism q : X → Y viewed as an object of Ind-(Cop)2, we may express
q as a directed colimit of finitely presentable morphisms, say D : I → (Cop)2. By
the assumption that (Mop, T op) is an OFS, we may factor each D(i) uniquely up to
isomorphism as ti ◦ mi with ti ∈ T op and mi ∈ Mop; let bD(i) be the codomain of
mi.

1We can extend bD to a functor I→ Cop by defining Fki
′
i as the filler in the following

rectangle:

dD(i) dD(i
′)

bD(i) bD(i
′)

cD(i) cD(i
′).

mi

dDk
i′
i

mi′

ti

bDk
i′
i

ti′

cDk
i′
i

Uniqueness of lifts guarantees functoriality. By the second and third properties above,
the colimit of the resulting upper and lower diagrams I-indexed diagram in Ind-(Cop)2
provide the desired (L,R)-factorization. This construction also demonstrates point (a).

Point (b) follows from the fact that colimits commute with colimits, while point (c)
follows from the fact that directed colimits commute with finite limits.

1Having to make many choices seems inevitable here, but the end result is well-defined up to unique
isomorphism.
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Remark 6.2.18. In conversation about Proposition 6.2.17 with Ivan di Liberti, he sug-
gested a shorter proof using the fact that a category equipped with an orthogonal fac-
torization system is an algebra for the monad on Cat defined by D ↦→ D2. Applying
the Ind-construction to an algebra D2 → D and employing Fact 6.2.16 should provide
an algebra structure on Ind-(D) compatible with the one on D via the full embedding
D → Ind-(D). We shall not make this idea precise here.

Since we do not want to assume the presence of coequalizers, we also need the
following.

Lemma 6.2.19 (Asymptotic identity lemma). Suppose we have a directed diagram V :
I → Cop with colimit U in Ind-(Cop). Suppose that for each i ∈ I, we are given an
element ji ≥ i. Then:

1. We may construct a final subposet I′ ↪→ I such that ji ≤ ji′ whenever i ≤ i′.
2. The diagram V ′ : I′ → (Cop)2 sending i to V kjii ,

V (i) V (i′) · · ·

V (ji) V (ji′) · · ·

V k
ji
i

V ki
′
i

V k
ji′
i′

V k
ji′
ji

has as colimit in Ind-(Cop)2 the identity on U .

Proof. We may define I′ be the poset with the same elements as I but with order relation
defined by i ≤′ i′ if and only if i ≤ i′ and ji ≤ ji′ . This is a directed poset because for
any i, i′ there exists an element j larger than ji and ji′ .

Now let J be the directed set {(i, j) ∈ I × I | i ≤ j} with the product ordering
(so (i, j) ≤ (i′, j′) if and only if i ≤ i′ and j ≤ j′), and define W : J → (Cop)2 by
(i, j) ↦→ V kji . This has two pertinent final subdiagrams. The first is the diagonal, which
clearly converges to the identity on U since all of its components are identities. The
second is the diagram V ′ described above; thus the colimit of V ′ is the identity on U
too, as claimed.

With all of this theory regarding Ind-(Cop) under our belts, we can return to the
principal sites which motivated this excursion.

Lemma 6.2.20. Let (C, JT ) be a principal site. Let U be an object of Ind-(Cop), and
consider the flat functor F := HomInd-(Cop)(−, U). F is JT -continuous if and only if U
is T op-injective, in the sense that given a span

A U

B,

p

t

with t ∈ T op, there exists a morphism B → U in Ind-(Cop) making the triangle commute.
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Proof. This is a direct translation of what it means for F to send T -morphisms to
epimorphisms.

Theorem 6.2.21. Let (C, JT ), U and F be as in Lemma 6.2.20. Suppose that T is the
left class in an orthogonal factorization system (T ,M) on C, such thatM is contained in
the class of monomorphisms. Let (L,R) be the extension of (Mop, T op) to a factorization
system on Ind-(Cop). Then F meets the criteria of Corollary 6.2.4 if and only if the
following conditions are met:

1. U is T op-injective;
2. U is R-universal, in the sense that every object X of Cop admits an R-morphism

to U in Ind-(Cop), and
3. U can be expressed as a directed colimit of finitely presentable objects such that the

legs of the colimit cone lie in R, or equivalently such that the morphisms in the
diagram lie in T op.

Remark 6.2.22. The first two conditions in Theorem 6.2.21 are natural extensions of (the
duals of) the definitions appearing in [Car16, Definition 3.3] of C-homogeneous object
and C-universal object, respectively. This terminology originates in model theory (cf.
[Hod93, Chapter 7]). We can also generalize the notion of C-ultrahomogeneous object;
we will need this definition in the proof, so we give it here.

Given the set-up of Theorem 6.2.21, we say an object U of Ind-(Cop) is C-quasi-
homogeneous if every object D of Cop admits a morphism g0 : D → U such that for all
morphisms d : D → E in Cop and h : E → U there exists an endomorphism u : U → U
satisfying h ◦ d = u ◦ g0:

D U

E U.

g0

d ∃u

h

Clearly we may take d to be the identity on idD without loss of generality, but the
principle we want to express is that ‘every Cop-morphism extends to an endomorphism
of U ’.

Proof. Suppose F meets the conditions of Corollary 6.2.4, and let L := EndInd-(Cop)(U)op

as usual. We know from Lemma 6.2.20 that T op-injectivity is necessary. By Corollary
6.2.5, for each object D of C, F (D) must be a principal L-set, which is equivalent to U
being C-quasi-homogeneous in the sense of Remark 6.2.22.

We claim that any generating morphism g0 ∈ HomInd-(Cop)(D,U) is an R-morphism.
Indeed, expressing U as a directed colimit of a diagram V : I → Cop, g0 corresponds
to an equivalence class of morphisms of the form q : D → V (i). Consider the (L,R)-
factorization of q, say q = q′ ◦m. Let h : D → U be any other morphism and take its
(L,R)-factorization, say h = h′ ◦ n. By assumption, there exists an endomorphism u of
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U making this rectangle commute:

D D′ V (i) U

D D′′ U.

m

g0

q′ λi

u

n

h

h′

By orthogonality, we obtain a morphism D′ → D′′ as indicated making both squares
commute. But consequently,

F (m) = (− ◦m) : HomInd-(Cop)(D
′, U)→ HomInd-(Cop)(D,U)

is a surjection. Since F reflects epimorphisms to T -morphisms, it follows that m lies in
both L and R and hence is an isomorphism. Thus q is a T op-morphism. Fixing any such
q, we may express g0 as the colimit of the following i/I-indexed diagram in Ind-(Cop)2,

D D

V (i) V (i′),

q V ki
′
i ◦q

V ki
′
i

where each of the vertical morphisms is in T op by the argument above. Thus, by the
third point of Proposition 6.2.17, g0 is a member ofR, as claimed. Thus U isR-universal.

Consider again the directed diagram V : I → Cop with colimit U in Ind-(Cop).
Clearly, each λi : V (i)→ U generates a principal sub-L-set of F (V (i)), whence there is
anM-morphism2 (which we index for subsequent reference) mi : X(i)→ V (i) such that

Fmi = (− ◦mi) : F (X(i))→ F (V (i))

has image this sub-L-set; since M consists of monomorphisms by assumption, there
exists some generator gi of F (X(i)) which is mapped to λi under composition with mop

i ,
whence gi ◦mi is the (L,R)-factorization of λi.

By finite presentability of X(i), gi factors through some object V (ji) as λji ◦ hi;
without loss of generality, ji ≥ i. Then we have λji ◦ hi ◦mi = λi = λji ◦ V k

ji
i ; by finite

presentability, this identity holds when λji is replaced by V k
j′i
ji

for sufficiently large j′i.

In particular, substituting hi for V k
j′i
ji
◦hi and ji for j′i, we can without loss of generality

assume that hi ◦mi = V kjii , which makes this the (L,R)-factorization of V kjii . We can
now apply Lemma 6.2.19 to deduce that after restricting to a suitable final subdiagram

2We are abusing notation a little here by not distinguishing between the morphism mi in C and its
dual in Cop.
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I′ of I, the V kjii assemble into an I′-indexed diagram in Cop whose colimit in Ind-(Cop)
is the identity on U . Moreover, by the proof of Proposition 6.2.17, the hi,mi assemble
into respective diagrams (by orthogonality) converging to the (L,R)-factorization of the
identity, which is trivial. In particular, the colimit of the diagram X is (isomorphic to)
U , and the colimit cone consists of morphisms in R since the gi are in R, as required.

Conversely, suppose we are given U with the stated properties. It is immediate that
F sends T -morphisms to epimorphisms by T -injectivity.

Suppose F sends some collection of morphisms {fi : Ci → D} to a jointly epimorphic
family, and let g0 : D → U be anR-morphism. This means in particular that there exists
some g : Ci → U in Ind-(Cop) such that g ◦ fopi = g0. But g0 is a member of R, whence
so is fopi , which is to say that fi ∈ T , as required for the first point of Corollary 6.2.4.

We claim that g0 is also a generator of F (D) as a right L-set. Indeed, letting V be
a directed diagram as above but now assuming that the morphisms V ki

′
i lie in T op, it

must be that g0 factors through one of the λi : V (i)→ U via a T op-morphism ti, whence
for any other morphism h : D → U , T op-injectivity gives,

D V (i) U

U ;

ti

h

g0

λi

∃ui

the sequence ui thus converges to the desired endomorphism of U ; this gives C-quasi-
homogeneity.

Now, a principal sub-L-set of HomInd-(Cop)(D,U) has some generating morphism
x : D → U . By finite presentability, x factors through some R-morphism V (i) → U .
In particular, the intermediate object in the (L,R)-factorization x = r ◦ l is finitely
presented, and hence the image of Flop is precisely the sub-L-set generated by x. It
follows that for any sub-L-set A ↪→ F (D) we can construct a JT -closed sieve (consisting
ofM-morphisms derived as lop was above) on D in C whose images jointly cover A, as
required.

Remark 6.2.23. We only used the condition thatM is contained in the class of monomor-
phisms in a single place in this proof; we suspect it may be possible to remove this
condition, but it is not such a strong condition as to be obstructive for the purposes of
the present chapter.

6.2.4 Supercompactly generated theories

Let T be a supercompactly generated theory, and let

Φ := {{x⃗i · ϕi} | i ∈ I}

be the set of T-supercompact formulae-in-context (up to α-equivalence); let CΦ be the
corresponding full subcategory of the syntactic category CT. We include all of the T-
supercompact formulae because this gives us an (epi,mono) factorization system on CΦ.

211



Indeed, since CT is closed under subobjects in Sh(CT, JT), the intermediate object in
the image factorization of any morphism between formulae in Φ is represented by some
formula in Φ. Moreover, by the same proof as Corollary 3.1.17 in Chapter 3, all epimor-
phisms in CΦ are strict.

Remark 6.2.24. Including all supercompact formulae-in-context in Φ is slight overkill:
we could simply have closed any generating set of T-supercompact objects under image
factorizations; we leave consideration of this generalization to the interested reader.

For the remainder of this section, let T, Φ, CΦ and T be as described above.
The fact that the formulae in Φ are T-supercompact means that the restriction of the

canonical topology to CΦ will be a principal topology generated by the (stable) class T
of strict epimorphisms, so that Set[T] ≃ Sh(CΦ, JT ) (by the Comparison Lemma, say).
In general there will be supercompact objects of Set[T] which are not representable, so
CΦ need not be a reductive category, but it still has all the features needed to apply the
results of the last two sections. First, we refine the presentation of morphisms in CΦ
and then give syntactic characterizations of the necessary condition derived in Scholium
6.2.9.

Lemma 6.2.25. Let θ be a T-provably functional formula presenting a morphism {x⃗ ·
ϕ} → {y⃗ · ψ} in CΦ. Then θ is (T-provably equivalent to) a T-supercompact formula.

Proof. Express θ as a disjunction of supercompact formulae
⋁︁
i∈I χi. Recalling that ex-

istential quantification commutes with disjunctions, the following sequents are provably
in T:

ϕ ⊢x⃗
⋁︂
i∈I

(∃y⃗)χi
⋁︂
i∈I

χi ⊢x⃗,y⃗ ϕ ∧ ψ

(︄⋁︂
i∈I

χi

)︄
∧

(︄⋁︂
i∈I

χi[y⃗
′/y⃗]

)︄
⊢x⃗,y⃗,y⃗′ y⃗ = y⃗′

Since ϕ is supercompact, there exists an index i such that ϕ ⊢x⃗ (∃y⃗)χi. By inspection,
χi satisfies the requirements to be a T-provably functional formula and χi ⊢x⃗,y⃗ θ. This
means that the relation presented by χi is contained in that presented by θ, but both
are functional relations in CT, and the ordering on such relations (which corresponds to
T-provability) is discrete, so χi is T-provably equivalent to θ, as required.

Remark 6.2.26. In particular, Lemma 6.2.25 means that we can index the morphisms
of CΦ by elements of Φ modulo T-provable equivalence. This is important because it
means that when the signature of T is countable, then there are only countably many
morphisms between the objects of CΦ, a fact which we shall be able to take advantage
of in Section 6.3. The composition operation, which involves taking a T-supercompact
formula T-provably equivalent (∃y⃗)(γ ∧ θ), is a little abstract, but the following Lemma
makes it somewhat easier.

Lemma 6.2.27. The site (CΦ, JT ) has the joint-T -covering property if and only if for
every pair of formulae-in-context {x⃗ · ϕ} and {y⃗ · ψ} in Φ there exists a third formula
{x⃗, y⃗ · χ} in Φ such that the sequents

χ ⊢x⃗,y⃗ ϕ ∧ ψ and ϕ ⊢x⃗ (∃y⃗)χ and ψ ⊢y⃗ (∃x⃗)χ

212



are provable in T. We say Φ has the joint-T-covering property if this holds.

Proof. Given an arbitrary joint cover of the given objects, it must admit a morphism
in CT to their product, and taking the image of that morphism we obtain a joint cover
in the context x⃗, y⃗, whence an object {x⃗, y⃗ · χ} for which the first identity holds. The
remaining sequents are translations of what it means for the projections to {x⃗ · ϕ} and
{y⃗ · ψ} to be epimorphisms.

Remark 6.2.28. We can deduce completeness of T (in the sense of Definition 6.2.3 above)
directly from the joint-T-covering property on Φ: applying existential quantification to
the formulae in Lemma 6.2.27, we see that all supercompact propositional formulae are
T-provably equivalent, whence (since all propositional formulae are unions of supercom-
pact ones) every proposition is either T-provably equivalent to ⊤ or ⊥, and either T is
contradictory or ⊤ is a T-supercompact formula.

It should be possible to translate each of the conditions of Theorem 6.2.21 into
syntactic properties, with only the mild obstacle that we lack a characterization of
R-morphisms (in the sense of Proposition 6.2.17) in order to describe R-universality.
However, our attempts at this translation were no more enlightening than the necessary
and sufficient conditions already extracted in Section 6.2.1, so we move on immediately.

6.2.5 Reductive sites

Finally, we arrive in our analysis to the canonical sites of definition for supercompactly
generated toposes.

We saw in Corollary 3.1.21 of Chapter 3 that any reductive category has a (strict
epi,mono) factorization system whose left class is stable by definition. Thus we can
directly apply the results of Section 6.2.3.

Corollary 6.2.29. Let (C, Jr) be a reductive site. Then Sh(C, Jr) is equivalent to a topos
of actions of a topological monoid if and only if there exists a flat functor F : C → Set
preserving strict epimorphisms such that,

• whenever {fi : Ci → C} is sent by F to a jointly epimorphic family, one of the fi
is a strict epimorphism, and

• letting L be the opposite of the monoid of natural endomorphisms of F and equip-
ping each F (C) with its canonical right L-action, for each sub-L-set A of F (C)
there exists a subobject B ↪→ C in C such that A ∼= F (B).

Equivalently, using Theorem 6.2.21, this occurs if and only if there exists an object U in
Ind-(Cop) such that,

1. U is injective with respect to strict monomorphisms in Cop;
2. every object D of Cop admits a monomorphism to U whose left factors lying in Cop

are strict;
3. U can be expressed as a colimit of a directed diagram whose constituent morphisms

are strict monomorphisms.
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Proof. The first characterization is a direct translation of Theorem 6.1.4. For the latter,
just as in the last section we lack a characterization of the extension R of the class T op

of strict monomorphisms in Cop to Ind-(Cop), but we at least know that R-morphisms
are monic by Proposition 6.2.17(c), so the conditions are necessary.

Conversely, given the stated conditions and an expression of U as a colimit of a
directed diagram E : I→ Cop consisting of strict epimorphisms, a monomorphism X ↪→
U must factor as a monomorphism X ↪→ E(i) followed by the colimit leg λi : E(i)→ U
which is anR-morphism, and since all monomorphisms in Cop are strict monomorphisms,
it follows that the monomorphism X ↪→ U is an R-morphism, as required.

6.3 An extension of the Fräıssé construction

While the necessary and sufficient conditions presented at various levels of generality in
Section 6.1 appear to be reasonable generalizations of those obtained by Caramello in
[Car16], they are a priori useless, since we have not provided any way to build an object
U with the relevant qualities.

Obtaining such a point, after imposing some mild hypotheses, is the purpose of the
Fräıssé construction, whose relation to topos theory Caramello studied in her own doc-
toral thesis (published in [Car14], relying in places on the work of Kubís [Kub14]). The
origin of this construction is recounted in [Hod93, §7.1]: Roland Fräıssé demonstrated
that the rationals (viewed as a countable linearly ordered set) can be reconstructed as
the filtered colimit of its finite linear suborders, in such a way that any other countable
linear order embeds into the rationals. This construction extends to a demonstration
that for any class of finite structures satisfying the joint embedding property and the
amalgamation property, there exists a unique countable structure which is universal and
ultrahomogeneous with respect to this class, where the categorical interpretation of these
terms is that employed by Caramello, as described in Remarks 6.2.10 and 6.2.22 above.

6.3.1 Existence theorem

We shall not produce such general results here; we simply give a special case analogous
to Fräıssé ’s original construction, following [Hod93, Theorem 7.1.4].

Theorem 6.3.1. Let C be a (finite or) countable category equipped with an OFS (T ,M)
such that T is a stable class andM is contained in the class of monomorphisms. Suppose
that C has the joint T -covering property. Then Ind-(Cop) contains an object U satisfying
the conditions of Theorem 6.2.21.

Proof. We shall construct an ω-indexed sequence {Ui : i < ω} in Ind-(Cop) such that
each uk+1

k : Uk → Uk+1 lies in T op, such that for any object A in C, Uk admits a T op

morphism from A for all sufficiently large k, and such that the colimit is T op-injective.
Enumerate T op as {ti : Ai → Bi | i < ω};3 since every object appears as a domain of

a T op-morphism (the identity on itself) there is no harm in using this as an enumeration

3This can be adapted to the finite case either by repetition or by choosing a suitable finite indexing
set throughout the proof.
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of the objects too. Let π : ω × ω × ω → ω be a bijection such that π(i, j, k) ≥ k. We
define Uk inductively as follows:

Let U0 := A0.
Given Uk, enumerate spans,⎧⎪⎨⎪⎩ Ai Uk

Bi

ti

fi,j,k

⃓⃓⃓⃓
⃓⃓⃓ j < ω

⎫⎪⎬⎪⎭ ,

If there exists i′, j′, k′ with π(i′, j′, k′) = k, then define U ′
k+1 by (co)stability of ti′ along

ukk′ ◦fi′,j′,k′ ; otherwise set U ′
k+1 = Uk. Now define Uk+1 by applying the joint T -covering

property to Ak+1 and U ′
k+1; we illustrate this (with hooked arrows for T op-morphisms)

as follows:

Ai′ Uk′ Uk

Bi′ U ′
k+1

Ak+1 Uk+1

ti′

fi′,j′,k′ uk
k′

u′k

uk+1
k

u′′k

(6.5)

That every object in Cop admits a T op-morphism to some Uk and hence an R-
morphism to U is immediate. To verify T op-injectivity, observe that any f : A → U
must factor through Uk by finite presentability, and given any T op-morphism t : A→ B,
we can choose k large enough that there is a morphism completing the triangle, as
required.

Applying this to the category of CΦ of T-supercompact formulae discussed in Section
6.2.4 produces the following result:

Corollary 6.3.2. Suppose that T is a supercompactly generated theory over a countable
signature, and let Φ be the class of T-supercompact formulae. If Φ has the joint-T-
covering property, then there exists a model M of T satisfying all of the necessary condi-
tions highlighted in Section 6.2.1. In particular, T is classified by a topos of topological
monoid actions.

6.3.2 Minimality theorem

We know, from Example 5.4.26 for example, that complete topological monoids repre-
senting a given topos are far from unique. However, the classical Fräıssé construction,
which applies to a suitable class of finitely generated models of a theory over a countable
signature, produces a model which is countably categorical, in the model-theoretic sense
that it is the only countable model with the required universal properties.

Since we saw in Chapter 1 that the Morita-equivalence problem is non-trivial even
for discrete monoids, we cannot hope to recover uniqueness. Nonetheless, we can at least
generalize a weaker minimality result by emulating Caramello and Kubís.
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Lemma 6.3.3. Consider the set-up from Theorem 6.2.21. Let X be an object of
Ind-(Cop) expressible as a colimit of a diagram Y : ω → Cop whose morphisms lie in
T op. Let U be any T op-injective object which admits a morphism from some object in
the image of Y (for example, suppose U is R-universal). Then there exists a morphism
X → U .

Proof. We must construct a cocone under the diagram Y with nadir U . We are given a
morphism Y (n)→ U . For n′ < n we simply compose with the morphism Y (n′)→ Y (n).
Given Y (n), we construct Y (n+ 1) by T op-injectivity of U and so on, inductively.

Proposition 6.3.4. Let C be a countable category equipped with the data specified in
Theorem 6.3.1. Then the object U constructed in Theorem 6.3.1 is weakly initial amongst
T op-injective, R-universal objects of Ind-(Cop).

Proof. This is immediate from Lemma 6.3.3.

Considering the Schanuel topos of Example 3.2.71, for example, the countable set
N is weakly initial in the category of infinite decidable sets, having (many) embeddings
into any other infinite set.

Example 6.3.5. We have already mentioned that non-triviality of Morita-equivalence
for monoids which we saw in Chapter 1 obstructs a generalization of the uniqueness up to
isomorphism assertion regarding the Fräıssé construction. One might hope based on this
that one could at least demonstrate that any pair of objects satisfying the conditions of
Theorem 6.2.21 and constructed as countable directed colimits of T op-morphisms might
be retracts of one another, or embed into one another. Thanks to Jens Hemelaer, we
can exhibit a counterexample to these suggestions.

Consider the bicyclic monoid, which has the following presentation:

B := ⟨u, v | uv = 1⟩.

Each element of B can be uniquely expressed in the form viuj with i, j ≥ 0. Consider
B as a one-object category, and let

U := {uj | j ≥ 0} and V := {vi | i ≥ 0}.

By definition, U and V are the classes of split epimorphisms and split monomorphisms
of B respectively; in fact, one can check that these form an orthogonal factorization
system on B and that U is a stable class, so that (B, JU ) is a principal site satisfying
the conditions of Theorem 6.3.1. Since all of the U-morphisms split, JU coincides with
the trivial topology, so the topos Sh(B, JU ) is simply PSh(B). As such, this topos has
a canonical point (with the properties required by Theorem 6.2.21) corresponding to B
as a left B-set, or equivalently as an object of the category Bop. On the other hand, the
object constructed in the proof of Theorem 6.3.1 is the colimit of the diagram,

B B B · · · ;·u ·u ·u
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call this colimit A. Of course, the specific diagram constructed according to the proof
may differ from this one, but considering stability of U morphisms along identity mor-
phisms we see that the sequence of morphisms uk+1

k in the proof must contain infinitely
many non-identity members of U , whence we can construct a final map ω → ω mapping
the constructed sequence to the one above.

As a left B-set, we can identify A with the set having elements {bpaq | p ∈ N, q ∈ Z},
and action determined by:

u · bpaq =

{︄
bp−1aq if p > 0

aq+1 if p = 0

v · bpaq = bp+1aq.

There is an epimorphism A → B, which can be constructed as the colimit in
Ind-(Bop)2 of the following diagram in (Bop)2:

B B B · · ·

B B B · · · ;

·u

·1

·u

·v

·u

·v2

concretely, it sends bpaq to vpuq if q ≤ 0 and to vp+q if q < 0. Since B is projective as
a left B-set, this epimorphism splits; the most obvious splitting sends viuj back to biaj .
Thus B is a retract of A. However, A is not a retract of B since it is not principal: the
element bpaq generates a sub-B-set on elements of the form bp

′
aq

′
with q′ ≥ q; there is

no monomorphism A→ B, either.
Let L := End(A)op. This monoid can be presented as,

L ∼= ⟨a, a−1, w | aa−1 = 1 = a−1a, wakw = wak, wa−kw = a−kw (k ≥ 0)⟩,

where a acts on A by sending bpaq to bpaq+1, a−1 is its inverse, and w is the idempotent
endomorphism obtained as the composite A→ N → A of the morphisms in the retrac-
tion described above. To verify the presentation, we observe that the generators are left
B-set homomorphisms validating the given relations and that these relations allow us to
write any element of the presented monoid uniquely as either aiwaj or ak with i, j, k ∈ Z
(by an inductive argument which we omit). To check that these relations are exhaustive,
consider the fact that a B-set endomorphism ϕ of A is determined by its value on the
generating set {aq | q ∈ Z}. If there exists some q with ϕ(aq) = bpaq

′
for p > 0 then for

l ≥ q we have,

ϕ(al) = ul−qϕ(aq) =

{︄
bp−(l−q)aq

′
if p− (l − q) ≥ 0

aq
′+(l−q)−p if p− (l − q) ≤ 0,

while for l ≤ q we have ϕ(aq) = uq−lϕ(al), which has the unique solution ϕ(al) =
bp+(q−l)aq

′
. As such, ϕ decomposes in L as a−p−qwaq

′
. On the other hand, if ϕ(aq) = aq

′

is a power of a for all q ∈ Z, ϕ is expressible as aq
′−q. This validates the presentation.
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To compute the topology on L, we use Theorem 5.3.36 from Chapter 5: the counit
of the (hyperconnected) geometric morphism PSh(L)→ PSh(B) induced by A at P(L)
is

ϵP(L) : HomL(A,P(L))⊗B A→ P(L)f ⊗ a ↦→ f(a),

and the base for the topology is the image of this map. Note that A is a principal L-set,
since 1 can be mapped to any bqap by the action of L; as such, an L-set homomorphism
f : A → P(L) is determined by the image of 1. A subset U can be the image of 1
under such an f if and only if (aiwaj)∗(U) = (ai+j)∗(U) for all i ≥ 0, since the right
congruence on L generated by (aiwaj , ai+j) produces the quotient map L↠ A. In other
words, f(1) is a union of subsets of L of the form Uk := {ak} ∪ {aiwak−i | i ≥ 0} and
singletons {aiwaj} with i ≤ 0, with no further requirements.

Considering the image of such U under the inverse image action of L to complete the
picture, we find that for any value of i and j, the singleton {aiwaj} is open, while all
basic neighbourhoods of elements of the form ak are infinite and of the form (ak

′
)∗(Uk).

Letting ρ be the topology generated by these subsets, the conclusion is that PSh(B) ≃
Cont(L, ρ). Incidentally, we note that by Proposition 5.4.20, there cannot be a monoid
homomorphism L→ B inducing this equivalence, since L is not isomorphic to B. This
also demonstrates that discreteness is not a Morita-invariant property of topological
monoids.

6.4 Semi-Galois theories

At last, we shall extract semi-Galois theories from the theory developed so far. We shall
impose all of the conditions from the last section, since those are what we shall be using
in order to construct examples. As such, we throughout let (C, JT ) be a principal site
such that (T ,M) is a factorization system on C withM consisting of monomorphisms.
We also take (L,R) to be the extension of (Mop, T op) to Ind-(Cop) as described in
Proposition 6.2.17.

6.4.1 Expanding the site

Let U be a T op-injective, R-universal object of Ind-(Cop) which is a colimit of T op-
morphisms, and let L = End(U)opInd-(Cop). The topology ρ on L from Theorem 6.1.4 is

generated by the necessary clopens for the L-sets HomInd-(Cop)(D,U) ranging over objects
D of C. It is worth noting that given an expression of U as the colimit of a directed
diagram E : I → Cop (whose morphisms lie in T op, say), we have a basis consisting of
the necessary clopens for the L-sets HomInd-(Cop)(E(i), U).

Let Rρ be the category of open congruences of (L, ρ) (see Definition 5.3.8 and
Scholium 5.3.11 of the last chapter). Recall that Rρ is a canonical effectual reduc-
tive site for Cont(L, ρ). However, there is not necessarily a canonical functor C → R,
since there are typically several generators of the principal L-set corresponding to an
object D of C, and each of these can give a different choice of open congruence whose
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quotient is isomorphic to HomInd-(Cop)(D,U); this problem does not arise in the group
case, since the open congruence is entirely determined by the isomorphism type.

As such, we augment C to the category CU consisting of pairs (D, g), where D is an
object of C and g : D → U is an R-morphism in Ind-(Cop), but whose morphisms are
simply those of C. The forgetful functor CU → C is clearly a weak equivalence, so we can
lift the morphism JT to CU to obtain an enlarged site for Sh(C, JT ). Now we do have a
canonical functor CU → Rρ mapping (D, g) to the right congruence rg. This functor is:

(i) faithful if and only if T is contained in the class of epimorphisms;
(ii) full and faithful if and only if T is contained in the class of strict epimorphisms;

and
(iii) an equivalence if and only if (C, JT ) is a reductive, effectual site.

Recall that an anafunctor consists of a span of functors where the left leg is a (weak)
equivalence, so we can equivalently say that C admits an anafunctor to Rρ with the
stated properties.

In particular, the syntactic site of any supercompactly generated theory T satisfying
the conditions of 6.3.2 can be identified up to equivalence with a full subcategory of the
category of right congruences on any monoid classifying T.

6.4.2 Examples

Example 6.4.1. The conditions of Theorem 6.2.21 apply to any atomic site whose un-
derlying category has the dual of (the amalgamation property and) the joint embedding
property, with T the class of all morphisms andM the class of isomorphisms. Thus we
recover Caramello’s topological Galois theory [Car16] as a special case, although we only
extract the complete monoid of endomorphisms of the object U , rather than its dense
subgroup of automorphisms; Proposition 7.3.3 in the Conclusion is enough to bridge this
discrepancy. More work is also needed to recover the uniqueness up to isomorphism of
a point constructed as a countable colimit, if one exists.

This in particular means that all of the examples provided by Caramello in [Car16]
can be recovered from this approach. As a particular case, consider the following.

Example 6.4.2. The fact that the category of finite groups and embeddings between
them has the joint embedding property and the amalgamation property means that one
can apply the Fräıssé construction to obtain Philip Hall’s universal locally finite group
(cf. [Hod93, Chapter 7] again). But this also means that the dual of the full category of
finite groups has the joint-T -covering property, for T the dual of the class of embeddings
of groups. The class T op is not costable in the full subcategory; consider the inclusion
of the alternating group on 4 elements into that with 5 elements, for example. However,
T op is stable in the category of abelian groups, whence employing Theorem 6.3.1 and
Proposition 6.3.4 we obtain a unique countable, locally finite abelian group into which all
such groups embed, which is injective with respect to embeddings of groups and (since all
of these embeddings are regular) such that the category of abelian groups is equivalent
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to a full subcategory of the open right congruences of the topologized endomorphism
monoid of this group. More specifically, we can obtain this group by taking (for example)
the sequence of groups,

n ↦→
n∏︂
i=1

n−i+1∏︂
j=1

C
pji
,

with component-wise maps between these.
By further restricting to the class of cyclic groups or the cyclic p-groups we obtain

groups with related properties. In the latter case we recover the Prüfer p-groups, thus
recovering some known universal properties of these groups.

Example 6.4.3. Let C be any countable regular category in which all objects are well-
supported, and let T be the class of regular (=strict) epimorphisms. Stability is satisfied
by definition, while the joint T -covering property is guaranteed by considering products.
Thus C embeds (up to equivalence) into the category of right congruences of a topological
monoid. Interestingly, this includes the dual of the example above: we can take the
category of all finite abelian groups and obtain a universal countable pro-group which
admits an epimorphism to all finite abelian groups and which is projective with respect
to the class of epimorphisms between these.

Example 6.4.4. In [BDS11, Theorem 1.2], it is shown that the category of Λ-rings over
a number field K is equivalent to the category of continuous actions of a topological
monoid, known as the Deligne-Ribet monoid, on finite sets. While the definition of
Λ-rings is too involved to present in full here, it follows that we can refine this to an
equivalence of a subcategory of Λ-rings corresponding to the principal actions of the
Deligne-Ribet monoid of the type covered in this paper.

Example 6.4.5. The category of rings admits a factorization system whose left class
consists of ‘integral homomorphisms’, and whose right class consists of integrally closed
monomorphisms cf. [Joy20, Example 6.1]. Selecting a countable ring R and considering
the collection of algebras r : R→ A which are integral over R (there are only countably
many, since there are countably many polynomials over R), we have a countable category
with a factorization system. Just as above, there are two ways that this might be
transformed into an analogue of classical Galois theory.

The first is to take C to be the category above and let T be the class of integral
homomorphisms; M is contained in the class of monomorphisms by definition. This
validates the conditions needed for Theorem 6.2.21 (and hence Theorem 6.3.1) if and only
if any pair of integral algebras over R admit a integral homomorphisms to a common such
algebra and integral homomorphisms are stable; a thorough analysis of these conditions
is beyond the scope of this thesis. When this is so, we obtain an ind-object of the dual
category and an anafunctor to the category of principle actions.

However, the above has the opposite variance to classical Galois theory, and the
comparison functor is unlikely even to be faithful: most interesting examples of integral
homomorphisms which we know of are not epimorphisms! An alternative is to equip
the above subcategory with a distinct factorization system, the more straightforward
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(regular epi,mono) factorization, and to apply our results to the dual of this category.
When the relevant joint-embedding and stability properties are verified, we obtain from
Theorem 6.3.1 a ‘universal injective integral closure’ R of R, as well as a contravariant
functor to the category of principal continuous actions of the endomorphism monoid of
R. This functor will be full and faithful if and only if the embeddings of rings in the
category are strict monomorphisms, which can be interpreted as a separability condition.
We leave the elucidation of specific examples of this construction to future work.
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Chapter 7

Conclusion

While we have gone a long way in establishing the properties of toposes of the form
Cont(M, τ) and their canonical representatives in this thesis, it is clear that there are
multiple avenues for future exploration of the subject.

7.1 Discrete monoids

7.1.1 Further properties

In Chapter 2, we saw many instances of how properties of the global sections morphism
of a topos of the form PSh(M) are reflected as Morita-invariant properties ofM . Despite
the rich variety that arose just from considering the global sections morphism, there are
many other sources of such properties; we summarize some ideas and examples of these
here:

• Diagonal properties: Since the (2-)category of toposes and geometric morphisms
has pullbacks, any geometric morphism F → E induces a diagonal F → F ×E
F . We may in particular apply this to the global sections morphism, to express
properties such as separatedness of a topos (cf. [Joh02, Definition C3.2.12(b)]).
However, a more detailed understanding of geometric morphisms between toposes
of the form PSh(M) is needed to analyze these.

• Relative properties: Some properties of (Grothendieck) toposes are most succinctly
expressed by the existence of geometric morphisms of a particular type to or from
toposes with certain properties, as we saw in the example of étendues at the end
of Chapter 2.

• Categorical properties: There are some categorical properties of Grothendieck
toposes that ostensibly aren’t expressible in terms of the global sections morphism
in a straightforward way, although they might be expressible in the relative sense
above. This includes the property of there being a separating set of objects with
a particular property, as we saw in the example of locally decidable toposes, also
at the end of Chapter 2.
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• Internal logic properties: As a variant of the preceding point, the internal logic of
a topos is determined by the structure of subobject lattices, and so is embodied in
the structure of their subobject classifiers. As we saw in Chapter 2, the structure of
the subobject classifier in PSh(M) corresponds to the structure of the right ideals
ofM , but we have only tackled the most basic cases in which PSh(M) is a Boolean
or de Morgan topos. There are surely further algebraic or logical properties of this
lattice to investigate.

Each of these classes merits a systematic study in its own right. In the other direction,
there are some notable elementary properties of monoids which we have not yet found a
topos-theoretic equivalent for. The most basic is the left Ore condition, dual to Definition
2.2.30; of course, we could simply examine the category of left actions of our monoid,
and dualize the results presented in Chapter 2, but we believe it will be more informative
to seek a condition intrinsic to the topos of right actions, given the variety of equivalent
conditions we reached in Theorem 2.2.31.

7.1.2 Other presentations

A related thread for future investigation is that of extending the dictionary of properties
between different presentations of toposes. We saw an instance of this realized in the
comparison of toposes of the form PSh(M) with toposes of sheaves on spaces in Chapter
2.

There are three types of presentation in particular that spring to mind:

• Syntactic presentations: We saw how toposes can be build from geometric theories
in Chapter 4. How do syntactic and model-theoretic properties translate into
monoid properties?

• Site presentations: We know that we can use sites to present toposes, and we
can further restrict to principal or finitely generated sites of Chapter 3. How do
properties of the underlying category or the Grothendieck topology translate into
monoid properties?

• Groupoid presentations: Any Grothendieck topos can be presented as a topos of
equivariant actions of a localic groupoid, and this can be chosen to be a topological
monoid when the topos has enough points, cf. the work of Butz and Moerdijk,
[BM98]. Indeed, Jens Hemelaer showed in [Hem19b] that a topos of actions of
a discrete monoid can presented as the topos of equivariant sheaves on a posetal
groupoid. Such groupoids possess both algebraic and spatial properties which might
profitably be transferred to monoid properties.

A natural approach to all of these comparisons as well as those above is Caramello’s
‘toposes as bridges’ principle [Car17]: by finding a way to translate a property of a given
presentation into an invariant of the corresponding topos, we may subsequently translate
it into an invariant of each of the other presentations.
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7.1.3 Relativization

Recall that in Theorem 1.4.5, we demonstrated an equivalence between the 2-category
of monoids, semigroup homomorphisms and conjugations, and the 2-category of their
presheaf toposes, essential geometric morphisms between these and geometric trans-
formations. This means that we can just as systematically explore how properties of
semigroup or monoid homomorphisms are reflected as properties of essential geomet-
ric morphisms between toposes of the form PSh(M). This is a direct extension, or
‘relativization to a different base monoid,’ of the work we did in Chapter 2, since the
unique homomorphism M → 1 corresponds under this equivalence to the global sections
morphism of PSh(M). More generally, we will be able to use the biequivalence of The-
orem 1.5.6 to compare not-necessarily-essential geometric morphisms with biactions, as
we did in Scholium 2.2.16. Since such tensor-hom expressions exist for geometric mor-
phisms between presheaf toposes more generally (see [MLM92, Section VII.2]), toposes
of monoid actions may provide a good context from which to build an algebraic analysis
of geometric morphisms.

This idea has already yielded some success: in further joint work with Jens Heme-
laer [HR21a], we obtained an instance of a geometric morphism induced by a monoid
homomorphism which is hyperconnected, essential and local but not locally connected,
providing a counterexample for an open problem posed by Thomas Streicher.

A final direction for future investigation, related to the above, is relativization in
the usual topos-theory sense of considering (elementary) toposes over a base topos other
than Set. Amongst internal categories in arbitrary toposes (cf. Section 3.1.6 of Chapter
3), monoids are naturally defined as those whose object of objects is the terminal object.
Accordingly, one might be interested in examining toposes of internal right actions of
internal monoids relative to a topos other than Set. While many of the results we
obtained in Chapter 2 were arrived at constructively or are expressed in a way that
relativizes directly, there are some which cannot be transferred directly into an arbitrary
topos. For instance, our inductive construction of the submonoid right-weakly generated
by S in Lemma 2.2.10 requires the presence of a natural number object, while the
application of Proposition 2.2.43 in Theorem 2.2.56 relies on the law of excluded middle.
More significantly, the proof that condition 4 implies condition 5 in Theorem 2.2.24
explicitly relies on a form of the axiom of choice. This investigation will therefore be
non-trivial, and it will be interesting to discover the relative analogues of the results
presented in this thesis.

7.2 Supercompactly generated toposes

The theory-laden middle chapters contained results in various possible directions, which
already hint at directions for possible future exploration. We highlight two in particular
which we spent some time investigating in the course of research for those chapters, but
which didn’t make it into this thesis.
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7.2.1 Points

A result which appeared in the original preprint version ([Rog21a]) of Chapter 3, but
which had to be removed due to an error in its proof, was a generalization of Deligne’s
classical completeness theorem for coherent toposes to the class of compactly generated
toposes. This result was not needed for the purposes of the thesis, since all of our toposes
have enough points constructively, but the question remains whether Deligne’s original
proof, [Del63], can be extended to the setting of sites without pullbacks.

Determining this will be no easy task, not least because there are various results
of a similar nature, such as [MR77, Theorem 6.2.4] which demonstrates a completeness
theorem for toposes of sheaves on sites which are countable in a suitable sense (albeit
still with pullbacks), which are proved by totally different means.

7.2.2 Reductive logic

We discussed the usual account of categorical logic as it applies to toposes in Chapter 4.
However, this approach does not seem the ideal fit for analyzing toposes whose canonical
sites do not have finite limits. We anticipate that there is scope for developing branches
of logic which admit interpretations in reductive and coalescent categories.

This too will be more of a challenge than it first appears, because pullbacks and
equalizers were fundamental in the interpretations of even the most basic formulae ap-
pearing in Section 4.1.3. The logics for these categories will therefore not have terms in
the sense that first order theories do, which already distances it from classical logic.

7.2.3 Exactness Properties

In Proposition 3.2.45 and Example 3.2.74, we explored the relationship between the
conditions of effectualness on reductive and coalescent categories introduced in Definition
3.2.30 and the more familiar notion of effectiveness recalled in Definition 3.2.44. More
generally, one might wonder how this relates to the general notion of exactness, which
refers to the types of interaction between classes of colimits and pullbacks which occurs in
Grothendieck toposes. This notion has been explored in situations admitting finite limits
(including the analogous concepts for enriched categories) in [GL12]. It is reasonable
to hope that an examination of exactness properties resembling effectualness for sites
which lack finite limits might enable one to refine this notion into one which makes sense
outside of the ‘lex’ context. This may be as simple as replacing Garner and Lack’s finite
limit conditions with suitable flatness conditions, although the precise nature of these
conditions is not clear a priori.

7.3 Topological monoids

There are some natural questions which arose during the developments of Chapter 5
that we were unable to resolve. We record them here and suggest some future directions
this research might proceed, independently of the content of Chapter 6.
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7.3.1 Pathological powder monoids

The reader may have noticed in Chapter 3 that we did not exhibit any examples illus-
trating the asymmetry in the definition of powder monoids. This is because our main
classes of examples, prodiscrete monoids and powder groups, are both blind to this dis-
tinction, since their definitions are stable under dualizing. Similarly, any commutative
right powder monoid is also a left powder monoid. These cases make constructing exam-
ples of right powder monoids which are not left powder monoids difficult. Nonetheless,
we posit that:

Conjecture 7.3.1. There exists a right powder monoid which is not a left powder
monoid.

Scholium 5.4.33 puts some limits on Conjecture 7.3.1, since it says that any right
powder monoid is at most one step away from also being a left powder monoid. In par-
ticular, we never get an infinite nested sequence of topologies on a monoid by repeatedly
computing the associated right and left action topologies. We have not demonstrated
comparable results for complete monoids, but we expect them to hold:

Conjecture 7.3.2. The right completion of a left powder monoid or left complete
monoid retains the respective property, and dually for left completions of right pow-
der monoids or right complete monoids. However, we expect that there exists a right
complete monoid which is not a left powder monoid.

Another way of expressing Conjectures 7.3.1 and 7.3.2 is to say that we expect the
diagram of monadic full and faithful functors (5.11) to extend as follows:

CMons

PMons CP′Mons

T0Mons P′′Mons C′′Mons,

P′Mons C′PMons

C′Mons

where the notation is the intuitive extension of that employed in (5.11) and each inclusion
represented is non-trivial.

7.3.2 Finitely generated complete monoids

Besides these conjectures characterizing pathological examples, there is plenty of ground
still to cover in understanding these classes of monoids. What does a ‘generic’ complete
monoid look like, beyond what was shown in Chapter 5? Is it possible to classify them?
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For example, given an element x in a complete monoid, we may consider the clo-
sure of the submonoid generated by x, which by Corollary 5.4.22 is a complete monoid.
One might consider this an instance of a ‘complete monoid generated by one element’1.
We can identify such monoids as the canonical representatives of toposes admitting a
hyperconnected morphism from PSh(N). By Corollary 5.3.34 these are commutative
prodiscrete monoids. Analogously, ‘finitely generated complete monoids’ would corre-
spond to complete monoids representing toposes admitting hyperconnected geometric
morphisms from the toposes PSh(Fn), where Fn is the free (discrete) monoid on n el-
ements. By Proposition 5.3.10 they correspond to filters of right congruences on Fn,
which we expect to have a tame classification. Is it possible to identify the ‘finitely pre-
sented complete monoids’ amongst these? One could go on to investigate the properties
of various (2-)categories of such monoids, taking advantage of results such as such as
those in Section 5.4.6. Future applications of the theory developed in Chapter 6 may
rely on understanding these answers to these questions.

7.3.3 Invariant properties

In investigating complete monoids, it will be desirable to extend the results of Chapter 2
to the topological case. In this regard, we can already glean some positive results. Whilst
we saw in Example 5.3.30 that a complete monoid Morita-equivalent to a topological
group need not be a group, we have the next best result.

Proposition 7.3.3. Let (M, τ) be a topological monoid. The following are equivalent:

1. Cont(M, τ) is an atomic topos;
2. The completion of (M, τ) has a dense subgroup;
3. The group of units in the completion of (M, τ) is dense;
4. For each open relation r ∈ Rτ and m ∈M , there exists m′ ∈M with (mm′, 1) ∈ r.

Proof. (3 ⇒ 2 ⇒ 1) If the group of units of (the completion of) (M, τ) is dense, then
clearly this provides a dense subgroup. If the (G, τ |G) is a dense subgroup of (the com-
pletion of) (M, τ), then Cont(M, τ) admits a hyperconnected morphism from PSh(G),
whence the former is an atomic topos, by Scholium 3.1.58.

(1 ⇒ 3) If Cont(M, τ) is atomic, all of the supercompact objects are necessarily
atoms. The opposite of Rτ is easily verified to satisfy the amalgamation property and
joint embedding property of [Car16, Definition 3.3], and the canonical point of (M, τ)
provides an Rop

τ -universal, Rop
τ -ultrahomogeneous object in Ind-Rop

τ , namely the com-
pletion of (M, τ) itself. Thus by [Car16, Theorem 3.5], there is a topological group (G, σ)
representing the topos (and having the same canonical point), and by the more detailed
description of this construction in [CL18, Proposition 5.7], the group so constructed is
precisely the group of units of (M, τ), and this group is dense in (M, τ).

(1 ⇔ 4) Consider Rτ when Cont(M, τ) is atomic. Since all of the M/r are atoms,
all of the morphisms in this category are (strict) epimorphisms, which means that in

1We include the quote marks to emphasize that this submonoid is not generated by x in an algebraic
sense.

227



particular the canonical monomorphisms [m] : m∗(r) → r are isomorphisms, providing
[m′] : r → m∗(r) such that (mm′, 1) ∈ r and (m′m, 1) ∈ m∗(r), but the latter is implied
by the former, so the former suffices. Conversely, if 4 holds, then all of the morphisms
of Rτ are strict epimorphisms, whence the reductive topology coincides with the atomic
topology, so Cont(M, τ) is atomic as required.

We anticipate a plethora of results of this nature, where a complete monoid generates
a topos having a property Q if and only if it has a dense submonoid having property
P , where P is the property corresponding to Q for toposes of discrete monoid actions;
the above is the case where Q is the property of being atomic and P is the property
of being a group from Theorem 2.2.4 of Chapter 2. In order to attain these results,
some preliminary work will be needed to accumulate the relevant factorization results
for properties of geometric morphisms along hyperconnected geometric morphisms.

On the subject of geometric morphisms, we have two further conjectures. In the
hope of improving Scholium 5.3.37 to a more elegant result, we begin with the following:

Conjecture 7.3.4. There exists an intrinsic characterization, independent of the repre-
senting monoid M , of those hyperconnected geometric morphisms with domain PSh(M)
identifying toposes of the form Cont(M, τ).

To be more specific, observe that Proposition 5.4.4 provides an intrinsic sufficient
condition for a hyperconnected morphism to express its codomain topos in terms of a
topology on any monoid representing its domain topos; Conjecture 7.3.4 posits that it
should be possible to refine this to a necessary and sufficient condition.

We also record our expectation that the converse of Scholium 5.3.11 fails.

Conjecture 7.3.5. There exists a complete monoid (M ′, τ ′) and an idempotent e ∈M ′

such that the semigroup inclusion M := eM ′e ↪→ M ′ is not a Morita equivalence, but
the induced geometric inclusion Cont(M, τ ′|M ) ↪→ Cont(M ′, τ ′) is an equivalence.

7.3.4 Actions on Topological Spaces

A proof of, or counterexample to, Conjecture 7.3.1 will establish the extent of the sym-
metry in the type of Morita equivalence studied in this Chapter 5. Whichever way this
result falls, however, we have shown that the category of right actions of a topological
monoid on discrete spaces is a very coarse invariant of such a monoid. Moreover, anyone
interested in actions of topological monoids is likely to wish to examine their actions
on more general classes of topological space. A solution to this, which is viable in any
Grothendieck topos E , is to first consider the topos [Mop, E ], which can be constructed
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as a pullback in TOP, as in the lower square here:

E Set

[Mop,E ] [Mop,Set]

E Set,

⌟

⌟
(7.1)

since M induces an internal monoid in E by its image under the inverse image functor
of the global sections morphism of E . Taking E to be the topos of sheaves on a space X,
we can view the objects of [Mop, E ] as right actions of M on spaces which are discrete
fibrations over X; taking E to be a more general topos of spaces, we similarly get actions
of M on such spaces.

In each case, we can construct the subcategory of [Mop, E ] on the actions which are
continuous with respect to a topology τ on M . In the best cases, this will produce a
topos hyperconnected under [Mop, E ], and the analysis can proceed analogously to that
of Chapter 5, taking advantage of the E-valued point constructed in the upper square of
(7.1). If this can be done with sufficient generality, one will be able to address a host of
interesting Morita-equivalence problems in this way.

7.3.5 Topological Categories

Another direction to generalize is to consider topologies on small categories with more
than one object. Let C be a small category with set of objects C0, set of morphisms C1,
identity map i : C0 → C1, domain and codomain maps d, c : C1 → C0, and composition
m : C2 → C1, where C2 is the pullback:

C2 C1

C1 C0;

⌟
d

c

this matches the presentation of internal categories recapitulated in Section 3.1.6 of
Chapter 3. As such, a presheaf on C can be expressed as an object a : F0 → C0 of
Set/C0, equipped with a morphism b : F1 → F0 where F1 is the pullback,

F1 F0

C1 C0,

π2

π1
⌟

a

c

satisfying a ◦ b = d ◦ π2, b ◦ (idF0 ×C0i) = idF0 and b ◦ (b×C0 idC1) = b ◦ (idF0 ×C0m).
Equipping C0 and C1 with topologies such that c and d are continuous, we might

call a presheaf as above continuous if b is continuous when C0 and F0 are equipped with
the discrete topology and F1 is equipped with the pullback topology2. Yet again, we

2The map a is automatically continuous when the topology on F0 is discrete.
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can consider the full subcategory of PSh(C) on these presheaves, and we expect it to
be coreflective. In good cases, we will have the analogue of Proposition 5.1.4, and the
analysis can proceed as in Chapter 5, leading to a class of genuine topological categories
representing these toposes.

7.3.6 Localic monoids and constructiveness

Topos theorists tend to try to work constructively wherever possible, since doing so
ensures that all results can be applied over an arbitrary topos. In this light, our frequent
reliance on complementation in the underlying sets of our monoids in Chapter 5 is
quite restrictive, since a priori it means our results are applicable only over Boolean
toposes, and we have not formally demonstrated here that they apply even to this level
of generality.

From a constructive perspective, more suitable objects of study than topological
monoids would be localic monoids, which are monoids in the category of locales over
a given base topos, typically Set. Early on in the research for this thesis, Steve Vickers
suggested that we consider pursuing this direction. However, while the category of
actions of a localic monoid on sets (again viewed as discrete spaces) is easy to define, it is
much harder to show that such a category is a topos. In [Joh02, Example B3.4.14(b)], we
see that the more powerful results of descent theory are required to show that categories
of actions of localic groups are toposes. While descent theory is an important tool, it
is far more abstract than the comonadicity theorem we used in Corollary 5.1.5, making
concrete characterization results for these toposes more challenging to prove.

While we did not end up treating localic monoids in this thesis, we anticipate that
the present work will be valuable in that analysis. Indeed, the functor sending a locale to
its topological space of points preserves limits, so that it provides a canonical ‘forgetful’
functor from a category of actions of a localic monoid to a category of actions of a
topological monoid. We anticipate that, just as in Section 5.1, this functor can be used
to constrain the properties of a category of actions of a localic monoid.

We should mention that another obstacle in our study of localic monoids is a lack of
easily tractable examples, especially examples of localic monoids (or even localic groups)
which one can show are not Morita equivalent to topological monoids in their actions on
discrete spaces. While the construction of the localic group Perm(A) of permutations
of a locale A, described by Wraith in [Wra81], is used as a basis for the Localic Galois
Theory of Dubuc [Dub01], the latter author provides no specific examples of instances
of these. We expect that the construction of such examples will further illuminate the
appropriate approach to studying categories of actions of localic monoids.

7.4 Applying toposes of topological monoid actions

Orthogonal factorization systems abound in category theory, and we anticipate many
applications of the results of Chapter 6; already there is much work to do in elucidat-
ing the algebraic examples sketched there. It is worth noting that in a category with
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pullbacks, the conditions needed for those results coincides with the concept of stable
factorization system, which is an orthogonal factorization system in which the left class
is stable under pullback.

We know from Theorem 5.3.21 of Chapter 5 that any hyperconnected morphism
PSh(M) → E is enough to ensure the existence of a topological monoid presentation
for E . As such, we can weaken the statement of Theorem 6.1.4 and its derivatives by
replacing L with any monoidM which acts by endomorphisms on a point of E . However,
extra conditions along the lines of those discussed in Section 5.3.4 of the Chapter 5
would be required to guarantee that E can be identified with the actions of M which are
continuous with respect to some topology.

A final direction which would tie together many of the themes of the present thesis
would be to complement the translation of topos-theoretic invariants into properties of
topological monoid suggested in Section 7.3.3 above with a translation of the same prop-
erties into site-theoretic ones described in Section 7.1.2, since this would yield concrete
results about the presenting monoids without needing to explicitly calculate them.

We hope that some of these ideas will eventually lead to fruitful research uniting
diverse areas of mathematics.
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[AR94b] J. Adámek and J. Rosický. Locally presentable and accessible categories.
Number 189 in London Mathematical Society Lecture Note Series. Cam-
bridge University Press, 1994.

[ARV10] J. Adámek, J. Rosický, and E.M. Vitale. What are sifted colimits? Theory
Appl. Categ., 23:No. 13, 251–260, 2010.

[B6́7] J. Bénabou. Introduction to Bicategories. Reports of the Midwest Category
Seminar. Lecture Notes in Mathematics, 47, 1967.

[Ban72] B. Banaschewski. Functors into Categories of M-Sets. Abhandlungen aus
dem Mathematischen Seminar der Universit at Hamburg, 38, 1972.

[Ban81] B. Banaschewski. Continuous Lattices, volume 871 of Lecture Notes in
Mathematics. Springer, Berlin, Heidelberg, 1981.

[BDS11] J. Borger and B. De Smit. Lambda actions of rings of integers. arXiv,
2011. arXiv:1105.4662.

[BF91] S. Bulman-Fleming. Pullback-flat acts are strongly flat. Canad. Math.
Bull., 34(4):456–461, 1991.

[BF06] M. Bunge and J. Funk. Singular Coverings of Toposes. Springer-Verlag
Berlin Heidelberg, 2006.

[BFL01] S. Bulman-Fleming and V. Laan. Tensor products and preservation of
limits, for acts over monoids. Semigroup Forum, 63(2):161–179, 2001.

232



[BJLS15] M. Bjerrum, P. Johnstone, T. Leinster, and W.F. Sawin. Notes on com-
mutation of limits and colimits. Theory Appl. Categ., 30:Paper No. 15,
527–532, 2015.

[BM98] C. Butz and I. Moerdijk. Representing Topoi by Topological Groupoids.
Journal of Pure and Applied Algebra, 130, 1998.

[BN91] B. Banaschewski and S.B. Niefield. Projective and supercoherent frames.
Journal of Pure and Applied Algebra, 70, 1991.

[Bor94] F. Borceux. Handbook of Categorical Algebra, volume 1. Cambridge Uni-
versity Press, 1994.

[Bri12] P. Bridge. Essentially Algebraic Theories and Localizations in Toposes and
Abelian Categories. PhD thesis, University of Manchester, 2012.

[BW85] M. Barr and C. Wells. Toposes, Triples and Theories. Springer-Verlag,
New York, 1985.

[Car11] O. Caramello. A Topos-theoretic Approach to Stone-type Dualities.
arXiv:math.CT/1006.3930, 2011.

[Car12a] O. Caramello. Atomic toposes and countable categoricity. Applied Cate-
gorical Structures, 20, 2012.

[Car12b] O. Caramello. Site Characterizations for Geometric Invariants of Toposes.
Theory and Applications of Categories, 26, 2012.

[Car12c] O. Caramello. Syntactic Characterizations of Properties of Classifying
Toposes. Theory and Applications of Categories, 26, 2012.

[Car12d] O. Caramello. Universal models and definability. Mathematical Proceedings
of the Cambridge Philosophical Society, 152, 2012.
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