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Abstract

We systematically investigate morphisms and equivalences of toposes
from multiple points of view. We establish a dual adjunction between
morphisms and comorphisms of sites, introduce the notion of weak
morphism of toposes and characterize the functors which induce such
morphisms. In particular, we examine continuous comorphism of sites
and show that this class of comorphisms notably includes all fibrations
as well as morphisms of fibrations. We also establish a characteriza-
tion theorem for essential geometric morphisms and locally connected
morphisms in terms of continuous functors, and a relative version of
the comprehensive factorization of a functor.

Then we prove a general theorem providing necessary and suffi-
cient explicit conditions for a morphism of sites to induce an equiv-
alence of toposes. This stems from a detailed analysis of arrows in
Grothendieck toposes and denseness conditions, which yields results
of independent interest. We also derive site characterizations of the
property of a geometric morphism to be an inclusion (resp. a sur-
jection, hyperconnected, localic), as well as site-level descriptions of
the surjection-inclusion and hyperconnected-localic factorizations of a
geometric morphism.
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1 Introduction

In this work we establish a number of results around the theme of morphisms
and equivalences of toposes and their characterizations in terms of sites. Its
contents can be summarized as follows.

In section 2, after establishing a basic result allowing to describe the
subobjects of the sheafification of a certain object A in terms of subobjects
of A which are closed with respect to the associated closure operation, we
show that arrows in a topos Sh(C, J) between objects of the form lCJ(c) for
c ∈ C (where lCJ is the functor C → Sh(C, J) given by the composite of the
Yoneda embedding yC : C → [Cop,Set] with the associated sheaf functor
aJ : [Cop,Set] → Sh(C, J)) can all be locally represented in terms of arrows
coming from the site. Then we investigate, more generally, arrows in Sh(C, J)
between objects of the form aJ(P ), and obtain an explicit characterization
for them in terms of J-functional relations, also describing the operation
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of composition of such relations which corresponds to composition of the
corresponding arrows. Further, we discuss the specialization of this charac-
terization in the case of arrows between objects of the form lCJ(c) for c ∈ C and
its relationship with the alternative description previously obtained. Finally,
we introduce a notion of cofinal functor relative to a Grothendieck topology,
study its properties and derive a number of applications which will be useful
in the subsequent sections, including an explicit characterization of colimits
in a Grothendieck topos in terms of generalized elements.

In section 3 we investigate the notions of morphism and comorphism of
sites. We work in the setting of small-generated sites (in the sense of [14]
– these are called essentially small sites in [7]) rather than in the usual,
restricted context of small sites since all the fundamental results for mor-
phisms of sites, flat functors and comorphisms of sites actually hold at this
higher level of generality and their formulations in the extended setting pro-
vide a much greater flexibility both theoretically and in connection with
applications. In the context of our general study of comorphisms of sites,
we focus in particular on fibrations, establishing a number of results about
them which will be useful in the following sections; we show in particular
that the smallest Grothendieck topology making a fibration towards a cat-
egory endowed with a Grothendieck topology a comorphism of sites admits
an explicit description involving cartesian arrows. Then we investigate the
relationship between morphisms and comorphisms of sites, introducing con-
structions allowing to naturally turn a morphism of sites into a comorphism
of sites inducing the same geometric morphism, and conversely. We show
that these constructions actually yield a dual adjunction between a category
of morphisms under a given site and a category of comorphisms over that
site. Lastly, we investigate another fundamental construction, which we call
the fibration of generalized elements of a functor; this notably allows one to
represent a geometric morphism induced by an arbitrary comorphism of sites
as a morphism induced by the fibration thus associated with it.

In section 4 we introduce the notion of weak morphism of toposes; by this
we simply mean a pair of adjoint functors, without the requirement that the
inverse image (that is, the left adjoint) preserve finite limits. Then we re-
call, in the context of small-generated sites (C, J) and (D, K), the concept of
(J,K)-continuous (or simply continuous, when J andK can be unambigously
inferred from the context) functor C → D. This notion generalizes that of
morphism of sites (C, J) → (D, K); in fact, we show that (J,K)-continuous
functors are precisely the functors C → D which induce a weak morphism of
toposes Sh(D, K) → Sh(C, J). This results from a general equivalence theo-
rem between the category of weak morphisms from a Grothendieck topos E to
a topos Sh(C, J) of sheaves on a small-generated site (C, J) and the a category
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of continuous functors C → E . We obtain a number of equivalent character-
izations of continuous functors as well as of continuous comorphisms of sites
(C, J) → (D, K), including an explicit characterization involving relative co-
finality conditions. We also derive from the above theorem an equivalence
result between essential geometric morphism Sh(C, J) → E and (J, Jcan

E )-
continuous comorphism of sites (C, J) → (E , Jcan

E ), and characterize the es-
sential geometric morphisms Sh(C, J) → Sh(D, K) that are induced by a
(J,K)-continuous comorphism of sites (C, J) → (D, K) in terms of properties
of the essential images of such morphisms. In particular, we show that, if the
objects coming from the two sites can be characterized by means of suitable
generalized compactness conditions, then the categories of such objects will
be preserved by the essential images of such morphisms. This is relevant, for
instance, in connection with the method for constructing dualities by means
of ‘functorializing’ topos-theoretic ‘bridges’ introduced in [4]. In order to de-
scribe an arbitrary essential geometric morphism as a morphism induced by
a comorphism of sites, we investigate the operation extending a comorphism
of sites to a comorphism between the associated presheaf toposes, endowed
with the presheaf ‘liftings’ of the given Grothendieck topologies. We also
discuss essential morphisms between localic toposes.

Then we prove a theorem asserting that every fibration gives rise to a
continuous comorphism of sites. This result is complemented by the identi-
fication of a general context where the continuity of a comorphism of sites
can be ‘transported’ along a fibration. This analysis leads to a number of
corollaries, asserting in particular the continuity of morphisms of fibrations
and that of all ‘localizations’ of a continuous comorphism of sites. Further,
we investigate locally connected morphisms and establish characterizations
for them, including a criterion providing necessary and sufficient conditions
on a continuous comorphism of sites for the associated geometric morphism
to be locally connected. Lastly, we introduce the notion of terminally con-
nected geometric morphism. This notion generalizes that of connected and
locally connected morphism to the setting of arbitrary essential geometric
morphisms. We show that terminally connected morphisms are orthogonal
to local homeomorphisms in the 2-category of toposes, and prove that every
essential geometric morphism can be (uniquely up to isomorphism) factored
as a terminally connected morphism followed by a local homeomorphism.
Then we introduce a relative version of the comprehensive factorization of a
functor and show that it corresponds, in the case of a continuous comorphism
of sites, to the above-mentioned factorization of the geometric morphism in-
duced by it. In passing, we establish an adjunction between the category of
sheaves on a small-generated site and that of functors towards the category
underlying the site.
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In section 5 we recall the notion of a dense morphism of sites and show
that, if the target site is subcanonical, it corresponds precisely to the property
of the associated geometric morphism to be an equivalence. In order to
generalize this result to the setting of arbitrary sites, we introduce the notion
of a weakly dense morphism of sites, giving an explicit characterization of
it, and discuss an example of a weakly dense morphism which is not dense.
The resulting general theorem providing necessary and sufficient conditions
for a morphism of sites to induce an equivalence of toposes represents a
vast extension of Grothendieck’s Comparison Lemma [1]. Next we deduce
from this result a criterion for a J-continuous flat functor C → E to induce,
via Diaconescu’s equivalence, an equivalence of toposes E ≃ Sh(C, J), and
a criterion for the toposes of sheaves on two small-generated sites to be
equivalent. Lastly, we introduce some notions of local faithfulness, local
fullness and local surjectivity and show that they are naturally related to
our denseness conditions.

In section 6, by applying results obtained in the previous section, we ex-
plicitly characterize the morphisms of sites whose corresponding geometric
morphism is a surjection (resp. an inclusion, hyperconnected, localic); this
applies in particular to continuous flat functors, giving necessary and suffi-
cient conditions for the geometric morphisms corresponding to them to sat-
isfy such properties. This analysis notably leads to a characterization of the
property of a geometric morphism to be an inclusion entirely in terms of its
inverse image functor. We then give site-level descriptions of the surjection-
inclusion and hyperconnected-localic factorizations, and derive alternative
criteria for a morphism of sites (resp. a continuous flat functor) to induce
an equivalence of toposes. In this section, we also identify a most general
framework for defining induced Grothendieck topologies (which subsumes the
classical notion of Grothendieck topology induced on a dense subcategory),
and investigate a notion of image of a Grothendieck topology under a functor.

In section 7, we investigate the properties of geometric morphisms to be
a surjection (resp. an inclusion, hyperconnected, localic, an equivalence)
in the context of morphisms induced by comorphisms of sites, obtaining
site-theoretic characterizations for them. Some of these results generalize,
in a natural but non-trivial way, a number of known criteria. Lastly, we
investigate functors that are both (weak) morphisms and comorphisms of
sites, and show in particular that every fully faithful functor which is both
a morphism and a comorphism of sites induces a coadjoint retraction of
toposes, defined by two morphisms, one local and the other one essential.
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2 Arrows in a Grothendieck topos

In this section we make a detailed site-theoretic analysis of arrows in a
Grothendieck topos, with the purpose of preparing the ground for the re-
sults in the following sections of the paper.

Recall that a small-generated site (in the sense of [14]) (also called an
essentially small site in [7]) is a site (C, J) such that C is locally small and
has a small J-dense subcategory. Notice that, for any Grothendieck topos
E , the site (E , Jcan

E ), where Jcan
E is the canonical topology on E , is small-

generated.
Even though a Grothendieck topos is defined as a category equivalent to

the category of sheaves on a small site, it is technically convenient, in the
study of morphisms of toposes, to consider, more generally, small-generated
sites, in order to be able in particular to consider a topos as a site (namely,
its canonical site).

2.1 The closure operation on subobjects

For any small-generated site (C, J), we shall denote by lCJ (or simply by l,
when there is no risk of ambiguity) the functor C → Sh(C, J) given by the
composite of the Yoneda embedding yC : C → [Cop,Set] with the associated
sheaf functor aJ : [Cop,Set] → Sh(C, J). We shall say that a family of
arrows in C with common codomain is J-covering if the sieve generated by
it is. The unit of the adjunction between the inclusion functor i of Sh(C, J)
into [Cop,Set] and the associated sheaf functor aJ will be denoted by ηJ (or
simply by η).

Notice that we have a closure operation cJ on subobjects in the presheaf
category [Cop,Set], which admits the following explicit description: for any
subobject A E in [Cop,Set], we have

cJ(A)(c) = {x ∈ E(c) | {f : d→ c | E(f)(x) ∈ A(d)} ∈ J(c)}

for any c ∈ C. Note also that, for any small-generated site (C, J), the canon-
ical inclusion functor Sh(C, J) →֒ [Cop,Set] admits a left adjoint aJ , which
we call, by analogy with the classical case, the associated sheaf functor,
and which is (colimit and) finite-limit-preserving. Indeed, if D is a J-dense
small subcategory of C then, by the Comparison Lemma, we have an equiv-
alence c : Sh(D, J |D) → Sh(C, J) which is the restriction, along the in-
clusions Sh(D, J |D) →֒ [Dop,Set] and Sh(C, J) →֒ [Cop,Set], of the functor
[Dop,Set] → [Cop,Set] given by the right Kan extension along the embedding
i of Dop into Cop, whence the composite functor c◦aJ |D ◦(−◦ i) : [Cop,Set] →
Sh(C, J) yields a left adjoint to the inclusion Sh(C, J) →֒ [Cop,Set].
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The closure operation cJ can be notably used for obtaining site-theoretic
descriptions of many properties and constructions on the topos Sh(C, J)
which can be expressed in terms of subobjects in it; for instance, we have
the following result:

Lemma 2.1. Let (C, J) be a small-generated site and α : F → G an arrow
in the presheaf category [Cop,Set]. Then

(i) aJ (α) is a monomorphism in Sh(C, J) if and only if for every c ∈ C
and any elements x, x′ ∈ F (c) such that α(c)(x) = α(c)(x′), the sieve
{f : d → c | F (f)(x) = F (f)(x′)} is J-covering.

(ii) aJ (α) is an epimorphism in Sh(C, J) if and only if for every c ∈ C and
x ∈ G(c), the sieve {f : d→ c | G(f)(x) ∈ Im(α(d))} is J-covering.

(iii) aJ (α) is an isomorphism in Sh(C, J) if and only if both conditions (ii)
and (iii) are satisfied.

Proof (i) An arrow A→ B in a category with pullbacks is a monomorphism
if and only if the diagonal monomorphism A → A×B A is an isomorphism.
We can thus conclude that aJ(α) is a monomorphism in Sh(C, J) if and only
if the diagonal arrow F → F ×G F is cJ -dense, that is if and only if for every
c ∈ C and any elements x, x′ ∈ F (c) such that α(c)(x) = α(c)(x′), the sieve
{f : d → c | F (f)(x) = F (f)(x′)} is J-covering.

(ii) Clearly, α is sent by aJ to an epimorphism if and only if its image
Im(α) is cJ -dense, that is if and only if, for every c ∈ C and x ∈ G(c), the
sieve {f : d→ c | G(f)(x) ∈ Im(α(d))} is J-covering.

(iii) This follows from the fact that every topos is a balanced category.�

Remarks 2.2. (a) Let Ac,x := {f : d → c | G(f)(x) ∈ Im(α(d))} (for each
c ∈ C and x ∈ G(c)). Then for any arrow ξ : c → c′ and any elements
x ∈ G(c) and x′ ∈ G(c′) such that G(ξ)(x′) = x, Ac,x = ξ∗(Ac′,x′).
So, if the codomain of α is a representable yC(c), condition (ii) becomes
equivalent to the requirement that the sieve {f : d → c | f ∈ Im(α(d))}
be J-covering.

(b) The arrows of [Cop,Set] whose image under the associated sheaf functor
aJ is an isomorphism will be called J-bicovering, in comformity with the
terminology “bicouvrante” introduced in section II.5 of [1] for qualifying
this type of arrows.
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2.2 Subsheaves and closed subobjects

The following result is probably well-known, but we did not find a proof of
it in the literature, so we give it here.

Proposition 2.3. Let (C, J) be a small-generated site. Then for any object
F of [Cop,Set], denoting by ClSub[Cop,Set](F ) the sub-lattice of Sub[Cop,Set](F )
consisting of the cJ -closed subobjects, we have a lattice isomorphism

SubSh(C,J)(aJ(F )) ≃ ClSub[Cop,Set](F )

which sends a subobject in ClSub[Cop,Set](F ) to its image under aJ and a
subobject of aJ(F ) to the pullback of it under the unit arrow F → aJ(F ).

Proof Given a subobject m : A→ aJ(F ) in Sh(C, J), let us associate with
it the subobject n : A′  F of F defined by the following pullback diagram
in [Cop,Set]:

A′

n

��

// A

m
��

F
ηF // aJ(F )

Recall that the cJ -closure cJ(k) : A′′  F of a subobject k : A′  F in
[Cop,Set] is characterized by the following pullback diagram:

A′′

cJ (k)

��

// aJ(A
′)

aJ (k)
��

F
ηF // aJ(F )

It thus follows that n is cJ -closed, since by applying the pullback-preserving
functor aJ to the former pullback square we obtain that m ∼= aJ(n). Con-
versely, we associate with any cJ -closed subobject n the subobject aJ(n) of
Sh(C, J). It is immediate to see that these two operations are inverse to each
other, and that they are order-preserving; so they are lattice isomorphisms.

�

Remarks 2.4. (a) Given an arrow α : P → Q in [Cop,Set], the cJ -closed
subobject Qα of Q corresponding via Proposition 2.3 to the image of the
arrow aJ (α) is given by

Qα(c) = {x ∈ Q(c) | {f : d → c | Q(f)(x) ∈ Im(α(d))} ∈ J(c)}

for any c ∈ C.
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(b) Proposition 2.3 clearly generalizes to the setting of elementary toposes,
replacing [Cop,Set] by an arbitrary elementary topos E , J by a local
operator on it and cJ by the associate closure operation on subobjects
in E .

2.3 Site-theoretic description of arrows between objects

coming from the site

Given a site (C, J), for two arrows h, k : c→ d in C we shall write h ≡J k for
J-local equality, that is, to mean that there exists a J-covering sieve S on c
such that h ◦ f = k ◦ f for every f ∈ S. Notice that l(h) = l(k) if and only
if h ≡J k.

Proposition 2.5. Let (C, J) be a small-generated site.

(i) Then for any arrow ξ : l(c) → l(d) in Sh(C, J) there exists a family of
arrows {fu : cu → c, gu : cu → d | u ∈ U} such that {fu : cu → c | u ∈
U} generates a J-covering sieve, for any object e and arrows h : e→ cu
and k : e→ cu′ such that fu ◦ h = fu′ ◦ k we have gu ◦ h ≡J gu′ ◦ k, and
ξ ◦ l(fu) = l(gu) for every u ∈ U .

(ii) Conversely, any family of arrows F : {fu : cu → c, gu : cu → d | u ∈ U}
such that {fu : cu → c | u ∈ U} generates a J-covering sieve and for any
object e and arrows h : e→ cu and k : e→ cu′ such that fu ◦h = fu′ ◦ k
we have gu ◦ h ≡J gu′ ◦ k, determines a unique arrow ξF : l(c) → l(d)
in Sh(C, J) such that ξF ◦ l(fu) = l(gu) for every u ∈ U .

(iii) Two families F = {fu : cu → c, gu : cu → d | u ∈ U} and F ′ = {f ′
v :

ev → c, g′v : ev → d | v ∈ V } as in (ii) determine the same arrow
l(c) → l(d) (i.e. ξF = ξF ′) if and only if there exist a J-covering family
{ak : bk → c | k ∈ K} and factorizations of it through both of them by
arrows xk : bk → cu(k) and yk : bk → ev(k) (i.e. fu(k)◦xk = ak = f ′

v(k)◦yk
for every k ∈ K) such that gu(k) ◦ xk ≡J g

′
v(k) ◦ yk for every k ∈ K.

(iv) Given two families F = {fu : cu → c, gu : cu → d | u ∈ U} and
G = {hv : dv → d, kv : dv → e | v ∈ V }, the composite arrow ξG ◦ ξF :
l(c) → l(e) is induced as in (ii) by the family {fu ◦ x : dom(x) →
c, kv ◦ y : dom(y) → e | (u, v, x, y) ∈ Z}, where Z = {(u, v, x, y) | u ∈
U, v ∈ V, dom(x) = dom(y), cod(x) = cu, cod(y) = dv, hv ◦ y = gu ◦ x}.
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Proof (i) Consider the following pullback square in [Cop,Set]:

R

r

��

t // yC(d)

ηyC(d)

��
yC(c)

ξ◦ηyC(c) // l(d)

and the sieve S = {f : e→ c | ∃g : e→ d with (f, g) ∈ R} on c given by the
image in [Cop,Set] of the arrow r : R → yC(c). This sieve is J-covering since it
is sent by aJ to an isomorphism. Let us show that for any (f, g) ∈ R, ξ◦l(f) =
l(g). Consider the adjunction between i and aJ : the arrow ηyC(d)◦yC(g) is the
transpose of l(g) and the arrow ξ ◦ ηyC(c) ◦ yC(f) is the transpose of ξ ◦ l(f),
so it is equivalent to verify that ηyC(d) ◦ yC(g) = ξ ◦ ηyC(c) ◦ yC(f). But this
follows by the commutativity of the above square, since (f, g) ∈ R. To check
that the family of arrows {(f, g) | (f, g) ∈ R} satisfies the required condition,
we have to check that for any (f, g), (f ′, g′) ∈ R and arrows h, h′ such that
f ◦ h = f ′ ◦ h′, g ◦ h ≡J g′ ◦ h′, equivalently l(g ◦ h) = l(g′ ◦ h′). Since
(f ◦ h, g ◦ h) ∈ R as R is functorial, we have ξ ◦ l(f ◦ h) = l(g ◦ h); similarly,
we have ξ ◦ l(f ′ ◦ h′) = l(g′ ◦ h′). So l(g ◦ h) = l(g′ ◦ h′), as required.

(ii) Any sieve S on an object c of C, regarded as a presheaf on C, is
the colimit of the canonical diagram defined on the full subcategory

∫
S

of C/c on the objects which are elements of S. If S is J-covering then
the canonical momonomorphism S  yC(c) is sent by the associated sheaf
functor aJ to an isomorphism, so, since aJ is colimit-preserving, l(c) is the
colimit of the functor aS :

∫
S → Sh(C, J) sending any object f : d → c

of
∫
S to l(d) and any arrow h : (f : d → c) → (f ′ : d′ → c) in

∫
S

to l(h) : l(d′) → l(d). Therefore, giving an arrow l(c) → l(d) in Sh(C, J)
amounts to giving a cocone on aS with vertex l(d). Any family of arrows
{fu : cu → c, gu : cu → d | u ∈ U} such that {fu : cu → c | u ∈ U} generates
a J-covering sieve and for any object e and arrows h : e→ cu and k : e→ cu′
such that fu ◦ h = fu′ ◦ k we have gu ◦ h ≡J gu′ ◦ k, defines such a cocone.
Indeed, by taking S equal to the sieve generated by the family {fu : cu → c}
we obtain, thanks to the property that for any object e and arrows h : e→ cu
and k : e→ cu′ such that fu◦h = fu′◦k we have gu◦h ≡J gu′◦k, a well-defined
family of arrows l(dom(f)) → l(d) (for f ∈ S) satisfying the commutativity
conditions for a cocone. It is clear that the arrow l(c) → l(d) thus defined
satisfies the required property.

(iii) Let us first prove the ‘if’ direction. Since the sieve generated by the
family {ak : bk → c | k ∈ K} is J-covering, the arrows l(ak) to l(c) are
jointly epimorphic and hence ξF = ξF ′ if and only if ξF ◦ l(ak) = ξF ′ ◦ l(ak)
for every k ∈ K. But ξF ◦ l(ak) = ξF ◦ l(fu(k)) ◦ l(xk) = l(gu(k)) ◦ l(xk) =
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l(gu(k) ◦xk) = l(g′v(k) ◦ yk) = l(g′v(k)) ◦ l(yk) = ξF ′ ◦ l(f ′
v(k)) ◦ l(yk) = ξF ′ ◦ l(ak),

where the equality l(gu(k) ◦ xk) = l(g′v(k) ◦ yk) follows from the fact that
gu(k) ◦ xk ≡J g′v(k) ◦ yk. It thus remains to prove the ‘only if’ direction.
Suppose that ξF = ξF ′ . Let us define the family {ak : bk → c | k ∈ K} to be
the intersection of the sieve generated by the family {fu : cu → c | u ∈ U}
with that generated by the family {f ′

v : ev → c | v ∈ V }; since these two
sieves are J-covering by our hypotheses, their intersection is J-covering as
well. Let us choose factorizations xk : bk → cu(k) and yk : bk → ev(k) of it
through the arrows of these families, so that fu(k) ◦ xk = ak = f ′

v(k) ◦ yk for
every k ∈ K. We want to prove that, for every k ∈ K, gu(k) ◦xk ≡J g

′
v(k) ◦yk,

equivalently that l(gu(k)◦xk) = l(g′v(k)◦yk). But l(gu(k)◦xk) = l(gu(k))◦l(xk) =

ξF ◦ l(fu(k)) ◦ l(xk) = ξF ′ ◦ l(f ′
v(k) ◦ yk) = l(g′v(k) ◦ yk), as required.

(iv) First of all, we have to show that the family of arrows {fu ◦ x |
(u, v, x, y) ∈ Z} is J-covering. To this end, consider the pullback

P

��

// H

��
G // yC(d)

where H is the sieve on d generated by the arrows {hv : dv → d | v ∈ I},
G is the sieve on d generated by the arrows {gu : cu → d | u ∈ U} and the
arrows are the canonical inclusion monomorphisms.

Since H is J-covering, the canonical monomorphism H → yC(d) is cJ -
dense and hence the monomorphism P  G in the above square is cJ -dense
too; this means that for any u ∈ U , the sieve {ξ : dom(ξ) → cu | gu ◦ ξ ∈ P}
is J-covering. But P = H ∩ G, so this means that for any u ∈ U , the sieve
{x : dom(x) → cu | ∃v ∃y (u, v, x, y) ∈ Z} is J-covering. Since this sieve is
contained in the pullback along fu of the sieve {fu ◦ x | (u, v, x, y) ∈ Z},
it follows from the transitivity axiom for Grothendieck topologies that this
latter sieve is J-covering, as desired.

To conclude the proof of (iv), we have to verify that for every (u, v, x, y) ∈
Z, ξG ◦ ξF ◦ l(fu) ◦ l(x) = l(kv) ◦ l(y). Recalling the definitions of ξF and ξG,
we obtain that ξG ◦ ξF ◦ l(fu) ◦ l(x) = ξG ◦ l(gu) ◦ l(x) = ξG ◦ l(hv) ◦ l(y) =
l(kv) ◦ l(y) = l(kv ◦ y), as required. �

Remarks 2.6. (a) Proposition 2.5 could alternatively have been derived
from the description of the topos Sh(C, J) as a completion of the site
(C, J) provided by Theorem 8.22 [14].

(b) If we assume the axiom of choice, given a family of arrows {fu : cu →
c, gu : cu → d | u ∈ U} such that {fu : cu → c | u ∈ U} generates a J-
covering sieve and for any object e and arrows h : e→ cu and k : e→ cu′
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such that fu◦h = fu′ ◦k we have gu◦h = gu′ ◦k, as in points (i) and (ii) of
Proposition 2.5, we can clearly suppose without loss of generality U to be
the J-covering sieve on c generated by the family {fu : cu → c | u ∈ U}.
So such a family can be equivalently identified with a family of arrows
gf : dom(f) → d indexed by the arrows f of a J-covering sieve S on c
with the property that for any arrow h composable with f , gf◦h ≡J gf ◦h.

(c) Under the identification of Remark 2.6(b), the family {ak : bk → c | k ∈
K} in point (iii) of Proposition 2.5 can be assumed to be the intersection
of the sieves U and V .

Proposition 2.7. Let (C, J) be a small-generated site and h : c→ d, k : c→
e arrows in C. Then there exists an arrow ξ : l(e) → l(d) such that ξ ◦ l(h) =
l(k) if and only if there exists a family of arrows gf : dom(f) → d indexed by
the arrows f of a J-covering sieve S on e such that gf◦z = gf ◦ z whenever z
is composable with f , and such that for any χ ∈ h∗(S), k ◦ χ ≡J gh◦χ.

Proof By Proposition 2.5, giving an arrow ξ : l(e) → l(d) amounts to
specifying a family of arrows gf : dom(f) → d indexed by the arrows f of
a J-covering sieve S on e such that gf◦z = gf ◦ z whenever z is composable
with f , which satisfies ξ ◦ l(f) = l(gf ) for each f ∈ S. Now, ξ ◦ l(h) =
l(k) if and only if ξ ◦ l(h) ◦ l(χ) = l(k) ◦ l(χ) for every χ ∈ h∗(S) (since,
h∗(S) being J-covering as S is, the arrows l(χ) are jointly epimorphic). But
ξ ◦ l(h) ◦ l(χ) = ξ ◦ l(h ◦ χ) = l(gh◦χ), while l(k) ◦ l(χ) = l(k ◦ χ), so the
condition ξ ◦ l(h) = l(k) is equivalent to k ◦ χ ≡J gh◦χ, as required. �

Proposition 2.8. Let (C, J) be a small-generated site and ξ : A → l(c) an
arrow of Sh(C, J). Then the family of arrows χ : l(d) → A, where d ∈ C,
such that ξ ◦ χ = l(f) for some arrow f : d→ c in C is epimorphic on A.

Proof The family R of arrows to A whose domain is of the form l(e) for some
e ∈ C is clearly epimorphic on A. Let us denote by T the family of arrows
χ : l(d) → A, where d ∈ C, such that ξ ◦χ = l(f) for some arrow f : d→ c in
C. To show that T is epimorphic, it clearly suffices, by transitivity, to show
that for any α ∈ R, α∗(T ) is epimorphic. But this follows from Proposition
2.5(i) applied to the arrow ξ ◦ α, since that implies that there exists a J-
covering family {fi | i ∈ I} of arrows on dom(α) and for each i ∈ I an arrow
gi : dom(fi) → c such that ξ ◦ α ◦ l(fi) = l(gi); indeed, the family of arrows
{l(fi) | i ∈ I} is epimorphic and contained in α∗(T ). �
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Remark 2.9. If A = aJ (P ) for a presheaf P on C then the collection of
objects (d, x) of of the category

∫
P of elements of P such that, denoting by

λ(d,x) : l(d) → aJ(P ) = A the canonical colimit arrow, ξ ◦λ(d,x) is of the form
l(f) for some f : d → c defines a full JP -dense subcategory of

∫
P (where

JP is the Grothendieck topology on
∫
P whose covering sieves are precisely

those sent by the canonical projection functor
∫
P → C to J-covering sieves).

2.4 Locally functional relations

Let us now consider the problem of explicitly describing arrows in a sheaf
topos Sh(C, J). Given two objects P and Q of [Cop,Set], we shall describe
the arrows aJ(P ) → aJ(Q) in Sh(C, J) by explicitly characterizing their
graphs. Notice that a relation r : R  A × B in a topos is the graph of
an arrow A → B if and only if the composite of the canonical projection
A × B → A with r is an isomorphism. By Proposition 2.3, the relations
r : R  aJ(P ) × aJ(Q) ∼= aJ(P × Q) in Sh(C, J) can be identified with
the cJ -closed subobjects of P × Q, via the correspondence sending r to its
pullback r′ : R′  P × Q along the arrow ηP×Q : P × Q → aJ(P × Q); so
R ∼= aJ(R

′). Notice that a subobject R′  P × Q is cJ -closed if and only
if for any c ∈ C and any (x, y) ∈ P (c) × Q(c), if the sieve {f : d → c |
(P (f)(x), Q(f)(x)) ∈ R(d)} is J-covering then (x, y) ∈ R(c). The condition
for R to be the graph of an arrow aJ(P ) → aJ(Q) in Sh(C, J) can thus be
reformulated as the requirement that the arrow πP ◦ r′ should be sent by
aJ to an isomorphism. In light of Lemma 2.1, this motivates the following
definition.

Definition 2.10. In a presheaf topos [Cop,Set], a relation R  P × Q
(that is, an assignment c → R(c) to each object c of C of a subset R(c) of
P (c)×Q(c) which is functorial in the sense that for any arrow f : c→ c′ in
C, P (f)×Q(f) sends R(c′) to R(c)), is said to be J-functional from P to Q
if it satisfies the following properties:

(i) for any c ∈ C and any (x, y) ∈ P (c)×Q(c),
if {f : d→ c | (P (f)(x), Q(f)(y)) ∈ R(d)} ∈ J(c) then (x, y) ∈ R(c);

(ii) for any c ∈ C and any (x, y), (x′, y′) ∈ R(c), if x = x′ then {f : d → c |
Q(f)(y) = Q(f)(y′)} ∈ J(c);

(iii) for any c ∈ C and any x ∈ P (c), {f : d → c | ∃y ∈ Q(d) (P (f)(x), y) ∈
R(d)} ∈ J(c).

Remarks 2.11. (a) By the above discussion, the J-functional relations R

P × Q from P to Q are precisely the cJ -closed relations R on [Cop,Set]
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whose image under aJ is the graph of an arrow aJ(P ) → aJ(Q) in
Sh(C, J), that is the subobjects corresponding to the functional rela-
tions from aJ(P ) to aJ(Q) under the bijection of Proposition 2.3.

(b) Any relation R  P×Q on [Cop,Set] satisfying conditions (ii) and (iii) of

Definition 2.10 admits a J-closure R
J
, consisting of all the pairs (x, y) ∈

P (c)× Q(c) such that {f : d → c | (P (f)(x), Q(f)(y)) ∈ R(d)} ∈ J(c),
which satisfies all the conditions of the definition.

(c) The J-functional relation Rξ corresponding to an arrow ξ : aJ(P ) →
aJ(Q) can be concretely described as follows: for any (x, y) ∈ P (c)×Q(c),
(x, y) ∈ Rξ if and only if (ξ ◦ ηP )(c)(x) = (ηQ(c))(y), where ηP : P →
aJ(P ) and ηQ : Q→ aJ(Q) are the unit arrows.

The following result shows that J-functional relations from P to Q can
be identified with certain ways of assigning (possibly empty) ≡J -equivalence
classes of elements of Q to elements of P .

Proposition 2.12. We have a natural bijection between the J-functional
relations R from P to Q and the functions f assigning to each element x ∈
P (c) a ≡J -equivalence class of elements of Q(c) (that is, a subset A of Q(c)
such that for any y ∈ A and y′ ∈ Q(c), y ≡J y

′ if and only if y′ ∈ A) which
is functorial in the sense that for any arrow g : d → c in C, if y ∈ f(x) then
Q(g)(y) ∈ f(P (g)(x)), J-closed in the sense that if Q(g)(y) ∈ f(P (g)(x)) for
all the arrows g of a J-covering sieve then y ∈ f(x) and J-locally pointed in
the sense that for any x ∈ P (c), {g : d → c | f(P (g)(x)) 6= ∅} ∈ J(c). This
correspondence sends

• a function f satisfying the above properties to the relation Rf  P ×Q
consisting of the pairs (x, y) such that y ∈ f(x);

• a J-functional relation R from P to Q to the function fR given by:

fR(x) = {y ∈ Q(c) | (x, y) ∈ R(c)}

for any x ∈ P (c).

Proof First, let us show that the correspondence is well-defined. Given
f , let us verify that Rf is a J-functional relation. The functoriality of Rf

follows from that of f . The relation Rf satisfies condition (i) by the J-
closedness of f , condition (ii) since f takes values in ≡J -equivalence classes
and condition (iii) since f is J-locally pointed. Conversely, let us show that,
given a J-functional relation R from P to Q, the function fR takes values in
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≡J -equivalence classes, is functorial, J-closed and J-locally pointed. Given
x ∈ P (c) and y, y′ ∈ Q(c) such that y ∈ fR(x), let us prove that y ≡J y
if and only if y′ ∈ fR(x). The ‘if’ direction follows at once from the fact
that R satisfies condition (ii), so it remains to prove the ‘only if’ one. If
y ≡J y then there is a J-covering sieve T on c such that for any t ∈ T ,
Q(t)(y) = Q(t)(y′). Now, since (x, y) ∈ R(c), by the functoriality of R
we have (P (t)(x), Q(t)(y)) ∈ R(dom(t)) for each t ∈ T ; condition (i) thus
implies that (x, y′) ∈ R(c), as required. The fact that fR is functorial (resp.
J-closed, J-locally pointed) follows from the fact that R is functorial (resp.
satisfies condition (i), condition (iii)). Now that we have proved that the
assignments R → fR and f → Rf are well-defined, it remains to show that
they are inverse to each other. The equality f = fRf

follows from the fact
that for any x, fRf

= {y | (x, y) ∈ Rf} = {y | y ∈ f(x)} = f(x), while the
equality R = RfR follows from the fact that RfR = {(x, y) | y ∈ fR(x)} = R.

�

Now that we have seen that we can naturally represent arrows aJ(P ) →
aJ (Q) in Sh(C, J) in terms of J-functional relations from P to Q, it is nat-
ural to consider how composition of arrows in Sh(C, J) can be described in
terms of an operation of composition of such relations in [Cop,Set]. The J-
functional relation corresponding to the composite of two arrows in Sh(C, J)
induced by J-functional relations R and S is the cJ -closure of the relation
given by the (relational) composite of R and S in [Cop,Set]. Indeed, the
operation of composition of relations is clearly preserved by geometric func-
tors; but aJ is such a functor and, by Proposition 2.3, there is just one
cJ -closed subobject whose image under aJ is a given subobject. Notice that
the composition of relations in a presheaf topos is computed pointwise.

Summarizing, we have the following result:

Theorem 2.13. Let (C, J) be a small-generated site. Then, for any presheaves
P,Q ∈ [Cop,Set], the arrows aJ(P ) → aJ(Q) in Sh(C, J) are in natural bi-
jection with the J-functional relations from P to Q in [Cop,Set].

Moreover, under this bijection, the composition of arrows in Sh(C, J)
corresponds to the cJ -closure of the composition in [Cop,Set] of the associated
J-functional relations. This operation, which we shall denote by the symbol
∗, admits the following explicit description: given a J-functional relation R
from P to Q and a J-functional relation S from Q to Z, S ∗ R is given by
the formula

(S ∗R)(c) = {(x, z) ∈ P (c)× Z(c) | {f : d → c | ∃y ∈ Q(d)

(P (f)(x), y) ∈ R(d) and (y, Z(f)(z)) ∈ S(d)} ∈ J(c)}

for any c ∈ C.
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Theorem 2.13 can be notably applied to the description of the full sub-
category aJ(C) of Sh(C, J) on the objects of the form l(c) for c ∈ C.

Corollary 2.14. Let (C, J) be a small-generated site. Then the full subcate-
gory aJ(C) of Sh(C, J) on the objects of the form l(c) for c ∈ C is equivalent
to the category CJ defined as follows:

• the objects of CJ are the objects of C;

• the arrows c→ d are the collections R of pairs of arrows (f : e→ c, g :
e → d) where e varies among the objects of C (we write (f, g) ∈ R(e)
to mean that (f, g) ∈ R and dom(f) = dom(g) = e) satisfying the
following properties:

(i) for any arrow k : e′ → e, if (f, g) ∈ R then (f ◦ k, g ◦ k) ∈ R;

(ii) for any e ∈ C and any arrows x : e→ c, y : e→ d, if {f : e′ → e |
(x ◦ f, y ◦ f) ∈ R} ∈ J(e) then (x, y) ∈ R;

(iii) for any e ∈ C and any (x, y), (x′, y′) ∈ R(e), if x = x′ then {f :
e′ → e | y ◦ f = y′ ◦ f} ∈ J(e);

(iv) for any e ∈ C and any x : e → c, {f : e′ → e | ∃y : e′ →
d such that (x ◦ f, y) ∈ R(e′)} ∈ J(e);

• the composite S ∗R of two arrows R : c→ d and S : d→ a is given by
the following formula:

(S ∗R)(e) = {(x : e→ c, z : e→ a) | {f : e′ → e | ∃y : e′ → d

(x ◦ f, y) ∈ R(e′) and (y, z ◦ f) ∈ S(e′)} ∈ J(e)}

for any e ∈ C.

One half of the equivalence CJ ≃ aJ(C) is given by the functor CJ → aJ(C)
acting on objects by sending any c ∈ CJ to l(c) and any arrow R : c → c′ in
CJ to the arrow l(c) → l(c′) in aJ(C) whose graph is aJ(R).

�

Remark 2.15. Let us clarify the relationship between the description of
arrows in aJ(C) given by Proposition 2.5 with that provided by Corollary
2.14 (modulo the equivalence aJ (C) ≃ CJ). We stress that, unlike the former
description (as equivalence classes of ways of representing them), the latter
is canonical ; in particular, the composition operation, not being defined by
using representatives, does not require any choices. Indeed, J-functional
relations are equivalence classes themselves.
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Given an arrow R : c → d in CJ , by property (iv) we have (by taking
e = c and x equal to the identity arrow on c) that S := {f : e → c |
∃y : e → d such that (f, y) ∈ R} ∈ J(c). By using the axiom of choice,
we can therefore choose, for each f ∈ S, an arrow yf : e → d such that
(f, yf) ∈ R, and hence the family {f : e → c, yf : e → d | f ∈ S} presents
the arrow l(c) → l(d) corresponding to R in the sense of Proposition 2.5. In
the converse direction, we claim that, given a family F = {f : dom(f) →
c, gf : dom(f) → d | f ∈ S} inducing an arrow ξ : l(c) → l(d) in the sense of
Proposition 2.5 (we present F in the form of Remark 2.6(b) for simplicity),
the J-functional relation R corresponding to the arrow ξ admits the following
explicit description:

(h, k) ∈ R if and only if for all χ ∈ h∗(S), k ◦ χ ≡J gh◦χ

By definition of R as the pullback of the graph of the arrow ξ : l(c) → l(d)
along the arrow ηyC(c) × ηyC(d), R is characterized by the following universal
property: for any e ∈ C, (h, k) ∈ R(e) if and only if ξ ◦ l(h) = l(k). Now,
since the sieve S is J-covering, for any h, the sieve h∗(S) is J-covering as well
and hence the family of arrows {l(χ) | χ ∈ h∗(S)} is epimorphic on l(e). So
ξ ◦ l(h) = l(k) if and only if ξ ◦ l(h) ◦ l(χ) = l(k) ◦ l(χ) for every χ ∈ h∗(S).
But ξ ◦ l(h) ◦ l(χ) = ξ ◦ l(h ◦ χ) = l(gh◦χ), while l(k) ◦ l(χ) = l(k ◦ χ), so
ξ ◦ l(h) ◦ l(χ) = l(k) ◦ l(χ) if and only if l(gh◦χ) = l(k ◦ χ), i.e. if and only if
k ◦ χ ≡J gh◦χ, as required.

The following corollary of Theorem 2.13 will be instrumental in section
6.5.4 for obtaining a site-level description of the hyperconnected-localic fac-
torization of a geometric morphism.

Corollary 2.16. Let (C, J) be a small-generated site. Then the full subcate-
gory of Sh(C, J) on the objects of the form aJ(S) for c ∈ C and S a (J-closed)
sieve on c is equivalent to the category CsJ defined as follows:

• the objects of CsJ are the pairs (c, S) consisting of an object c of C and
a (J-closed) sieve S on c;

• the arrows (c, S) → (d, T ) are the collections R of pairs of arrows
(x : e → c, y : e → d) where e varies among the objects of C (we write
(x, y) ∈ R(e) to mean that (x, y) ∈ R and dom(x) = dom(y) = e)
satisfying the following properties:

(i) for any (x, y) ∈ R, x ∈ S and y ∈ T ;

(ii) for any arrow f : e′ → e, if (x, y) ∈ R then (x ◦ f, y ◦ f) ∈ R;
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(iii) for any e ∈ C and any (x : e → c, y : e → d) ∈ S × T , if
{f : e′ → e | (x ◦ f, y ◦ f) ∈ R} ∈ J(e) then (x, y) ∈ R;

(iv) for any e ∈ C and any (x, y), (x′, y′) ∈ R(e), if x = x′ then {f :
e′ → e | y ◦ f = y′ ◦ f} ∈ J(e);

(v) for any e ∈ C and any x : e → c in S, {f : e′ → e | ∃y : e′ →
d such that (x ◦ f, y) ∈ R(e′)} ∈ J(e);

• the composite R′ ∗R : (c, S) → (a, Z) of two arrows R : (c, S) → (d, T )
and R′ : (d, T ) → (a, Z) is given by the following formula:

(R′ ∗R)(e) = {(x : e→ c, z : e→ a) ∈ S × Z | {f : e′ → e | ∃y : e′ → d

(x ◦ f, y) ∈ R(e′) and (y, z ◦ f) ∈ R′(e′)} ∈ J(e)}

for any e ∈ C.

�

Remark 2.17. If C is a geometric category (i.e. a well-powered category
which has finite limits, images of arrows which are stable under pullback and
arbitrary unions of subobjects that are stable under pullback) and J is the
geometric topology on it (whose covering sieves are those which contain small
families of arrows the union of whose images is the given object) then C is
closed under subobjects in Sh(C, J), so the category CsJ is equivalent to C.

The following proposition characterizes the J-functional relations R from
P to Q which induce a monomorphism (resp. an epimorphism) aJ(P ) →
aJ (Q):

Proposition 2.18. Let R be a J-functional relation from P to Q in [Cop,Set]
and αR : aJ(P ) → aJ(Q) the arrow in Sh(C, J) induced by R. Then

(i) αR is a monomorphism if and only if for any c ∈ C and any elements
(x, y), (x′, y′) ∈ R(c) such that y = y′, the sieve {f : d → c | P (f)(x) =
P (f)(x′)} is J-covering.

(ii) αR is an epimorphism if and only if for any c ∈ C and y ∈ Q(c), the
sieve {f : d → c | (∃x ∈ P (d))((x,Q(f)(y)) ∈ R(d))} is J-covering.

Proof Given an arrow α : A → B in a topos and its graph Rα  A × B,
α is a monomorphism (resp. an epimorphism) if and only if πB : Rα → B
is a monomorphism (resp. an epimorphism). But by Lemma 2.1, αR is a
monomorphism if and only if for every c ∈ C and any elements (x, y), (x′, y′) ∈
R(c) such that y = y′, the sieve {f : d → c | P (f)(x) = P (f)(x′)} is
J-covering, while αR is an epimorphism if and only if for any c ∈ C and
y ∈ Q(c), the sieve {f : d → c | (∃x ∈ P (d))((x,Q(f)(y) ∈ R(d)))} is J-
covering. �
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It is interesting to describe the arrows l(c) → aJ(P ) in a topos Sh(C, J)
of sheaves on a small-generated site (C, J) both from the point of view of
their ‘local’ representation (already investigated in section 2.3 in the context
of arrows l(c) → l(d) between objects coming from the site) and from the
point of view of J-functional relations.

Proposition 2.19. Let (C, J) be a small-generated site. Then

(i) An arrow ξ : l(c) → aJ(P ) in Sh(C, J) (equivalently, an element of
aJ (P )(c)) can be identified with an equivalence class of families {xf ∈
P (dom(f)) | f ∈ S} of elements of P indexed by the arrows f of a
J-covering sieve S on c which are locally matching in the sense that
for any arrow g composable with an arrow f ∈ S, xf◦g ≡J P (g)(xf),
modulo the equivalence which identifies two such families when they are
locally equal on a common refinement.

(ii) Any such family yields a local representation of ξ in the sense that
ξ ◦ l(f) = rxf for each f ∈ S, where rxf is the image under aJ of the
arrow yC(dom(f)) → P corresponding to the element xf ∈ P (dom(f))
via the Yoneda lemma.

(iii) Alternatively, the elements of aJ(P )(c) can be identified with functions
sending to each arrow f : d → c in C a (possibly empty) ≡J -equivalence
class Cf ⊆ P (dom(f)) of elements of P (dom(f)) in such a way that

• for any g composable with f , P (g)(Cf) ⊆ Cf◦g;

• for any y ∈ P (dom(f)), if {g : dom(g) → dom(f) | P (g)(y) ∈
Cf◦g} ∈ J(dom(f)) then y ∈ Cf ;

• {g : dom(g) → dom(f) | Cf◦g 6= ∅} ∈ J(dom(f)).

Proof The proof of (i) and (ii) is a straightforward generalisation of that
of Proposition 2.5, while part (iii) follows at once from Theorem 2.13 and
Proposition 2.12. �

Remark 2.20. Proposition 2.19(i) gives an explicit description of the associ-
ated sheaf functor aJ(P ) of a presheaf P , different from the usual construction
of it by means of the double plus construction. This alternative construction
of the associated sheaf functor seems to have been first discovered (albeit not
published) by Eduardo Dubuc in the eighties.
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2.5 Relative cofinality

In this section we introduce a notion of cofinal functor relative to a site, and
show that it naturally corresponds to the property of inducing an isomor-
phism between colimits in the relevant toposes.

Let (C, J) be a small-generated site and F : A → C and F : A′ → C two
functors to C related by a functor ξ : A → A′ and a natural transformation
α : F → F ′ ◦ ξ. We have an arrow

α̃ : colim[Cop,Set](yC ◦ F ) → colim[Cop,Set](yC ◦ F
′)

in [Cop,Set], defined through the universal property of the colimit by setting

α̃ ◦ λa = χξ(a) ◦ yC(α(a))

(for any a ∈ A), where λa : yC(F (a)) → colim[Cop,Set](yC ◦ F ) (for a ∈ A)
and χa′ : yC(F

′(a′)) → colim[Cop,Set](yC ◦ F
′) (for d′ ∈ A′) are the canonical

colimit arrows.
To show that this definition is indeed well-posed, we recall that colimits

in functor categories are computed pointwise; so, for each c ∈ C, we have

colim[Cop,Set](yC ◦ F )(c) = (
∐

a∈A

HomC(c, F (a)))/Rc,

where Rc is the equivalence relation given by: (x : c→ F (a), x′ : c→ F (b)) ∈
Rc if and only if x and x′ belong to the same connected component of the
category (c ↓ F ). Similarly, we have

colim[Cop,Set](yC ◦ F
′)(c) = (

∐

a′∈A′

HomC(c, F (a
′)))/R′

c,

where R′
c is the equivalence relation given by: (y : c → F (a′), y′ : c →

F (b′)) ∈ R′
c if and only if y and y′ belong to the same connected component

of the category (c ↓ F ′).
We thus see that the arrows {χξ(a) ◦ yC(α(a)) | a ∈ A} form indeed

a cocone under the diagram yC ◦ F , since they respect these equivalence
relations.

We want to understand under which conditions the arrow α̃ is sent by
the associated sheaf functor aJ : [Cop,Set] → Sh(C, J) to an isomorphism.
For this, we can use Lemma 2.1(iii); this yields the following result:

Proposition 2.21. Let (C, J) be a small-generated site and F : A → C and
F ′ : A′ → C two functors to C related by a functor ξ : A → A′ and a natural
transformation α : F → F ′ ◦ ξ. Then the canonical arrow

α̃ : colim[Cop,Set](yC ◦ F ) → colim[Cop,Set](yC ◦ F
′)
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defined above is sent by aJ to an isomorphism

aJ(α̃) : colimSh(C,J)(l ◦ F ) → colimSh(C,J)(l ◦ F )

if and only if (ξ, α) satisfies the following ‘cofinality’ conditions:

(i) For any object c of C and any arrow y : c → F ′(a′) in C there are a
J-covering family {fi : ci → c | i ∈ I} and for each i ∈ I an object ai
of A and an arrow yi : ci → F (ai) such that (y ◦ fi, α(ai) ◦ yi) ∈ R′

ci
.

(ii) For any object c of C and any arrows x : c → F (a) and x′ : c → F (b)
in C such that (α(a) ◦ x, α(b) ◦ x′) ∈ R′

c there is a J-covering family
{fi : ci → c | i ∈ I} such that (x ◦ fi, x

′ ◦ fi) ∈ Rci for each i ∈ I.

�

To better understand the conditions of Proposition 2.21, it is natural to
consider the fibrations πFC : (1C ↓ F ) → C and πF

′

C : (1C ↓ F ) → C given
by the canonical projection functors (cf. section 3.4.4 for an analysis of
this type of fibrations). Then the natural transformation α yields a functor
αfib : (1C ↓ F ) → (1C ↓ F ′), sending to each object (c, a, x : c → F (a)) of
(1C ↓ F ) the object (c, ξ(a), α(a) ◦ x : c → F ′(ξ(a))) of (1C ↓ F ′), which is
actually a morphisms of fibrations.

Remarks 2.22. (a) Condition (i) of Proposition 2.21 can be replaced by
the single condition that for any object u := (c, a′, y : c→ F ′(a′)) of the
category (1C ↓ F ′), there is a J-covering family such that the category
((u ◦ fi) ↓ αfib) is non-empty for each i ∈ I.

(b) In condition (i) of Proposition 2.21, if the claim is satisfied for an arrow
y : d → F (a′) then it is satisfied by any arrow of the form y ◦ z for an
arrow z composable with y. It follows in particular that if ξ is essentially
surjective and α is the identity then the condition is satisfied.

(c) Proposition 2.21 can be notably applied in the context of colimit-preserving
functors

Z : Sh(C, J) → Sh(D, K)

between Grothendieck toposes such that Z ◦ l = l′ ◦ z for some functor
z : C → D (such as, for instance, inverse image functors of geometric
morphisms induced by a morphism of sites, or essential images of essential
geometric morphisms induced by a continuous comorphism of sites, as
investigated in section 4.3). Indeed, the value of such a functor Z on a J-
sheaf Q on C is given by colimSh(D,K)(Z ◦l◦πQ) = colimSh(D,K)(l

′◦z◦πQ),
where πQ :

∫
Q→ C is the canonical projection functor from the category
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∫
Q of elements of Q. See section 4.6 below for an application of this

remark.

(d) We shall see in section 4.3 (cf. Proposition 4.32) that, under the hy-
potheses of Proposition 2.21, if p is a continuous comorphism of sites
(C, J) → (D, K) such that the essential image of the associated geomet-
ric morphism Cp is conservative then (ξ, α) satisfies the conditions of
Proposition 2.21 if and only if (ξ, pα) does.

Let us now apply Proposition 2.21 in two notable cases:

(1) F = ξ : A → C, F ′ = 1C, α is the identity. In this case the equiva-
lence relations R′

c are the total relations, and the proposition yields the
following criterion: the canonical arrow

colim[Cop,Set](yC ◦ ξ) → colim[Cop,Set](yC) = 1[Cop,Set]

is sent by aJ to an isomorphism

colimSh(C,J)(l ◦ ξ) → 1Sh(C,J)

if and only if the following conditions are satisfied:

(i) For any object c of C there are a J-covering family {fi : ci → c | i ∈
I} and for each i ∈ I an object ai of A and an arrow yi : ci → F (ai).

(ii) For any object c of C and any arrows x : c→ F (a) and x′ : c→ F (b)
in C, there is a J-covering family {fi : ci → c | i ∈ I} such that
(x ◦ fi, x

′ ◦ fi) ∈ Rci for each i ∈ I.

Notice that if J is the trivial Grothendieck topology then the above con-
ditions amount precisely to the requirement that for every object c of
C, the category (c ↓ ξ) be non-empty and connected, which means pre-
cisely that the functor F is cofinal (in the classical sense). It is therefore
natural to call J-cofinal a functor F : A → C which satisfies the two
conditions above (see Definition 2.23 below).

(2) F ′ is the forgetful functor Uc0 : C/c0 → C for an object c0 of C, ξ is a
cocone {ξa : F (a) → c0 | a ∈ A} under the functor F with vertex c0 and
α is the identity. In this case we have: for any y : c→ (Uc0([p : c

′ → c0]))
and y′ : c→ (Uc0([q : c

′′ → c0])), (y, y′) ∈ R′
c if and only if p ◦ y = q ◦ y′.

So the proposition yields the following criterion: the cocone ξ is sent
by the canonical functor C → Sh(C, J) to a colimit if and only if the
following conditions are satisfied:
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(i) For any object c of C and any arrow y : c → c0 in C there are a
J-covering family {fi : ci → c | i ∈ I} and for each i ∈ I an object
ai of A and an arrow yi : ci → F (ai) such that y ◦ fi = ξai ◦ yi.

(ii) For any object c of C and any arrows x : c → F (a) and x′ : c →
F (b) in C such that ξa ◦ x = ξb ◦ x

′ there is a J-covering family
{fi : ci → c | i ∈ I} such that (x ◦ fi, x′ ◦ fi) ∈ Rci for each i ∈ I.

Definition 2.23. Given a small site (C, J), a functor F : A → C is said to
be J-cofinal if the following conditions are satisfied:

(i) For any object c of C there are a J-covering family {fi : ci → c | i ∈ I}
and for each i ∈ I an object ai of A and an arrow yi : ci → F (ai).

(ii) For any object c of C and any arrows x : c→ F (a) and x′ : c→ F (b) in
C there is a J-covering family {fi : ci → c | i ∈ I} such that x ◦ fi and
x′ ◦fi belong to the same connected component of the category (ci ↓ F )
for each i ∈ I.

The above discussion thus yields the following two corollaries.

Corollary 2.24. Let (C, J) be a small-generated site and F : A → C a
functor. Then F is J-cofinal if and only if the canonical arrow

colimSh(C,J)(l ◦ F ) → 1Sh(C,J)

is an isomorphism.

�

Given a functor D : A → C and a cocone {ξa : D(a) → c0 | a ∈ A}
under D with vertex c0, we can lift D to a functor Dξ : A → C/c0 such that
Uc0 ◦Dξ = D. Let Jc0 be the Grothendieck topology on C/c0 whose covering
sieves are precisely those whose image under Uc0 is J-covering. Then the
arrow

colim[Cop,Set](yC ◦D) → colim[Cop,Set](yC ◦ Uc0)
∼= yC(c0)

induced by ξ, regarded as an arrow in [Cop,Set]/yC(c0), corresponds to the
unique arrow

colim[(C/c0)op,Set](y(C/c0) ◦Dξ) → 1[(C/c0)op,Set]

and hence the image of the former under aJ corresponds to the image of the
latter under aJc0 via the equivalence Sh(C, J)/l(c0) ≃ Sh(C/c0, Jc0). So the
cocone ξ is sent by the canonical functor C → Sh(C, J) to a colimit if and
only if Dξ is Jc0-cofinal:
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Corollary 2.25. Let D : A → C be a functor and ξ a cocone {ξa : D(a) →
c0 | a ∈ A} under D with vertex c0. Then ξ is sent by the canonical functor
l : C → Sh(C, J) to a colimit cocone if and only if the functor Dξ is Jc0-
cofinal, equivalently if and only if the following conditions are satisfied:

(i) For any object c of C and any arrow y : c → c0 in C there are a J-
covering family {fi : ci → c | i ∈ I} and for each i ∈ I an object ai of
A and an arrow yi : ci → D(ai) such that y ◦ fi = ξai ◦ yi.

(ii) For any object c of C and any arrows x : c→ D(a) and x′ : c→ D(b) in
C such that ξa ◦x = ξb ◦x

′ there is a J-covering family {fi : ci → c | i ∈
I} such that x ◦ fi and x′ ◦ fi belong to the same connected component
of the category (ci ↓ D) for each i ∈ I.

�

Corollary 2.25 can be applied in particular to characterize colimits in a
Grothendieck topos in terms of generalized elements:

Corollary 2.26. Let D : A → E be a functor from a small category A
to a Grothendendieck topos E and ξ a cocone {ξa : D(a) → e0 | a ∈ A}
under D with vertex e0. Then ξ is a colimit cocone if and only if the functor
Dξ is (Jcan

E )e0-cofinal, equivalently if and only if the following conditions are
satisfied:

(i) For any object e of E and any arrow y : e → e0 in E there are an
epimorphc family {fi : ei → e | i ∈ I} in E and for each i ∈ I an object
ai of A and an arrow yi : ei → D(ai) such that y ◦ fi = ξai ◦ yi.

(ii) For any object e of E and any arrows x : e → D(a) and x′ : e → D(b)
in E such that ξa ◦ x = ξb ◦ x

′ there is an epimorphic family {fi : ei →
e | i ∈ I} in E such that x ◦ fi and x′ ◦ fi belong to the same connected
component of the category (ei ↓ D) for each i ∈ I.

The following proposition expresses a natural relation between the notion
of J-cofinality and the conditions of Proposition 2.21 (see section 4 for the
notions of continuous functor and weak morphism of toposes):

Proposition 2.27. Let A : A → C be a functor and v : (C, J) → (C′, J ′)
a continuous functor (that is, a weak morphism of sites). If A is J-cofinal
then it satisfies, together with the identical natural transformation on v ◦ F ,
the conditions of Proposition 2.21. Moreover, the converse holds if Sh(v)∗

reflects isomorphisms.
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Proof Since v is continuous, the following square commutes:

C v //

lC
��

C′

l′C
��

Sh(C, J)
Sh(v)∗// Sh(C′, J ′)

By Corollary 2.24, F is J-cofinal if and only if the unique arrow

colimSh(C,J)(lC ◦ F ) → 1Sh(C,J)

is an isomorphism. Since (Cv)! is colimit-preserving and the above square
commutes, we have

Sh(v)∗(colimSh(C,J)(lC ◦ F )) ∼= colimSh(C′,J ′)(lC′ ◦ v ◦ F )

and
Sh(v)∗(1Sh(C,J)) = colimSh(C′,J ′)(lC′ ◦ v)

So if the above arrow is an isomorphism then the canonical arrow

colimSh(C′,J ′)(lC′ ◦ v ◦ F ) → colimSh(C′,J ′)(lC′ ◦ v)

induced by F is an isomorphisms (that is, F satisfies the conditions of Propo-
sition 2.21 together with the identical natural transformation on v ◦ F ), and
the converse holds if Sh(v)∗ reflects isomorphisms. �

3 Morphisms and comorphisms of sites

3.1 Geometric morphisms and flat functors

Recall that any functor A : C → E from an essentially small category C to
a Grothendieck topos E induces an adjuction (LA ⊣ RA), where RA : E →
[Cop,Set] is the ‘hom’ functor HomE(A(−),−) and LA : [Cop,Set] → E is
the unique (up to isomorphism) colimit-preserving functor which extends A
along the Yoneda embedding yC : C → [Cop,Set], in other words, the left
Kan extension of A along the Yoneda embedding yC : C → [Cop,Set], which
sends each presheaf P on C to the colimit of the diagram A ◦ πP , where
πP :

∫
P → C is the canonical projection from the category

∫
P of elements

of P (see, for instance, section I.5 of [10]). The functor A is said to be flat if
LA preserves finite limits. In this case, the pair (LA ⊣ RA) defines a geometric
morphism E → [Cop,Set]. If J is a Grothendieck topology on C and A is flat
then the geometric morphism (LA ⊣ RA) : E → [Cop,Set] factors through
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the canonical geometric inclusion Sh(C, J) →֒ [Cop,Set] if and only if A is J-
continuous. In other words, we have a categorical equivalence, usually called
Diaconescu’s equivalence

Geom(E ,Sh(C, J)) ≃ FlatJ(C, E),

where Geom(E ,Sh(C, J)) is the category of geometric morphisms from E to
Sh(C, J) and FlatJ(C, E) is the category of J-continuous flat functors C → E .

In section VII.9 of [10], the flat functors C → E are characterized precisely
as the functors C → E that are filtering, in the sense of the following result:

Theorem 3.1 (Theorem VII.9.1 [10]). A functor A : C → E is flat if and
only if it is filtering in the sense that it satisfies the following conditions:

(i) The family of arrrows A(c) → 1E (for c ∈ C) is epimorphic in E ;

(ii) For any objects c and d of C, the family of arrows of the form 〈A(u), A(v)〉 :
A(b) → A(c) × A(d), where b is an object of C u and v are arrows re-
spectively b→ c and b→ d in C, is epimorphic in E ;

(iii) For any two arrows u, v : c→ d in C, let i : Eq(A(u), A(v))  A(c) be
the equalizer of A(u) and A(v) in E . Then the family of factorizations
A(b) → Eq(A(u), A(v)) through i of arrows of the form A(w) : A(b) →
A(c), where w : b → c is an arrow in C such that u ◦ w = v ◦ w, is
epimorphic.

3.2 Morphisms of sites

In [1] (Exposé III.1), a functor F : C → D between the underlying categories
C and D of two (small-generated) sites (C, J) and (D, K) is defined to be
(what is now called) a morphism of sites (C, J) → (D, K) if it induces a
geometric morphism f : Sh(D, K) → Sh(C, J), in the sense that there is a
commutative diagram

C F //

l
��

D

l′

��
Sh(C, J)

f∗ // Sh(D, K),

where l and l′ are the canonical functors.
If F is a morphism of sites (C, J) → (D, K), the geometric morphism

Sh(D, K) → Sh(C, J) that it induces will be denoted by Sh(F ).
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By Diaconescu’s equivalence, the geometric morphisms

Sh(D, K) → Sh(C, J)

correspond precisely to the flat J-continuous functors C → Sh(D, K), and,
thanks to Theorem 3.1 and Proposition 2.5(i) (which allows us to K-locally
represent the arrows in the image of l′ in terms of arrows in D), we can
explicitly rephrase the condition for a functor F : C → D that l′ ◦ F be flat
and J-continuous. This leads to the following characterization/definition of
morphisms of sites:

Definition 3.2. A functor F : C → D is said to be a morphism of sites
(C, J) → (D, K), where J is a collection of sieves in C andK is a Grothendieck
topology on D, if it satisfies the following conditions:

(i) F sends every J-covering family in C into a K-covering family in D.

(ii) Every object d of D admits a K-covering family

di −→ d , i ∈ I ,

by objects di of D which have morphisms

di −→ F (c′i)

to the images under F of objects c′i of C.

(iii) For any objects c1, c2 of C and any pair of morphisms of D

g1 : d −→ F (c1) , g2 : d −→ F (c2) ,

there exists a K-covering family

g′i : di −→ d , i ∈ I ,

and a family of pairs of morphisms of C

f i1 : c
′
i −→ c1 , f i2 : c

′
i → c2 , i ∈ I ,

and of morphisms of D

hi : di −→ F (c′i) , i ∈ I ,

making the following squares commutative:

di
g′i //

hi
��

d

g1
��

F (c′i)
F (f i1) // F (c1)

di
g′i //

hi
��

d

g2
��

F (c′i)
F (f i2) // F (c2)
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(iv) For any pair of arrows f1, f2 : c1 ⇒ c2 of C and any arrow of D

g : d −→ F (c1)

satisfying
F (f1) ◦ g = F (f2) ◦ g ,

there exist a K-covering family

gi : di −→ d , i ∈ I ,

and a family of morphisms of C

ki : c
′
i −→ c1 , i ∈ I ,

satisfying
f1 ◦ ki = f2 ◦ ki , ∀ i ∈ I ,

and of morphisms of D

hi : di −→ F (c′i) , i ∈ I ,

making the following squares commutative:

di
gi //

hi
��

d

g

��
F (c′i)

F (ki) // F (c1)

Remarks 3.3. (a) A functor F : C → D is a morphism of sites (C, J) →
(D, K) (in the sense of Definition 3.2) if and only if l′◦F is a J-continuous
flat functor C → Sh(D, K), and, conversely, for any small-generated site
(C, J) and any Grothendieck topos E , a J-continuous flat functor C → E
is precisely a morphism of sites (C, J) → (E , Jcan

E ).

(b) The above characterization of morphisms of sites (C, J) → (D, K) as the
functors F : C → D which induce a geometric morphism f : Sh(D, K) →
Sh(C, J) actually holds for arbitrary collections J of sieves in C, if we
define Sh(C, J) := Sh(C, J̃), where J̃ is the Grothendieck topology on C
generated by J (cf. Proposition 3.4 below).

(c) Definition 3.2 is equivalent to the one given in [14], which specifies that
a functor is a morphism of sites when it is cover-preserving and covering-
flat (in the sense that for any finite diagram D in C every cone over an
object of the form F (c) factors locally through the F -image of a cone
over D), and also proves the characterization in (b) by using this latter
definition.
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Proposition 3.4. Let J ′ a collection of sieves on a category C, and J the
Grothendieck topology on C generated by it. Then any morphism of sites
(C, J ′) → (D, K) is a morphism of sites (C, J) → (D, K).

Proof We have to show that a morphism of sites F : (C, J ′) → (D, K)
is cover-preserving as a morphism (C, J) → (D, K) (the other conditions in
the notion of morphism of sites being independent from the Grothendieck
topology in the source site). For this, it clearly suffices to prove that the
collection of sieves S in C such that F (S) generates a K-covering sieve is a
Grothendieck topology containing J ′.

The maximality and transitivity axioms are clearly satisfied, so it remains
to prove the pullback-stability axiom. We shall deduce this from the fact
that F : (C, J ′) → (D, K) satisfies conditions (ii) and (iii) in the definition
of morphism of sites. We have to prove that if S is a sieve on c such that
the sieve 〈F (S)〉 generated by F (S) is K-covering then for any arrow f :
c′ → c, the sieve 〈F (f ∗(S))〉 generated by F (f ∗(S)) is also K-covering. For
this, using the transitivity axiom for K, we are reduced to verifying that for
each ξ : d → F (c′) in F (f)∗(〈F (S)〉), ξ∗(〈F (f ∗(S))〉) is K-covering. Since
ξ ∈ F (f)∗(〈F (S)〉), there exist s : c′′ → c in S and χ : d → F (c′′) in D such
that F (f) ◦ ξ = F (s) ◦ χ. By condition (ii) of Definition 3.2, there exist a
K-covering family

g′i : di −→ d , i ∈ I ,

and a family of pairs of morphisms of C

f i1 : c
′
i −→ c′′ , f i2 : c

′
i → c′ , i ∈ I ,

and of morphisms of D

hi : di −→ F (c′i) , i ∈ I ,

such that F (f i1)◦hi = χ◦g′i and F (f i2)◦hi = ξ◦g′i. Now, for each i ∈ I, consider
the arrows s ◦ f i1, f ◦ f

i
2 : c

′
i ⇒ c, which satisfy F (s ◦ f i1) ◦ hi = F (f ◦ f i2) ◦ hi.

By condition (iii) of Definition 3.2, there exist a K-covering family

gij : d
i
j −→ di , j ∈ Ji ,

and a family of morphisms of C

kij : c
′i
j −→ c′i , j ∈ Ji ,

satisfying
s ◦ f i1 ◦ k

i
j = f ◦ f i2 ◦ k

i
j , ∀ j ∈ Ji ,
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and of morphisms of D

hij : d
i
j −→ F (c′

i
j) , j ∈ Ji ,

such that hi ◦ gij = F (kij) ◦ h
i
j .

Therefore, the family of arrows {g′i ◦ g
i
j | i ∈ I, j ∈ Ji} is K-covering and

is contained in the sieve ξ∗(〈F (f ∗(S))〉). Indeed, ξ ◦ g′i ◦ g
i
j = F (f i2)◦hi ◦ g

i
j =

F (f i2 ◦ k
i
j) ◦ h

i
j , which belongs to 〈F (f ∗(S))〉 since the equality s ◦ f i1 ◦ k

i
j =

f ◦ f i2 ◦ k
i
j implies that f i2 ◦ k

i
j ∈ f ∗(S) and hence that F (f i2 ◦ k

i
j) ∈ F (S). So

ξ∗(〈F (f ∗(S))〉) is K-covering, as desired. �

3.3 Comorphisms of sites

Recall that a comorphism of sites (D, K) → (C, J) (where J and K are
Grothendieck topologies respectively on C and D) is a functor F : D → C
which has the covering lifting property, that is the property that for every
d ∈ D and any J-covering sieve S on F (d) there is a K-covering sieve R on
c such that F (R) ⊆ S.

As it is well-known (cf. Theorem VII.5 [10]), every comorphism of sites
F : (D, K) → (C, J) induces a J-continuous flat functor

AF : C → Sh(D, K),

which assigns to each object c of C the K-sheaf given by aK(HomC(F (−), c))
(and acts on the arrows in the obvious way), and hence, by Diaconescu’s
equivalence, a geometric morphism CF : Sh(D, K) → Sh(C, J) (whose in-
verse image C∗

F : Sh(C, J) → Sh(D, K) sends a J-sheaf P to aK(P ◦ F op)).
In fact, more generally, a functor F : D → C is a comorphism of sites
(D, K) → (C, J) if and only if the following diagram commutes:

[Cop,Set]
−◦F op

//

aJ
��

[Dop,Set]

aK
��

Sh(C, J)
C∗

F // Sh(D, K).

We shall also write DF for the functor − ◦ F op : [Cop,Set] → [Dop,Set].
Notice that the canonical geometric inclusion Sh(C, J) →֒ [Cop,Set] can

be seen either as induced by the morphism of sites (C, T ) → (C, J) given by
the identity functor 1C on C, where T is the trivial Grothendieck topology on
C, or as induced in this way by the comorphism of sites 1C : (C, J) → (C, T ).

Comorphisms of sites notably arise in the context of flat functors inducing
equivalences of toposes. Let F : C → E be a flat functor on an essentially
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small category C with values in a Grothendieck topos E , and let JF be the
induced Grothendieck topology on C (in the sense of Proposition 6.5). Sup-
pose that F induces an equivalence E ≃ Sh(C, JF ) (equivalently, satisfies the
conditions of Corollary 5.11, that is, is JF -full and the objects of the form
F (c) for c ∈ C form a separating family of objects of E). Then F is both a
morphism and a comorphism of sites (C, JF ) → (E , Jcan

E ) (cf. Corollary 5.22),
and the geometric morphisms

Sh(F ) : Sh(E , Jcan
E ) → Sh(C, JF )

and
CF : Sh(C, JF ) → Sh(E , Jcan

E )

are quasi-inverse to each other.
For any small-generated site (C, J) the canonical functor

l : (C, J) → (Sh(C, J), Jcan
Sh(C,J))

is a comorphism of sites (which induces the identity geometric morphism on
Sh(C, J)), and for any site of definition (D, K) of a Grothendieck topos E , a
comorphism of sites (C, J) → (E , Jcan

E ) yields a comorphism of sites (C, J) →
(D, K) if and only if it factors through the canonical functor D → Sh(D, K).

3.3.1 The smallest Grothendieck topology making a functor a co-

morphism of sites

Recall (see, for instance, Lemma C2.3.19(i) [7]) that, given a functor A :
C → D and a Grothendieck topologyK in D, there is a smallest Grothendieck
topology on C which makes A a comorphism of sites to (D, K). This topology,
which we denote by MA

K , is generated by the (pullback-stable) family of sieves
of the form SAR := {f : dom(f) → c | A(f) ∈ R} for an object c of C and a
K-covering sieve R on A(c).

Lemma 3.5. Let (C, J) be a site and F : C → D a functor. Let us suppose
that K̃ is a Grothendieck topology on D generated by a pullback-stable family
of sieves K on D. Then, if for every sieve R in K on an object of the
form F (c) there is a J-covering sieve S on c such that F (S) ⊆ R, F is a
comorphism of sites (C, J) → (D, K̃).

Proof We can explicitly describe K̃ in terms of K as follows: the K̃-
covering sieves are precisely those which contain a finite multicomposition of
K-covering sieves. But the covering-lifting property is clearly inherited by
taking bigger sieves or multicompositions of sieves, whence our thesis follows.

�
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Corollary 3.6. Let G : A → C and F : C → D be functors such that F ◦G
is a comorphism of sites (A, A) → (D, L). Then G is a comorphism of sites
(A, A) → (C,MF

L ).
If F is full and faithful, then F : (C,MF

L ) → (D, L) is cover-reflecting.

Proof Our thesis follows at once from Lemma 3.5 in light of the fact that, as
recalled above, the Grothendieck topology MF

L is generated by the pullback-
stable collection of sieves of the form {f : dom(f) → c | F (f) ∈ R} where R
varies among the L-covering sieves on F (c).

Let us now suppose that F is full and faithful. If S is a sieve such that
F (S) is K-covering then the family {g ∈ C | F (g) ∈ 〈F (S)〉} is MF

K-covering.
But, since F is full and faithful, F (g) ∈ 〈F (S)〉 if and only if g ∈ 〈S〉, so S
is MF

K -covering, as required. �

We shall now proceed to investigate the Grothendieck topologies of the
form M i

J , where i : D → C is a full and faithful functor.
Consider the geometric morphism Ci : [D

op,Set] → [Cop,Set] induced by
i; it is an inclusion (cf. Remark 7.7) and hence we have a bijective correspon-
dence between the subtoposes of [Dop,Set] (equivalently, the Grothendieck
topologies on D) and the subtoposes of [Cop,Set] which are contained in Ci
(equivalently, the Grothendieck topologies J on C which contain the rigid
topology Ri whose covering sieves on an object c are the sieves containing
all the arrows from objects of the form i(d) to c). Given a Grothendieck
topology K on D, the Grothendieck topology on C associated with it via this
correspondence is precisely the topology Ki coinduced by K along i (in the
sense of Proposition 6.11). On the other hand, for any Grothendieck topology
J on C, the Grothendieck topology on D associated with the intersection of
the subtoposes Sh(C, J) →֒ [Cop,Set] and Ci (that is, with the Grothendieck
topology on C generated by Ri and J) is the smallest Grothendieck topol-
ogy M i

J on D which makes i a comorphism of sites to (C, J). Indeed, M i
J is

characterized in the proof of Lemma C2.3.19 [7] by the pullback square

Sh(D,M i
J)

//

��

Sh(C, J)

��
[Dop,Set]

Ci // [Cop,Set],

from which it is clear that subtopos given by the composite of Sh(D,M i
J) →֒

[Dop,Set] with Ci is precisely the subtopos of [Cop,Set] given by the inter-
section of the subtoposes Sh(C, J) →֒ [Cop,Set] and Ci. This shows that
J ∨Ri = (M i

J)
i.
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Notice that, since the equivalence

Sh(D,M i
J) ≃ Sh(C, J ∨Ri)

makes the square
Sh(D,M i

J)
//

��

Sh(C, J ∨Ri)

��
[Dop,Set]

Ci // [Cop,Set],

commute (the morphism Sh(D,M i
J) → Sh(C, J) is the composite of the

equivalence Sh(D,M i
J) ≃ Sh(C, J∨Ri) with the canonical inclusion Sh(C, J∨

Ri) →֒ Sh(C, J)), the functor i is a comorphism of sites (D,M i
J) → (C, J∨Ri)

(cf. section 3.3).
In the converse direction, for any Grothendieck topologyK on D, we have

a commutative square

Sh(D, K) //

��

Sh(C, Ki)

��
[Dop,Set]

Ci // [Cop,Set],

where the upper horizontal morphism is an equivalence (by the universal
property of the topology Ki). This square is thus a pullback and hence from
the pullback characterization of the topology M i

Ki it follows that K =M i
Ki.

Summarizing, we have the following result:

Theorem 3.7. Let i : D → C be a full and faithful functor. Then the
assignments

J 7→ M i
J

and
K 7→ Ki

between the classes of Grothendieck topologies J on C and K on D satisfy
the following properties:

(i) J ∨Ri = (M i
J)
i, where Ri is the rigid topology on D associated with i;

(ii) K =M i
Ki.

Moreover, for any J and any K, the functor i is a comorphism of sites
(D,M i

J) → (C, J ∨ Ri) inducing an equivalence of toposes

Sh(D,M i
J) ≃ Sh(C, J ∨ Ri),

and a comorphism of sites (D, K) → (C, Ki) inducing an equivalence

Sh(D, K) ≃ Sh(C, Ki).
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�

As remarked in the proof of Lemma C2.3.19 [7], the topology M i
J does not

in general admit an easy explicit description in terms of J and i. Nonetheless,
if i is (M i

J , J)-continuous, it admits an alternative characterization, as a
consequence of the following result:

Proposition 3.8. Let i be a K-full and K-faithful (K, J)-continuous comor-
phism of sites (D, K) → (C, J). Then K can be explicitly characterized in
terms of J as follows: for any sieve T on an object d of D, T ∈ K(d) if and
only if the morphism Laniop(mT ) is J-bicovering, where mT : T  yD(d) is
the monomorphism in [Dop,Set] corresponding to the sieve T and Laniop is
the left Kan extension functor [Dop,Set] → [Cop,Set] along iop.

Proof We preliminarily observe that, since i is K-full and K-faithful, Ci
is an inclusion by Proposition 7.6, equivalently the functor (Ci)! is full and
faithful. So (Ci)! reflects isomorphisms. Since i is (K, J)-continuous, by
Corollary 4.25 we have a commutative square

[Dop,Set]
Laniop //

aK
��

[Cop,Set]

aJ
��

Sh(D, K)
(Ci)! // Sh(C, J)

Now, the commutativity of this diagram implies that the canonical morphism
mT : T  yD(d) is sent by (Ci)! ◦ aK to an isomorphism (equivalently, since
(Ci)! reflects isomorphisms, T is K-covering) if and only aJ sends Laniop(mT )
to an isomorphism. �

Remark 3.9. Proposition 3.8 asserts precisely that K coincides with the
Grothendieck topology induced by i, regarded as a functor to the site (C, J),
in the sense of section III-3 of [1] (by Proposition III-3.2 therein – cf. also
Remark 4.12(c)); that is, K is the largest Grothendieck topology which makes
i continuous.

Corollary 3.10. Let (C, J) be a small-generated site and i a full and faithful
morphism of sites (D, TD) → (C, J∨Ri), where TD is the trivial Grothendieck
topology on D. Then for any sieve T on an object d of D, T ∈M i

J(d) if and
only if it is i(T ) is (J ∨Ri)-covering.

Proof As observed above, i is a comorphism of sites (D,M i
J) → (C, J ∨Ri).

On the other hand, by our hypothesis, i is also a morphism of sites (D,M i
J) →

(C, J ∨ Ri) and hence it is (K, J ∨ Ri)-continuous. We can therefore apply
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Proposition 3.8 to it. But, since aJ∨Ri
◦ Laniop preserves finite limits and

hence monomorphisms, Laniop(mT ) is (J ∨ Ri)-bicovering if and only if the
flat functor aJ ◦ Laniop ◦ yD = lC ◦ i sends T to an epimorphic family of
Sh(C, J ∨Ri), that is, if and only if i sends T to a (J ∨Ri)-covering family.�

The following result shows that, under some specific hypotheses, the
Grothendieck topology J ∨Ri admits a particularly simple description.

Proposition 3.11. Let i be a full and faithful functor D → C and J a
Grothendieck topology on C such that for every J-covering sieve T on an
object of the form i(d) for d ∈ D, T ∩Im(i) ∈ J(i(d)). Then the Grothendieck
topology J ∨Ri admits the following explicit description: for any sieve T on
an object c of C, T ∈ (J ∨Ri)(c) if and only if for every arrow ξ : i(d) → c,
ξ∗(T ) ∈ J(i(d)).

Proof Let WJ be the collection of sieves on C defined as follows: for any sieve
T on an object c of C, T ∈ WJ(c) if and only if for every arrow ξ : i(d) → c,
ξ∗(T ) ∈ J(i(d)). Then J ⊆ WJ and Ri ⊆ WJ . Also, WJ ⊆ J ∨ Ri by
the transitivity axiom for Grothendieck topologies. So, to show that WJ =
J∨Ri, it remains to verify that, under our assumption, WJ is a Grothendieck
topology. The fact that the maximality and pullback stability axioms are
satisfied is clear, as it is the fact that any sieve containing a sieve in WJ

lies again in WJ . So it remains to show that arbitrary multicompositions
of sieves in WJ lie in WJ . So, suppose that S ∈ WJ(c) and that, for each
f ∈ S, Sf ∈ WJ(dom(f)). Then the sieve S ∗ {Sf | f ∈ S} belongs to WJ(c)
since for any ξ : i(d) → c, ξ∗(S ∗{Sf | f ∈ S}) contains the multicomposition
(ξ∗(S)∩Im(i))∗{Sξ◦g | g ∈ (ξ∗(S)∩Im(i))}, all of whose sieves are J-covering
(note that Sf is J-covering for any arrow f whose domain is of the form i(d)
for an object d ∈ D). �

3.3.2 Fibrations as comorphisms of sites

Given a fibration p : C → D to a category D endowed with a Grothendieck
topology K, it is natural to regard it as a comorphism of sites (C,Mp

K) →
(D, K). This point of view on fibrations is extensively developed in a forth-
coming joint work with Riccardo Zanfa, in the context of which the following
theorem, providing an explicit characterization of the Grothendieck topology
Mp

K , has been discovered. Before stating it, we shall establish a number of
technical results about fibrations.

Recall that, given a functor p : C → D, an arrow φ : c → c′ is said to be
cartesian (relative to p) if for any arrow ψ : c′′ → c in C and g : p(c′′) → p(c′)
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such that p(φ) ◦ g = p(ψ), there exists a unique arrow χ : c′′ → c′ such that
ψ = φ◦χ and p(χ) = g. We shall say that an arrow of C is said to be vertical
if its image under p is an isomorphism.

Commonly, a functor p is said to be a fibration if for any d ∈ D and
any arrow f : d → p(c) in D, there is a cartesian arrow φ : c′ → c such that
p(φ) = f . This definition of fibration, whilst equivalent to the original one by
Grothendieck ([2]) and found almost everywhere in the categorical literature
on fibrations, is ill-posed since it does not even include functors which are one
half of an equivalence of categories. Indeed, the equality p(φ) = f implies
in particular the equality of objects dom(f) = p(dom(φ)), which is a form
of surjectivity of the functor p which is too strong and unnatural from a
categorical point of view. Indeed, surjectivity at the level of objects should
always be replaced by essential surjectivity within a categorical framework.
The good, categorically-invariant, definition, already pointed out by R. Street
(see [11]), is as follows: a functor p : C → D is a fibration if for any arrow
f : d → p(c) in D, there is a cartesian arrow φ : c′ → c and an isomorphism
α : p(c′) → d such that f ◦ α = p(φ). Notice that this definition covers in
particular the case of a functor p which is part of an equivalence of categories;
indeed, in such a situation every arrow is cartesian and one can obtain an
adjoint equivalence between p (right adjoint) and its quasi-inverse q; this
adjunction provides in particular, for any arrow f : d → p(c) in D, an
isomorphism α : p(q(d)) ∼= d given by the inverse of the unit of the adjunction
at d, and an arrow φ : q(d) → c, given by the transpose of f along the
adjunction, such that f ◦ α = p(φ).

Fibrations satisfy a number of elementary properties: the identity arrow
on each object is cartesian, the composite of two cartesian arrow is cartesian,
and any arrow u of C can be decomposed, uniquely up to isomorphism, as
the composite of a vertical arrow followed by a cartesian arrow. We shall call
‘the’ cartesian arrow arising in this factorization, which is determined up to
unique compatible isomorphism between the domains, the cartesian image
of u, and denote it by φu.

We shall call a family of arrows with common codomain a presieve.
Given a functor p : C → D we have two operations P 7→ p(P ) and

R 7→ SpR := {f : dom(f) → c | p(f) ∈ R} sending presieves on C to presieves
on D and conversely. As shown by the following result, if p is a fibration
then these operations are naturally related to each other.

The sieve 〈P 〉 generated by a presieve P on an object c is the collection
of arrows to c which factor through an arrow of P . We shall denote by P

i

the collection of arrows f such that f ◦ α ∈ P for some isomorphism α. If
p : C → D is a fibration and P is a presieve in C on an object c, we denote
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by P cart the collection of cartesian images of arrows in P , and by P
v

the
collection of the arrows of the form f ◦ z where f ∈ P and z is a vertical
arrow. Notice that P ⊆ P cart

v
(since every arrow of C can be factored as

a vertical arrow followed by its cartesian image) but the converse inclusion
does not hold in general.

Lemma 3.12. Let p : C → D be a fibration. Then

(i) For any presieve P in C, we have p(〈P 〉)
i
= 〈p(P )〉.

(ii) For any presieve R on an object p(c) in D, 〈Sp
R

i〉 = Sp〈R〉.

(iii) For any presieve P in C, Sp
p(P )

i = P cart
v
. In particular (cf. also (ii)),

if P entirely consists of cartesian arrows (whence P cart = P
i
) then

〈Sp
p(P )

i〉 = Sp〈p(P )〉 = 〈P 〉.

(iv) For any presieve R on an object p(c) in D, R
i
= p(Sp

R
i)
i
; in particular,

〈R〉 = 〈p(Sp
R

i)〉, so, if R is a sieve, then R = 〈p(SpR)〉.

(v) For any sieve R on an object p(c) in D, SpR = 〈(SpR)
cart〉.

(vi) For any presieve P on an object c of C entirely consisting of cartesian
arrows, and any arrow f : c′ → c in C,

〈p(f ∗(〈P 〉))〉 = p(f)∗(〈p(P )〉).

(vii) For any presieve P on an object c of C entirely consisting of cartesian
arrows, the sieves of the form f ∗(〈P 〉), for an arrow f : c′ → c in
C, have the property that they contain all the cartesian images of their
arrows.

Proof (i) The inclusion ⊆ is obvious (and holds in general), so we have to
show the converse one. Given r ∈ 〈p(P )〉, r = p(f) ◦ β for some f ∈ P and
arrow β in D. Since p is a fibration, there is an isomorphism α such that
β ◦ α = p(g) for some arrow g to dom(f) in C. So r ◦ α = p(f) ◦ β ◦ α =
p(f) ◦ p(g) = p(f ◦ g); in other words, r = p(f ◦ g) ◦ α−1. Since f ◦ g ∈ 〈P 〉,

r ∈ p(〈P 〉)
i
, as required.

(ii) The inclusion ⊆ is obvious (and valid in general), so we only have to
prove the converse one. Given f ∈ Sp〈R〉, p(f) ∈ 〈R〉, i.e. p(f) = r◦γ for some
r ∈ R. Since f is a fibration, there is a cartesian arrow φ and an isomorphism
δ such that r◦δ = p(φ). Now, since φ is cartesian and p(f) = p(φ)◦ (δ−1◦γ),
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there exists a unique arrow ψ such that p(ψ) = δ−1 ◦ γ and f = φ ◦ ψ. Now,
since p(φ) = r ◦ δ, φ ∈ Sp

R
i , whence f ∈ 〈Sp

R
i〉.

(iii) Let us first prove that Sp
p(P )

i ⊇ P cart
v
. Let us consider ‘the’ factor-

ization φu ◦ γ of u as a vertical arrow followed by a cartesian arrow. Given
f ∈ P cart

v
, there is an arrow u ∈ P and a vertical arrow s such that f = φu◦s,

where φu is ‘the’ cartesian image of u. Then p(f) = p(φu) ◦ p(s) and, since

p(s) is an isomorphism, p(f) = p(u) ◦ p(γ)−1 ◦ p(s) ∈ p(P )
i
, as required.

Conversely, let us suppose that f ∈ Sp
p(P )

i. Then p(f) = p(u) ◦ α for some

arrow u ∈ P and some isomorphism α. Since φu is cartesian, there is an
arrow ψ such that p(ψ) = p(γ) ◦ α and f = φu ◦ ψ. So ψ is a vertical arrow
and hence f ∈ P cart

v
, as required.

The second statement follows from the first in light of (ii).

(iv) Let us start showing that R
i
⊆ p(Sp

R
i)
i
, equivalently, that R ⊆

p(Sp
R

i)
i
. Given r ∈ R, since p is a fibration, there is a cartesian arrow φ

to c and an isomorphism α such that r = p(φ) ◦ α. Therefore φ ∈ Sp
R

i and

hence r ∈ p(Sp
R

i)
i
. Conversely, suppose that u ∈ p(Sp

R
i)
i
. Then u = p(f) ◦ δ

for some arrow f ∈ Sp
R

i and isomorphism δ. Now, since f ∈ Sp
R

i , p(f) = r ◦β

for some arrow r ∈ R and isomorphism β. So u = r ◦ (α ◦ β) and hence

u ∈ R
i
.

The second statement clearly follows from the first, since taking the sieve
generated by a presieve S is the same as taking the sieve generated by the
presieve S

i
.

(v) This follows from the fact that SpR satisfies the property that for any
vertical arrow v and any arrow b composable with it b ◦ v ∈ SpR if and only if
b ∈ SpR (since p(v) is an isomorphism and R is a sieve).

(vi) Let us set R := p(f)∗(〈p(P )〉). By (iv), we have R = 〈p(SpR)〉, so it
is equivalent to prove that 〈p(SpR)〉 = 〈p(f ∗(〈P 〉))〉. Let us first show that
〈p(f ∗(〈P 〉))〉 ⊆ 〈p(SpR)〉, or equivalently that p(f ∗(〈P 〉)) ⊆ 〈p(SpR)〉. This
inclusion does not exploit the hypothesis that P only consist of cartesian
arrows. Given s ∈ p(f ∗(〈P 〉)), s = p(g) where g ∈ f ∗(〈P 〉). Now, g ∈ SpR.
Indeed, p(g) ∈ R = p(f)∗(〈p(P )〉) as p(f) ◦ p(g) = p(f ◦ g) ∈ p(〈P 〉) ⊆
〈p(P )〉. So g = p(s) ∈ p(SpR), as required. Conversely, let us show that
p(SpR) ⊆ 〈p(f ∗(〈P 〉))〉. Given s ∈ p(SpR), we have an arrow g ∈ SpR such that
s = p(g). Let us show that g ∈ f ∗(〈P 〉). Since p(g) ∈ R = p(f)∗(〈p(P )〉),
p(f) ◦ p(g) = ξ ◦ γ for some arrow ξ ∈ P and some arrow γ. Now, since ξ is
cartesian (by our hypothesis every arrow of P is cartesian), there is a unique
arrow ψ in C such that p(ψ) = γ and ξ ◦ ψ = f ◦ g. So g ∈ f ∗(〈P 〉), as
required.
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(vii) We know from (iii) that, if P entirely consists of cartesian arrows
then 〈P 〉 = Sp〈p(P )〉. We want to prove that if g ∈ f ∗(〈P 〉) (equivalently,
f ◦ g ∈ 〈P 〉) and we have a factorization g = g′ ◦ h where g′ is cartesian and
h is vertical, then g′ ∈ f ∗(〈P 〉) (equivalently, f ◦ g′ ∈ 〈P 〉). But this follows
from (v) (take R = 〈p(P )〉, v is h and b is f ◦ g′). �

Theorem 3.13. Let p : C → D be a fibration. Then a sieve R is Mp
K-

covering if and only if the collection of cartesian arrows in R is sent by p to
a K-covering family.

Proof Let us first show that the collection S of sieves R such that the col-
lection of their cartesian arrows is sent by p to a K-covering family defines
a Grothendieck topology on C. The maximality axiom is trivially satisfied;
S is clearly closed under taking bigger sieves and under multicomposition of
arrows (since K is closed under taking bigger sieves and under multicompo-
sition and the composite of two cartesian arrows is always a cartesian arrow).
So it remains to prove that it satisfies the pullback stability property. Given
a sieve R on an object c and an arrow f : c′ → c in C, suppose that the pre-
sieve PR = {f | f ∈ R and f is cartesian} is sent by p to a K-covering family.
Then by Lemma 3.12(vii) the sieve f ∗(〈PR〉) satisfies the property that all the
cartesian images of the arrows in it lie again in it. Now, by Lemma 3.12(vi),
f ∗(〈PR〉) is sent by p to a K-covering family, since the sieve generated by
p(f ∗(〈PR〉)) is equal to the pullback sieve p(f)∗(〈p(PR)〉), which isK-covering
since 〈p(PR)〉 is K-covering. It follows that the collection (f ∗(〈PR〉))

cart of
cartesian images of arrows in f ∗(〈PR〉), which is contained, as we said, in
f ∗(〈PR〉) and hence a fortiori in f ∗(R), is sent by p to a K-covering family.
Therefore f ∗(R) lies in S, as required.

Now that we have proved that S is a Grothendieck topology on C, it
remains to show that it coincides with Mp

K . The fact that Mp
K is contained

in S follows from the fact that for any K-covering sieve R on an object of the
form p(c), the sieve SpR lies in S since, by Lemma 3.12(iv), R = 〈p(SpR)〉 and,
by Lemma 3.12(v), SpR = 〈(SpR)

cart〉, whence the collection (SpR)
cart, which is

contained in SpR, is sent by p to a K-covering family. To show the converse
inclusion S ⊆ Mp

K , it suffices to observe that, given a sieve R in S, the
presieve PR consisting of the cartesian arrows in R satisfies the property that
〈p(PR)〉 is K-covering; so the sieve Sp〈p(PR)〉 lies in Mp

K . But Sp〈p(PR)〉 = 〈PR〉

by Lemma 3.12(iii), so 〈PR〉, and a fortiori R, which contains it, is in Mp
K .�
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3.4 Relating morphisms and comorphisms of sites

In this section we shall describe a procedure for turning any morphism of
sites into a comorphism of sites and conversely, by replacing the domain
site with another site giving rise to the same topos. These constructions
are applicable in many contexts; indeed, there are many situations where
working with morphisms (resp. comorphisms) of sites is more natural than
with comorphisms (resp. morphisms) of sites; think for instance of pullbacks
of toposes, which admit natural descriptions in terms of comorphisms of sites,
or to certain bilimits of toposes which can be effectively described in terms
of colimits of morphisms of sites.

Proposition 3.14. Let (C, J) and (D, K) be small-generated sites, and F :
C → D ⊣ G : D → C adjoint functors. Then

(i) F has the covering-lifting property if and only if G is cover-preserving.

(ii) G is a morphism of sites (D, TD) → (C, TC), where TC and TD are
the trivial topologies respectively on C and D, and induces an essential
geometric morphism [Cop,Set] → [Dop,Set];

(iii) G is a morphism of sites (D, K) → (C, J) (equivalently, by (i), G is
cover-preserving) if and only if F is a comorphism of sites (C, J) →
(D, K).

(iv) In the situation of (iii), the geometric morphism CF induced by F co-
incides with the geometric morphism Sh(G) induced by G.

Proof (i) This is Lemma 3(ii) at p. 410 of [10].
(ii) By definition of morphism of sites, G is a morphism of sites (D, TD) →

(C, TC) if and only if the functor LyC◦G : [Dop,Set] → [Cop,Set] preserves fi-
nite limits. But LyC◦G is left adjoint to DG : [Cop,Set] → [Dop,Set]. On the
other hand, the adjunction F ⊣ G entails an adjunction DF : [Dop,Set] →
[Cop,Set] ⊣ DG : [Cop,Set] → [Dop,Set], so, by the uniqueness (up to iso-
morphisms) of adjoints, we conclude that LyC◦G ∼= DF ; in particular, it
follows that LyC◦G preserves arbitrary limits. So the geometric morphism
[Cop,Set] → [Dop,Set] induced by G is essential. The fact that the functor
yC ◦G is flat was also proved as Lemma 3(i) at p. 410 of [10].

(iii) This follows immediately from (i) in light of (ii). Indeed, since G is a
morphism of sites (D, TD) → (C, TC), it is a morphism of sites (D, K) → (C, J)
if and only if it is cover-preserving.

(iv) By definition of geometric morphisms induced by a morphism or by a
comorphism of sites, the inverse image of Sh(G) is the functor aK◦LanGop◦iJ ,
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where LanGop is the left Kan extension functor along Gop, while the inverse
image of CF is aK ◦DF ◦ iJ . Now, since F ⊣ G, DF ⊣ DG, whence LanGop

∼=
DF , as required. �

Remark 3.15. Proposition 3.14(iii)-(iv) generalize Lemma C2.5.1 and Scholium
C2.5.2 [7].

3.4.1 From morphisms to comorphisms of sites

The idea, for turning a morphism of sites into a comorphism of sites, is to
replace the original domain site with a site related to it by a weakly dense
morphism such that the composite of the given morphism of sites with it
admits a left adjoint; this left adjoint will then be a comorphism of sites
inducing the same geometric morphism (by Proposition 3.14).

We shall denote by (F ↓ G), for two functors F : A → C and G : B → C,
the comma category whose objects are the triplets (a, b, α) where a ∈ A,
b ∈ B and α is an arrow F (a) → G(b) in C (and whose arrows are defined in
the obvious way).

We will consider in particular comma categories of the form (1C ↓ F ) and
(F ↓ 1C). Given a functor F : C → D as in the following theorem, the objects
of (1D ↓ F ) are triplets of the form (d, c, α : d → F (c)) where c ∈ C, d ∈ D
and α is an arrow in D.

Theorem 3.16. Let F : (C, J) → (D, K) be a morphism of small-generated
sites. Let iF be the functor C → (1D ↓ F ) sending any object c of C to
the triplet (F (c), c, 1F (c)) (and acting on arrows in the obvious way), and
πC : (1D ↓ F ) → C and πD : (1D ↓ F ) → D the canonical projection functors.
Let K̃ be the Grothendieck topology on (1D ↓ F ) whose covering sieves are
those whose image under πD is K-covering. Then

(i) πC ⊣ iF , πD ◦ iF = F , iF is a morphism of sites (C, J) → ((1D ↓ F ), K̃)
and cF := πC is a comorphism of sites ((1D ↓ F ), K̃) → (C, J);

(ii) πD : ((1D ↓ F ), K̃) → (D, K) is both a (K̃-full, K-dense and cover-
reflecting) morphism of sites and a comorphism of sites inducing equiv-
alences

CπD : Sh((1D ↓ F ), K̃) → Sh(D, K)

and
Sh(πD) : Sh(D, K) → Sh((1D ↓ F ), K̃)
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which are quasi-inverse to each other and make the following triangle
commute:

Sh((1D ↓ F ), K̃) Sh(D, K)

Sh(C, J)

CπD

∼

CπC
∼=Sh(iF )

Sh(πD)

Sh(F )

Proof (i) It is immediate to see that πC ⊣ iF . Let us show that πD : ((1D ↓
F ), T ) → (D, K) is a morphism of sites, where T is the trivial Grothendieck
topology on (1D ↓ F ). Notice that this will ensure that the collection of sieves
K̃ defined in the statement of the theorem is indeed a Grothendieck topology,
since it will be the Grothendieck topology induced by the morphism of sites
πD : ((1D ↓ F ), T ) → (D, K) (in the sense of Proposition 6.5).

We will deduce that πD : ((1D ↓ F ), T ) → (D, K) satisfies properties (ii),
(iii) and (iv) in the definition of morphism of sites (that is, Definition 3.2)
from the fact that F does.

Let us start with condition (ii). Since F : (C, J) → (D, K) satisfies it,
every object d of D admits a K-covering family

di −→ d , i ∈ I ,

by objects di of D which have morphisms

hi : di −→ F (c′i)

to the images under F of objects c′i of C. Then we have, for each i ∈ I, an
object (c′i, di, hi : di −→ F (c′i)) of the category (1D ↓ F ) and morphisms

di → πD((c
′
i, di, hi : di −→ F (c′i))) = di

given by the identity arrows on the di. So πD satisfies condition (ii) in the
definition of morphism of sites.

Let us now turn to condition (iii). Given objects (c1, d1, α1 : d1 → F (c1))
and (c2, d2, α2 : d2 → F (c2)) and arrows k1 : d → πD((c1, d1, α1 : d1 →
F (c1))) = d1 and k2 : d → πD((c2, d2, α2 : d2 → F (c2))) = d2 in D, consider
the arrows g1 := α1 ◦ k1 : d → F (c1) and g2 := α2 ◦ k2 : d → F (c2). Then,
since F is a morphism of sites, there is a K-covering family

g′i : di −→ d , i ∈ I ,

and a family of pairs of morphisms of C

f i1 : c
′
i −→ c1 , f i2 : c

′
i → c2 , i ∈ I ,
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and of morphisms of D

hi : di −→ F (c′i) , i ∈ I ,

making the following squares commutative:

di
g′i //

hi
��

d

g1
��

F (c′i)
F (f i1) // F (c1)

di
g′i //

hi
��

d

g2
��

F (c′i)
F (f i2) // F (c2)

These yield objects (c′i, di, hi : di → F (c′i)) of the category 1D ↓ F (for
i ∈ I) and arrows

(f i1, k1 ◦ g
′
i) : (c

′
i, di, hi : di → F (c′i)) → (c1, d1, α1 : d1 → F (c1))

and

(f i2, k2 ◦ g
′
i) : (c

′
i, di, hi : di → F (c′i)) → (c2, d2, α1 : d2 → F (c2))

and morphisms of D

1di : di → πD((c
′
i, di, hi : di → F (c′i))) = di

(for each i ∈ I) making the following squares commutative:

di
g′i //

1di
��

d

k1
��

di
k1◦g′i // d1

di
g′i //

1di
��

d

k2
��

di
k2◦g′i // d2

So πD satisfies condition (iii) in the definition of morphism of sites.
Lastly, let us consider condition (iv). Let (f1, k1), (f2, k2) : (c1, d1, α1 :

d1 → F (c1)) ⇒ (c2, d2, α2 : d2 → F (c2)) be a pair of arrows in the category
(1D ↓ F ) and z : d → πD((c1, d1, α1 : d1 → F (c1))) = d1 be an arrow of D
satisfying

k1 ◦ z = k2 ◦ z.

Let g be the arrow α1 ◦z. We have F (f1)◦g = F (f2)◦g. Indeed, F (f1)◦g =
F (f1) ◦ α1 ◦ z = α2 ◦ k1 ◦ z = α2 ◦ k2 ◦ z = F (f2) ◦ α1 ◦ z = F (f2) ◦ g. So
the fact that F satisfies condition (iv) in the definition of morphism of sites
ensures that there exist a K-covering family

gi : di −→ d , i ∈ I ,
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and a family of morphisms of C

wi : c
′
i −→ c1 , i ∈ I ,

satisfying
f1 ◦ wi = f2 ◦ wi , ∀ i ∈ I ,

and of morphisms of D

hi : di −→ F (c′i) , i ∈ I ,

making the following squares commutative:

di
gi //

hi
��

d

g

��
F (c′i)

F (wi) // F (c1)

Then, for each i ∈ I, we have an object (c′i, di, hi : di → F (c′i)) of the category
(1D ↓ F ), and the commutativity of the above square ensures that (wi, z ◦ gi)
defines an arrow

(wi, z ◦ gi) : (c
′
i, di, hi : di → F (c′i)) → (c1, d1, α1 : d1 → F (c1))

in (1D ↓ F ). These arrows satisfy the property

(f1, k1) ◦ (wi, z ◦ gi) = (f2, k2) ◦ (wi, z ◦ gi)

and the identity morphisms

1di : di → πD((c
′
i, di, hi : di → F (c′i))) = di

make the following squares commutative:

di
gi //

1di
��

d

z
��

di
z◦gi // d1

This shows that πD satisfies condition (iv) in the definition of morphism
of sites.

The functor πD is also a comorphism of sites ((1D ↓ F ), K̃) → (D, K).
Indeed, given an object (c, d, α : d → F (c)) of (1D ↓ F ) and a K-covering
sieve T on πD((c, d, α : d → F (c))) = d, the sieve generated by the family
{(1c, g) : (c, dom(g), α ◦ g : dom(g) → F (c)) → (c, d, α : d → F (c)) | g ∈ T}
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is K̃-covering and satisfies the required property since its image under πD is
precisely T .

Next, let us show that πD is K̃-full and K-dense. This will imply, by
Proposition 7.18, that it induces an equivalence of toposes Sh((1D ↓ F ), K̃) ≃
Sh(D, K) one half of which is the morphism CπD and whose other half is
Sh(πD).

To show that πD is K̃-full, let us consider an arrow g in D from πD((c1, d1, α1 :
d1 → F (c1))) = d1 to πD((c2, d2, α2 : d2 → F (c2))) = d2. By applying
condition (iii) in the definition of morphism of sites for F to the arrows
α1 : d1 → F (c1) and α2 ◦ g : d1 → F (c2) we obtain a K-covering family

g′i : di −→ d1 , i ∈ I ,

and a family of pairs of morphisms of C

f i1 : c
′
i −→ c1 , f i2 : c

′
i → c2 , i ∈ I ,

and of morphisms of D

hi : di −→ F (c′i) , i ∈ I ,

making the following squares commutative:

di
g′i //

hi
��

d1

α1

��
F (c′i)

F (f i1) // F (c1)

di
g′i //

hi
��

d1

α2◦g

��
F (c′i)

F (f i2) // F (c2)

Now, the commutativity of these squares ensures that we have, for each
i ∈ I, arrows

(f i1, g
′
i) : (c

′
i, di, hi : di → F (c′i)) → (c1, d1, α1 : d1 → F (c1))

and

(f i2, g ◦ g
′
i) : (c

′
i, di, hi : di → F (c′i)) → (c2, d2, α2 : d2 → F (c2))

arrows in the category 1D ↓ F . These arrows clearly satisfy the condition

g ◦ πD((f
i
1, g

′
i)) = πD((f

i
2, g ◦ g

′
i)),

and the family {(f i1, g
′
i) | i ∈ I} is K̃-covering (since {g′i | i ∈ I} is K-

covering). This shows that πD is K̃-full, as desired.
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Let us now prove that πD is K-dense. Given d ∈ D, using the fact that
F satisfies condition (ii) in the definition of morphism of sites, we obtain a
K-covering family

di −→ d , i ∈ I ,

by objects di of D which have morphisms

hi : di −→ F (c′i)

to the images under F of objects c′i of C. Since we can write di = πD(c
′
i, di, hi :

di −→ F (c′i)), it follows that d can be K-covered by objects in the image of
the functor πD, which proves that this functor is K-dense, as required.

Let us now show that πC is a comorphism of sites ((1D ↓ F ), K̃) → (C, J).
Given a sieve S on an object of the form πC(c, d, α : d → F (c)) = c, since
F is cover-preserving, the family {F (f) | f ∈ S} is K-covering on F (c)
and hence the pullback α∗(R) along α of the sieve R generated by it is K-
covering on d. So, for any g ∈ α∗(R), there is an element ig ∈ I and an arrow
βg : dom(g) → F (dom(fig)) such that α ◦ g = F (dom(fig)) ◦ βg. So the sieve
generated by the family of arrows

(fig , g) : (dom(fig), dom(g), βg : dom(g) → F (dom(fig))) → (c, d, α : d→ F (c))

satisfies the required property since its image under πC is contained in S.
Since πC is a comorphism of sites ((1D ↓ F ), K̃) → (C, J) and πC ⊣ iF , it

thus follows from Proposition 3.14(iii) that iF is a morphism of sites (C, J) →
((1D ↓ F ), K̃).

�

Remark 3.17. One can prove that the property of F being a morphism of
sites (C, T ′) → (D, K) (where T ′ is the trivial topology on C) is not only
a sufficient but also a necessary condition for πD to be a morphism of sites
((1C ↓ F ), T ) → (D, K).

3.4.2 From comorphisms to morphisms of sites

The following result represents a sort of ‘dual’ of Theorem 3.16, allowing to
turn arbitrary comorphisms of sites into morphisms of sites.

Below, we shall abbreviate by D̂ the category of presheaves on a small
category D.

Theorem 3.18. Let F : (D, K) → (C, J) be a comorphism of small-generated
sites. Let π′

C : (F ↓ 1C) → C and π′
D : (F ↓ 1C) → D be the canonical

projection functors and jF : D → (F ↓ 1C) the functor sending any object
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d of D to the triplet (d, F (d), 1F (d)). Let K be the Grothendieck topology on
(F ↓ 1C) whose covering families are those which are sent by π′

D to K-covering
families. Then

(i) jF ⊣ π′
D, π′

C ◦ jF = F , π′
C is a comorphism of sites (F ↓ 1C, K) → (C, J)

and jF is a (full and faithful) comorphism and dense morphism of sites
(D, K) → (F ↓ 1C, K);

(ii) π′
D is both a morphism and a comorphism of sites ((F ↓ 1C), K) →

(D, K) inducing equivalences

Cπ′
D
: Sh((F ↓ 1C), K) → Sh(D, K)

and
Sh(π′

D) : Sh(D, K) → Sh((F ↓ 1C), K)

which are quasi-inverse to each other and make the following triangle
commute:

Sh((F ↓ 1C), K) Sh(D, K)

Sh(C, J)

Cπ′
D

∼=Sh(jF )

∼

Cπ′
C

Sh(π′
D)∼=CjF

CF

(iii) With F we can associate a morphism of sites mF : (C, J) → (D̂, K̂),
where mF is the functor sending an object c of C to the presheaf HomC(F (−), c)
and K̂ is the extension of the Grothendieck topology K along the Yoneda
embedding D → D̂ (in the sense of section 4.4), which induces a geo-
metric morphism Sh(mF ) making the following triangle commute:

Sh(D̂, K̂) Sh(D, K)

Sh(C, J)

Sh(yD)

∼

Sh(mF )

CyD

CF

Proof (i) It is clear that jF ⊣ π′
D and that π′

C ◦ jF = F . Since π′
D is

cover-preserving, it follows from Proposition 3.14(i) that jF is a comorphism
of sites (D, K) → ((F ↓ 1C), K). The fact that π′

C is a comorphism of sites
((F ↓ 1C), K) → (C, J) follows from the fact that F : (D, K) → (C, J) is.
Indeed, given an object (c, d, α : F (d) → c) of the category (F ↓ 1C) and a J-
covering sieve S on π′

C((d, c, α : F (d) → c)) = c, α∗(S) is J-covering on F (d)
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and hence contains the image under F of a K-covering sieve R on d. We thus
have, for each g ∈ R, an arrow fg : F (dom(g)) → c in S such that α◦F (g) =
fg. The family {(g, fg) : (dom(g), F (dom(g)), 1F (dom(g))) → (d, c, α : F (d) →
c) | g ∈ R} is therefore K-covering and its image under π′

C is contained in S.
It is clear that jF is full and faithful and cover-preserving, so to conclude that
it is a dense morphism of sites, it suffices to show that it is K-dense. But this
follows from the following observation: for any object (d, c, α : F (d) → c) of
the category (F ↓ 1C), the arrow (1d, α) : (d, F (d), 1F (d) : F (d) → F (d)) →
(d, c, α : F (d) → c) is K-covering.

(ii) The fact that π′
D is a morphism of sites ((F ↓ 1C), K) → (D, K) follows

from the fact that its left adjoint jF is by (i) a comorphism of sites (D, K) →
((F ↓ 1C), K) in light of Proposition 3.14(iii). Let us show that it is also a
comorphism of sites. Given an object (c, d, α : F (d) → c) of the category
(F ↓ 1C) and a K-covering sieve T on d, the family {(dom(g), 1c, α ◦ F (g) :
F (dom(g)) → c | g ∈ T} isK-covering and its image under π′

D is contained in
T . By Proposition 7.18, to show that π′

D induces an equivalence of toposes
as in the statement of the theorem, it suffices to show that it is K-dense
and K-full. Since π′

D is surjective (for any d ∈ D, d = π′
D((d, F (d), 1F (d)))),

it is a fortiori K-dense. To show that π′
D is K-full, consider two objects

(d1, c1, α1 : F (d1) → c1) and (d2, c2, α2 : F (d2) → c2) of the category (F ↓ 1C)
and an arrow g : d1 → d2 in D. Then we have a K-covering arrow

(1d1 , α1) : (d1, F (d1), 1F (d1) : F (d1) → F (d1)) → (d1, c1, α1 : F (d1) → c1)

(its image under π′
D is the identity arrow on d1) and an arrow

(g, α2 ◦F (g)) : (d1, F (d1), 1F (d1) : F (d1) → F (d1)) → (d2, c2, α2 : F (d2) → c2)

in (F ↓ 1C) satisfying the condition

π′
D((g, α2 ◦ F (g))) = g ◦ π′

D((1d1 , α1)).

This shows that π′
D is K-full, as desired.

(iii) We know that the functor mF : C → [Dop,Set] sending an object
c of C to the presheaf HomD(F (−), c) is flat and that its composite with
the associated sheaf functor aK : [Dop,Set] → Sh(D, K) is J-continuous.
So we can regard mF as a morphism of sites (C, J) → (D̂, K̂). The fact
that the triangle in the statement of the theorem commutes follows from
Proposition 4.43 and the fact that aK ◦mF is the flat functor corresponding
via Diaconescu’s equivalence to the geometric morphism CF . �
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Remarks 3.19. (a) The property that F be a comorphism of sites (D, K) →
(C, J) is not only a necessary but also a sufficient condition for π′

C to be
a comorphism of sites. Notice the analogy with Remark 3.17.

(b) The canonical projection functor π′
C : (F ↓ 1C) → C is a split fibration,

corresponding to the internal category in [Cop,Set] given by c 7→ (F (c) ↓
D).

(c) If F : D → C has a right adjoint G : C → D then G is a morphism
of sites (C, J) → (D, K) and mF

∼= yD ◦ G; in other words, there is no
need in this case to go to the presheaf topos D̂ in order to turn F into a
morphism of sites inducing the same morphism, since CF is isomorphic
to Sh(G) (cf. Proposition 3.14).

We observe in passing that not only every comorphism of sites (D, K) →
(C, J) induces a morphism of sites (C, J) → (D̂, K̂), but the same is true for
any comorphism of sites (D, K) → (Ĉ, Ĵ). Notice also that every comorphism
of sites (D, K) → (Ĉ, Ĵ) can be extended along the Yoneda embedding yD
to a unique colimit-preserving comorphism of sites (D̂, K̂) → (Ĉ, Ĵ); this
morphism is precisely the left Kan extension functor along F which has as
right adjoint the functor F ∗, which is therefore a morphism of sites (Ĉ, Ĵ) →
(D̂, K̂); in fact, the composite of this functor with the Yoneda embedding is
precisely the morphism of sites mF corresponding to F .

Theorem 3.20. Let (C, J) and (D, K) be small-generated sites.

(i) Let F : (C, J) → (D, K) be a morphism of sites, with corresponding
comorphism of sites cF : ((1D ↓ F ), K̃) → (C, J) as in Theorem 3.16.
Let πD : ((1D ↓ F ), K̃) → (D, K) be the canonical projection functor,
and let

wF : (1D ↓ F ) → (cF ↓ 1D)

be the functor jcF , sending an object A of (1D ↓ F ) to the object
(A, cF (A), 1cF (A) : cF (A) → cF (A)). Then wF is both a (full and faith-

ful) comorphism and a dense morphism of sites ((1D ↓ F ), K̃) → ((cF ↓

1D), K̃) satisfying the relation π′′′
D ◦ wF = πD and inducing an equiva-

lence relating F and cF , which makes the following diagram commute
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(where π′′′
D denotes the canonical projection functor (cF ↓ 1D) → D):

Sh(D, K) Sh(D, K)

Sh((cF ↓ 1D), K̃) Sh((1D ↓ F ), K̃)

Sh(C, J)

Sh(πD′′′ )

=

Sh(πD)Cπ′′′
D ∼

Sh(wF )∼=Cπ′
(1D↓F )

∼

Cπ′
C

CwF
∼=Sh(π′

(1D↓F )
)

CπD ∼

CcF

(ii) Let G : (D, K) → (C, J) be a comorphism of sites, with corresponding
morphism of sites mG : (C, J) → (D̂, K̂) as in Theorem 3.18. Let

zG : (G ↓ 1C) → (1D̂ ↓ mG)

be the functor sending any object (d, c, α : G(d) → c) of (G ↓ 1C) to the
object (yD(d), c, α : yD(d) → mG(c)) of (1D̂ ↓ mG), where α is the arrow
corresponding to the element α of mG via the Yoneda Lemma. Then
zG is both a (full and faithful) comorphism and a dense morphism of

sites ((G ↓ 1C), K) → ((1D̂ ↓ mG),
˜̂
K) satisfying the relation πD̂ ◦ zG =

yD ◦ π′
D and inducing an equivalence relating G and mG, which makes

the following diagram commute:

Sh(D̂, K̂) Sh(D, K)

Sh((1D̂ ↓ mG),
˜̂
K) Sh((G ↓ 1C), K)

Sh(C, J)

Sh(π
D̂
)

Sh(yD)

∼
CyD

Sh(π′
D)∼=CjG

Cπ
D̂ ∼

Sh(zG)

∼

CπC
∼=Sh(imG

)

CzG

Sh(jG)∼=Cπ
D′ ∼

Cπ′
C

Proof (i) The fact that wF is both a morphism and a comorphism of sites

((1D ↓ F ), K̃) → ((cF ↓ 1D), K̃) inducing equivalences which make the di-
agram in the statement of the theorem commute follows from the equality
π′′′
D ◦ wF = πD in light of Theorems 3.18 and 3.16. The fact that wF = jcF is

full and faithful and a dense morphism of sites follows from Theorem 3.18.
(ii) The fact that zG is both a morphism and a comorphism of sites ((G ↓

1C), K) → ((1D̂ ↓ mG),
˜̂
K) inducing equivalences making the diagram in the

statement of the theorem commute follows from the equality πD̂◦zG = yD◦π
′
D
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in light of Theorems 3.18 and 3.16. It is clear that zG is full and faithful, so

it remains to show that it is ˜̂
K-dense. But this easily follows from the fact

that every presheaf on D is K̂-covered by representables. �

We shall call a functor which both a morphism and a comorphism of sites
a bimorphism of sites.

Remark 3.21. Theorem 3.20 shows that the relationship between a mor-
phism F (resp. comorphism G) of sites and the associated comorphism cF
(resp. morphism mF ) of sites is captured by the equivalence

Sh((1D ↓ F ), K̃) ≃ Sh((cF ↓ 1D), K̃)

(resp.

Sh((G ↓ 1C), K) ≃ Sh((1D̂ ↓ mG),
˜̂
K))

of toposes over Sh(C, J) induced by the bimorphism of sites wF (resp. zG)
over C. Recall that two functors H : A → B and K : B → A are adjoint
to each other (K on the left and H on the right) if and only if the comma
categories (K ↓ 1A) and (1B ↓ H) are equivalent over the product A×B. Our
theorem then tells us that F and cF are not adjoint to each other in a concrete
sense (that is, at the level of sites), since they are not defined between a pair
of categories, nor the categories (1D ↓ F ) and (cF ↓ 1D) (resp. the categories
(G ↓ 1C) and (1D̂ ↓ mG)) are equivalent in general; nonetheless, they become
‘abstractly’ adjoint in the world of toposes since toposes naturally attached
to such categories are equivalent. This is a compelling illustration of the
philosophy of toposes as ‘bridges’.

3.4.3 The dual adjunction between morphisms and comorphisms

of sites

Recall that every morphism F : (C, J) → (D, K) of small-generated sites
induces a geometric morphism Sh(F ) : Sh(D, K) → Sh(C, J) and that every
comorphism of sites G : (D, K) → (C, J) induces a geometric morphism
CG : Sh(D, K) → Sh(C, J). In fact, the constructions Sh and C define
functors from the category of small-generated sites and morphisms (resp.
comorphisms) between them to the category of Grothendieck toposes.

Let us define the following categories:

Definition 3.22. Let (C, J) be a small-generated site.
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(a) The category Mor(C,J) has as objects the morphisms of sites from (C, J)
to a small generated site (D, K) and as arrows

(F : (C, J) → (D, K)) → (F ′ : (C, J) → (D′, K ′))

between any two such morphisms the geometric morphisms

f : Sh(D′, K ′) → Sh(D, K)

such that Sh(F ) ◦ f ∼= Sh(F ′):

Sh(C, J) Sh(D, K)

Sh(D′, K ′)

Sh(F )

f
Sh(F ′)

(b) The category Coh(C,J) has as objects the comorphisms of sites from a
small-generated site (D, K) to (C, J) and as arrows

(U : (D, K) → (C, J)) → (U ′ : (D′, K ′) → (C, J))

between any two such comorphisms the geometric morphisms

g : Sh(D, K) → Sh(D′, K ′)

such that CU ′ ◦ g ∼= CU :

Sh(D, K) Sh(C, J)

Sh(D′, K ′)

g

CU

CU′

Let us first show how the assignments F 7→ cF and G 7→ mG introduced
in the last sections naturally define two functors

C : (Mor(C,J))
op → Coh(C,J)

and
M : Coh(C,J) → (Mor(C,J))

op.

Given morphisms of sites F : (C, J) → (D, K) and F ′ : (C, J) → (D′, K ′)
related by a geometric morphism f : Sh(D′, K ′) → Sh(D, K) such that
Sh(F ) ◦ f ∼= Sh(F ′), f corresponds under the equivalences

Sh(D, K) ≃ Sh((1D ↓ F ), K̃)
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and
Sh(D′, K ′) ≃ Sh((1D′ ↓ F ′), K̃ ′)

of Theorem 3.16 to a geometric morphism C(f) : Sh((1D′ ↓ F ′), K̃ ′) →
Sh((1D ↓ F ), K̃) such that CcF ◦ C(f) ∼= CcF ′ , which then defines an arrow
cF ′ → cF in the category Coh(C,J). This defines the action of C on arrows.

Notice that if the geometric morphism f is of the form Sh(H) for some
morphism of sites H : (D, K) → (D′, K ′) such that F ′ ◦ H ∼= F then the
functor H : (1D ↓ F ) → (1D′ ↓ F ′) sending any object (d, c, α : d → F (c))
of (1D ↓ F ) to the object (H(d), c, H(α) : H(d) → H(F (c)) ∼= F ′(c)) of
(1D′ ↓ F ′) is a morphism of sites H : ((1D ↓ F ), K̃) → ((1D′ ↓ F ′), K̃ ′) such
that Sh(H) ∼= f , and cF ◦H ∼= cF ′.

In the converse direction, given two comorphisms of sites (U : (D, K) →
(C, J)) and (U ′ : (D′, K ′) → (C, J)) related by a geometric morphism g :
Sh(D, K) → Sh(D′, K ′) such that CU ′ ◦ g ∼= CU , g corresponds, under the
equivalences

Sh(D, K) → Sh(D̂, K̂)

and
Sh(D′, K ′) → Sh(D̂′, K̂ ′)

of Theorem 3.18, to a geometric morphism M(g) : Sh((F ↓ 1C), K) →
Sh((F ′ ↓ 1C), K ′) such that Sh(mF ′) ◦M(g) ∼= Sh(mF ). This defines the
action of M on arrows.

Notice that if the geometric morphism g is of the form CH for a co-
morphism of sites H : (D, K) → (D′, K ′) such that U ′ ◦ H ∼= U then the
functor DH : D̂′ → D̂ is a morphism of sites (D̂′, K̂ ′) → (D̂, K̂) such that
g ∼= Sh(DH) (cf. Remark 4.42) and DH ◦mU ′

∼= mU .
As shown by the following result, the functors C and M define a dual

adjunction between the categories Mor(C,J) and Coh(C,J):

Theorem 3.23. The functors

C : (Mor(C,J))
op → Coh(C,J)

and
M : Coh(C,J) → (Mor(C,J))

op

are (2-categorically) adjoint (C on the right and M on the left) and quasi-
inverse to each other.

Proof Let us define the unit η and counit ǫ of the dual adjunction.
Given a morphism of sites F : (C, J) → (D, K), the corresponding co-

morphism of sites cF : ((1D ↓ F ), K̃) → (C, J) is given by the canonical
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projection functor (1D ↓ F ) → C. The morphism of sites associated with cF
is

mcF : (C, J) → ( ̂(1D ↓ F ), ̂̃K),

where mcF (c) = HomC(cF (−), c) (for any c ∈ C).

Let us define ξF : D → ̂(1D ↓ F ) as the functor sending any object d ∈
D to the presheaf HomD(πD(−), d), where πD is the canonical projection
functor (1D ↓ F ) → D, and acting on the arrows in the obvious way. The

functor ξF yields a morphism of sites (D, K) → ( ̂(1D ↓ F ), ̂̃K), since it is
precisely the morphism of sites mπD associated as in Theorem 3.18(iii) with
the comorphism of sites πD : ((1D ↓ F ), K̃) → (D, K) (note that πD is indeed
a comorphism of such sites by Theorem 3.16(ii)).

Let us check that, whilst not necessarily commuting at the level of mor-
phisms of sites, the diagram

(C, J) ( ̂(1D ↓ F ), ˆ̃K)

(D, K)

mcF

F
ξF

commutes after applying the functor Sh to it, i.e. Sh(F )◦Sh(ξF ) ∼= Sh(mcF ).

Since CyD′ : Sh((1D ↓ F ), K̃) → Sh( ̂(1D ↓ F ), ̂̃K) is an equivalence (cf.
Proposition 4.43), to show that Sh(F ) ◦ Sh(ξF ) ∼= Sh(mcF ) it is equiva-
lent to prove that Sh(F ) ◦ Sh(ξF ) ◦ Cy(1D↓F )

∼= Sh(mcF ) ◦ Cy(1D↓F )
. Now,

by Theorem 3.18(iii), Sh(ξF ) ◦ Cy(1D↓F )
= Sh(mπD) ◦ Cy(1D↓F )

∼= CπD and
Sh(mcF ) ◦ Cy(1D↓F )

∼= CcF . But Sh(F ) ◦ CπD
∼= CcF by Theorem 3.16(ii), as

required.

The morphism Sh(ξF ) : Sh( ̂(1D ↓ F ), ̂̃K) → Sh(D, K) is actually an
equivalence. Indeed, by Theorem 3.18(iii), Sh(ξF ) = Sh(mcπD

) is an equiva-
lence if and only if CcπD is, and by Theorem 3.16(ii), CcπD is an equivalence
if and only if Sh(πD) is, which is the case by Theorem 3.16(ii). We set the
component ǫF : mcF → F at F of the counit ǫ of our adjunction equal to the
geometric morphism Sh(ξF ) (note that this is actually an arrow F → mcF

in Mor(C,J), that is, an arrow mcF → F in (Mor(C,J))
op).

Let us now define the unit of our dual adjunction.
Let G be a comorphism of sites (D, K) → (C, J). The comorphism of sites

cmG
: ((1D̂ ↓ mG),

˜̂
K) → (C, J) associated with the morphism of sites mG :

(C, J) → (D̂, K̂) via Theorem 3.16(iii) is given by the canonical projection
functor (1D̂ ↓ mG) → C. We define the component ηG : G→ cmG

of the unit

55



at G as the geometric morphism

CχG
: Sh(D, K) → Sh((1D̂ ↓ mG),

˜̂
K)

induced by the comorphism of sites

χG : (D, K) → ((1D̂ ↓ mG),
˜̂
K)

given by the functor D → (1D̂ ↓ mG) sending any object d of D to the
object (yD(d), G(c), α : yD(d) → mG(G(d)), where α is the natural trans-
formation corresponding to the identity on G(d), regarded as an element of
mG(G(d))(d), via the Yoneda lemma. Notice that χG is indeed a comorphism

of sites (D, K) → ((1D̂ ↓ mG),
˜̂
K), since χG = zG ◦ jG, where jG and zG are

the comorphisms of sites considered in Theorem 3.20(ii). Moreover, CχG
is

an equivalence, since, by that theorem, both CjG and CzG are.
The diagram

(D, K) (C, J)

((1D̂ ↓ mG),
˜̂
K)

G

χG cmG

of comorphisms of sites clearly commutes (without the need of applying the
functor C to it).

The verification that the unit and counit satisfy the triangular identities
is an immediate consequence of their definition in light of the commutativity
of the diagrams in Theorems 3.16 and 3.18; the details are straightforward
and left to the reader. �

The dual adjunction of Theorem 3.23 shows that, from the point of view
of toposes, morphisms and comorphisms of sites are dual to each other.

3.4.4 The fibration of generalized elements of a functor

Given a comorphism of sites F : (D, K) → (C, J), the dual comma con-
struction (1C ↓ F ) also plays an important role, as shown by the following
result:

Theorem 3.24. Let F : (D, K) → (C, J) be a comorphism of small-generated
sites, i′F the canonical functor D → (1C ↓ F ) and Ki′F the Grothendieck
topology on (1C ↓ F ) coinduced by K along i′F (in the sense of Proposition
6.11). Let πFC and πFD be the canonical projections from (1C ↓ F ) respectively
to C and D. Then
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(i) πFD ⊣ i′F , πFC ◦ i′F = F , πFC is a comorphism of sites ((1C ↓ F ), Ki′F ) →
(C, J) and πFD is a comorphism of sites ((1C ↓ F ), Ki′

F ) → (D, K);

(ii) i′F is both a (full and faithful) comorphism of sites and a dense mor-
phism of sites (D, K) → ((1C ↓ F ), Ki′F ) inducing equivalences

Ci′
F
: Sh(D, K) → Sh((1C ↓ F ), Ki′F )

and
Sh(i′F ) : Sh((1C ↓ F ), Ki′

F ) → Sh(D, K)

which are quasi-inverse to each other and make the following triangle
commute:

Sh((1C ↓ F ), Ki′
F ) Sh(D, K)

Sh(C, J)

Sh(i′
F
)∼=C

πF
D

∼

C
πF
C

Ci′
F

CF

Proof (i) The fact that πFD ⊣ i′F is clear. By definition of coinduced topology
Ki′

F , i′F is a comorphism of sites (D, K) → ((1C ↓ F ), Ki′
F ), which is also

cover-preserving (i′F being full). So, by Proposition 3.14(i), its left adjoint
πFD is a comorphism of sites ((1C ↓ F ), Ki′F ) → (D, K) and i′F is a morphism of
sites (D, K) → ((1C ↓ F ), Ki′

F ). It remains to show that πFC is a comorphism
of sites Sh((1C ↓ F ), Ki′F ) → (C, J). Let (c, d, α : c → F (d)) be an object
of (1C ↓ F ), and let us suppose that R is a J-covering sieve on the object
c = πFC ((c, d, α : c → F (d))). Let R̃ be the sieve in (1C ↓ F ) on (c, d, α :
c→ F (d)) generated by by the arrows of the form (f, 1d) : (dom(f), d, α ◦ f :
dom(f) → F (d)) → (c, d, α : c → F (d)). Clearly, the image of R̃ under πFC
is contained in R, so if we show that R̃ is Ki′F -covering, we are done. Now,
R̃ is Ki′F -covering if and only if for any arrow ξ = (ξ1, ξ2) in (1C ↓ F ) to
(c, d, α : c → F (d)) from an object of the form i′F (d

′) = (F (d′), d′, 1F (d′)),
ξ∗(R̃) contains the image under i′F of a K-covering sieve on d′. Notice that,
since ξ = (ξ1, ξ2) is an arrow (F (d′), d′, 1F (d′)) → (c, d, α : c → F (d)) in
(1C ↓ F ), we have α ◦ ξ1 = F (ξ2). Consider the sieve ξ∗1(R) on F (d′); it
is J-covering as it is the pullback of a J-covering sieve. So, since F is,
by our hypothesis, a comorphism of sites (D, K) → (C, J), there is a K-
covering sieve T on d′ such that F (T ) ⊆ ξ∗1(R). Let us show that i′F (T ) ⊆
ξ∗(R̃). For any t ∈ T , ξ ◦ i′F (t) = (ξ1, ξ2) ◦ (F (t), t) = (ξ1 ◦ F (t), ξ2 ◦ t) :
(F (dom(t)), dom(t), 1F (dom(t))) → (c, d, α : c→ F (d)). But ξ1 ◦F (t) ∈ R and
hence the arrow (ξ1 ◦ F (t), 1d) : (F (dom(t)), d, α ◦ ξ1 ◦ F (t) : F (dom(t)) →
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F (d)) → (c, d, α : c → F (d)) lies in R̃. But the arrow (ξ1 ◦ F (t), ξ2 ◦ t) can
be written as the composite of this arrow with the arrow (1F (dom(t)), ξ2 ◦ t) :
(F (dom(t)), dom(t), 1F (dom(t))) → (F (dom(t)), d, α ◦ ξ1 ◦ F (t) : F (dom(t)) →
F (d)), which is indeed an arrow in (1C ↓ F ) since F (ξ2 ◦ t) = α ◦ ξ1 ◦ F (t)
(this follows from the previously remarked fact that α ◦ ξ1 = F (ξ2)). So
(ξ1 ◦ F (t), ξ2 ◦ t) also lies in R̃, as desired.

(ii) To show that i′F induces equivalences in the statement of the theorem,
by Proposition 7.18 we are reduced, in light of (i), to prove that it is K-full
and Ki′F -dense. The functor i′F is actually full, so a fortiori K-full, and it is
Ki′

F -dense by Proposition 6.11. �

Remark 3.25. The comorphisms of sites F ◦ πFD and πFC are not in gen-
eral isomorphic in spite of the fact that they induce isomorphic geometric
morphisms; indeed, CF ◦ CπF

D

∼= CπF
C

by the commutativity of the above di-
agram). This provides an example of a pair of comorphisms of sites which
are non-trivially equivalent to each other (in the sense of Remark 4.22 and
section 4.4).

Notice that the objects of the category (1C ↓ F ) are the generalized
elements of the functor F , and the canonical projection functor πFC : (1C ↓
F ) → C is a split fibration, since it is the result of applying the Grothendieck
construction to the internal category F to [Cop,Set] given by c 7→ (c ↓ F ).
This motivates the following definition:

Definition 3.26. Let F : D → C be a functor. The fibration of generalized
elements of F is the canonical projection functor πFC : (1C ↓ F ) → C.

Remark 3.27. As shown in [9], the assignment (F : C → D) 7→ (πFC : (1C ↓
F ) → C) yields an endofunctor T on Cat/C which has the structure of a
monad, whose unit ηT is the functor i′F : D → (1C ↓ F ). If F is a fibration
then every cleavage for it defines an algebra r : (1C ↓ F ) → D for this monad
which is actually a morphism of fibrations; in particular, r ◦ηT = 1D, whence
F is actually a retract of the split fibration πFD in the category Cat/C (but
not in the category of fibrations over C since ηT is not in general a morphism
of fibrations). Notice that if F is a fibration then every object of (1C ↓ F ) can
be expressed as the cartesian image of an arrow in the image of the functor
ηT . Indeed, given an object (c, d, f : c → F (d)), take a cartesian arrow
g : d′ → d in D such that F (g) ◦ α = f for some isomorphism α : c→ F (d′);
then the arrow ηT (g) = (F (g), g) factors as (f, 1d) ◦ (α, g), where (f, 1d) is
vertical and (α, g) is cartesian (with respect to the fibration πFC ).

The equivalence of Theorem 3.24(ii) between CF and CπF
C

makes it pos-
sible to transfer many notions and constructions between F and its fibra-
tions of generalized elements. In particular, it is interesting to relate the
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Grothendieck topologies MF
J and M

πF
C

J respectively on D and on (1C ↓ F )
(see section 3.3 for the notation):

Proposition 3.28. Let (C, J) be a small-generated site and F : D → C a
functor. Then

(i) A sieve S on an object (c, d, α : c→ F (d)) of the category is (1C ↓ F ) is

M
πF
C

J -covering if and only if it contains a family of arrows of the form
{(fi, 1d) : (ci, d, α : c → F (d)) → (c, d, α : c → F (d))} such that the
family {fi : ci → c | i ∈ I} is J-covering.

(ii) MF
J =M

i′F

M
πF
C

J

.

(iii) (MF
J )

i′F =M
πF
C

J ∨Ri′
F
, where Ri′

F
= TC

i′F is the rigid topology associated
with the inclusion i′F (here TC denotes the trivial Grothendieck topology
on C).

Proof (i) This is an immediate consequence of Theorem 3.13.
(ii) This follows from the (2-dimensional) pullback lemma, which implies

that the left-hand square in the following diagram (where the unnamed ver-
tical arrows are the canonical geometric inclusions) is a pullback (since the
right-hand square and the outer rectangle are):

Sh(D,MJ
F )

��

// Sh((1C ↓ F ),M
πF
C

J ) //

��

[Dop,Set]

CF

��
[Dop,Set]

Ci′
F // [(1C ↓ F )op,Set]

C
πF
C // [Cop,Set]

(notice that the composite of the lower horizontal arrows is CF ).
(iii) This follows from (ii) and Theorem 3.7. �

Proposition 3.29. Let (C, J) be a small-generated site and F : D → C a
functor. Then, for any sieve T on an object d of D, T is MF

J -covering if and

only if it is sent by i′F to a (M
πF
C

J ∨ Ri′
F
)-covering family.

Proof This follows from Corollary 3.10, applied to the morphism of sites
i′F : (D, TD) → ((1C ↓ F ), (MF

J )
i′F ), in light of Proposition 3.28(iii). �
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4 Weak morphisms and continuous comorphisms

of sites

In this section we first introduce the notion of weak morphism of toposes
(meaning simply a pair of adjoint functors between them, without the re-
quirement that the left adjoint should preserve finite limits) and establish
an equivalence result between the weak morphisms to a sheaf topos Sh(C, J)
and the class of continuous functors C → E , which notably includes that of
J-continuous flat functors. Then we apply this result to obtain an equiv-
alence between the essential geometric morphisms Sh(C, J) → E and the
comorphisms of sites (C, J) → (E , Jcan

E ) which are J-continuous (recall that
a geometric morphism f : F → E is said to be essential if its inverse image
f ∗ : E → F admits a left adjoint, usually denoted by f! : F → E , and which
we shall call its essential image). Then, after obtaining a number of equiv-
alent characterizations for the notion of canonicity for comorphisms of sites,
we discuss how the operation of extension of Grothendieck topologies on a
category to the corresponding presheaf topos can be used for describing any
essential geometric morphism Sh(C, J) → Sh(D, K) as induced by a comor-
phism of sites from (C, J) to a site naturally attached to (D, K) (namely, the
site ([Dop,Set], K̂), where K̂ is the extension of K from D to [Dop,Set]).

4.1 Weak morphisms of toposes

It is sometimes useful to consider pairs of adjoint functors between toposes
which do not yield geometric morphisms since the inverse image functor does
not preserve finite limits.

This motivates the following definition:

Definition 4.1. A weak morphism of toposes f : E → F is a pair of adjoint
functors (f ∗ ⊣ f∗).

As in the case of geometric morphism, we shall call the functor f∗ (resp.
f ∗) the direct image (resp. the inverse image) of the weak morphism f .

Clearly, the identity is a weak morphism and the composite of two weak
morphisms is again a weak morphism. The category whose objects are the
weak morphisms from E to F and whose arrows f → g are the natural
transformations f ∗ → g∗ will be denoted by Wmor(E ,F).

Weak morphisms of toposes allow us in particular to treat under the
same roof both geometric morphisms and pairs of functors of the form (f! ⊣
f ∗), where f is an essential geometric morphism. In fact, some results and
constructions valid for geometric morphisms naturally generalize to weak
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morphisms and then can be applied to derive results about essential geometric
morphisms. An example of such a result is the equivalence between the
property of a right adjoint functor to be faithful and the property that its
left adjoint is locally surjective (cf. Corollary 6.17 and Remark 6.18):

Proposition 4.2. Let E and F categories and L ⊣ R a pair of adjoint
functors R : E → F and L : F → E . The the following conditions are
equivalent:

(i) R is faithful.

(ii) For any e ∈ E , there is u ∈ F and an epimorphism L(u) → e.

If E and F are Grothendieck toposes respectively with separating sets C
and D then condition (ii) is equivalent to the following one: for any c ∈ D,
the family of arrows L(d) → c (where d ∈ D) is epimorphic.

Proof (i)⇒ (ii). Since R is faithful, for any object e of E , the component
ǫe : L(R(e)) → e of the counit of the adjunction L ⊣ R is an epimorphism.
So condition (ii) is satisfied.

(ii)⇒ (i). Any arrow α : L(u) → e, α factors through the component ǫe
at e of counit of the adjunction L ⊣ R. So if α : L(u) → e is an epimorphism,
ǫe is also an epimorphism. Since this holds for every e, it implies that R is
faithful.

It remains to prove the last assertion of the proposition. The fact that
it suffices to require condition (ii) for every e in C follows from the fact that
every object e of E admits an epimorphic family from objects in C. On the
other hand, since D is separating for F , requiring, for a given object c, that
there should be an epimorphism L(u) → c, is equivalent to the condition
that the family of all arrows L(d) → c (where d ∈ D) is epimorphic (since L
preserves colimits, having a right adjoint, and hence epimorphic families). �

Remark 4.3. In general, for a given property P of functors, in order to
find a property Pl such that whenever R ⊣ L, R satisfies P if and only if,
one can proceed to reformulate it in terms of the generalized elements of the
objects in the image of R, and then rewrite the obtained condition in terms
of L by using the bijective correspondence between the generalized elements
b → R(a) of R(a) and the arrows L(a) → b provided by the adjunction
between R and L. Another possibility is to find a categorical property I
such that the category (1 ↓ R) satisfies I if and only if R satisfies P , in which
case one can obtain a property Pl by unraveling what it means in terms of
L for the category (L ↓ 1) to satisfy I (since having an adjunction R ⊣ L
between two categories amounts precisely to having a categorical equivalence
(1 ↓ R) ≃ (L ↓ 1) over the product of the two categories).
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The following result, which generalizes the classical one for geometric mor-
phisms, characterizes the weak morphisms which factor through a geometric
inclusion:

Proposition 4.4. Let i : F →֒ E be the geometric inclusion of a subtopos
F of a Grothendieck topos E into E , and let f : G → E be a weak morphism
from a Grothendieck topos G. Then the following conditions are equivalent:

(i) The weak morphism f factors through i;

(ii) The direct image f∗ takes values in F (that is, factors through i∗);

(iii) The inverse image f ∗ factors (necessarily uniquely up to isomorphism)
through i∗.

Proof The implications (i)⇒ (ii) and (i)⇒ (iii) are clear. The fact that, in
(iii), if the factorization exists then it is unique (up to isomorphism) can be
proved as follows. Since i∗ ◦ i∗ ∼= 1F and i∗ preserves colimits, if f ∗ factors
as r ◦ i∗ then the functor r preserves colimits and hence has a right adjoint;
let us call it j. Now, since f ∗ ∼= r ◦ i∗, passing to the right adjoints we
obtain that f∗ ∼= i∗ ◦ j; in other words, f∗ factors (necessarily uniquely up
to isomorphism) through i∗ and j identifies with this factorization. So r is
uniquely determined as the left adjoint to this factorization. This argument
actually proves that (iii)⇒ (i). Similarly, we can prove that (ii)⇒ (i). �

Corollary 4.5. Let A : C → E be a functor from an essentially small category
C to a Grothendieck topos E , and J be a Grothendieck topology on C. Then
the following conditions are equivalent:

(i) The weak morphism (LA ⊣ RA) factors through the canonical geometric
inclusion i : Sh(C, J) →֒ [Cop,Set];

(ii) The functor RA takes values in Sh(C, J);

(iii) The functor LA factors (necessarily uniquely up to isomorphism) through
the associated sheaf functor aJ : [Cop,Set] → Sh(C, J).

�
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Remark 4.6. Interestingly, if A is not flat the property of J-continuity,
whilst a necessary condition for RA to take values in Sh(C, J), is no longer
sufficient in general for this to hold: take for example the functor A : C → Set

sending any object of C to the singleton 1Set and an arrow of C to the identity
on 1Set. The functor RA : Set → [Cop,Set] thus sends any set E to the
constant presheaf on C with value E; now, for any Grothendieck topology J
on C, these presheaves are all J-sheaves if and only if the site (C, J) is locally
connected in the sense of section C3.3 [7] (that is, every J-covering sieve on
an object c is connected as a full subcategory of the slice category C/c). So,
if (C, J) is not locally connected then the functor RA does not take values in
Sh(C, J), in spite of A being J-continuous.

In the next section we shall investigate the functors between sites which
induce weak morphisms between the associated toposes.

4.2 (J,K)-continuous functors

The results in the above section naturally lead us to consider the following
notion:

Definition 4.7. (a) Given a small-generated site (C, J), we say that a func-
tor A : C → E is J-continuous if the hom functor RA : E → [Cop,Set]
takes values into Sh(C, J) (equivalently, by Corollary 4.5, if the functor
LA : [Cop,Set] → E factors through aJ : [Cop,Set] → Sh(C, J)).

(b) Given small-generated sites (C, J) and (D, K), a functor A : C → D
is said to be (J,K)-continuous if l′ ◦ A is J-continuous, where l′ is the
canonical functor D → Sh(D, K).

As shown by Proposition 4.8 below, a functor A : C → D is (J,K)-
continuous in the sense of Definition 4.7(b) if and only if it is a continuous
functor (C, J) → (D, K) in the sense of section III.1 of [1] (that is, satisfies
condition (ii) of Proposition 4.8), which explains our terminology.

Proposition 4.8. Let (C, J) and (D, K) be small-generated sites and A :
C → D a functor. Then the following conditions are equivalent:

(i) A is (J,K)-continuous.

(ii) The functor

DA := (− ◦ Aop) : [Dop,Set] → [Cop,Set]

restricts to a functor Sh(D, K) → Sh(C, J).
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Proof By definition, A is (J,K)-continuous if and only if the functor

Rl′◦A : Sh(D, K) → [Cop,Set]

takes values in Sh(C, J) ⊆ [Cop,Set]. But we have

Rl′◦A
∼= DA ◦ iK .

Indeed, for any E ∈ Sh(D, K),

Rl′◦A(E) = HomSh(D,K)((l
′ ◦ A)(−), E) ∼= E ◦ Aop = (DA ◦ iK)(E)

naturally in E. From this our thesis immediately follows. �

Remark 4.9. From the characterization of Proposition 4.8 it follows at once
that any (J,K)-continuous functor A : C → D is (J ′, K ′)-continuous for
every J ′ ⊆ J and every K ′ ⊇ K.

Example 4.10. Let P and Q be presheaves on a category C. Then, for any
morphism α : P → Q, the comorphism of sites

∫
α : (

∫
P, JP ) → (

∫
Q, JQ)

is (JP , JQ)-continuous (where JP and JQ are the Grothendieck topologies
defined in Remark 2.9). Indeed, this follows from Proposition 4.8 by observ-
ing that the functor D∫

α := (− ◦ (
∫
α)

op
) : [(

∫
Q)

op
,Set] → [(

∫
P )

op
,Set]

restricts to a functor Sh(
∫
Q, JQ) → Sh(

∫
P , JP ). In particular, all the

comorphisms of the form πP : (
∫
P, JP ) → (C, J) are (JP , J)-continuous.

Alternatively, the continuity of
∫
α : (

∫
P , JP ) → (

∫
Q, JQ) follows from

Corollary 4.23 below by observing that the geometric morphism Sh(C, J)/
aJ (α) : Sh(C, J)/aJ(P ) → Sh(C, J)/aJ(Q) induced by the arrow aJ (α) :
aJ (P ) → aJ(Q) is essential and the following diagram, where ZaJ (h) is the
functor Sh(C, J)/aJ(P ) → Sh(C, J)/aJ(Q) given by composition with aJ(α)
(that is, the essential image of Sh(C, J)/aJ(α)) and the vertical functors are
the canonical ones modulo the equivalences of section 6.7, commutes:

∫
P

∫
α

//

��

∫
Q

��
Sh(C, J)/aJ(P )

ZaJ (h)// Sh(C, J)/aJ(Q)

See also Theorem 4.55 below.

The following result shows in particular that, in the case of a flat functor
A : C → E (but not in general), A is J-continuous in the sense of Definition
4.7 if and only if it is J-continuous in the sense of section VII.7 [10].
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Proposition 4.11. Let (C, J) and (D, K) be small-generated sites and E a
Grothendieck topos. Then

(i) A functor A : C → E is J-continuous if and only if for any J-covering
sieve S on an object c

A(c) = lim−→
f :d→c∈S

A(d)

for each J-covering sieve S on an object c (where the colimit is indexed
by the category

∫
S of elements of S).

(ii) A functor A : C → D is (J,K)-continuous if and only if for any J-
covering sieve S on an object c the canonical cocone with vertex A(c)
on the diagram {A(dom(f)) | f ∈ S} indexed over

∫
S is sent by l′ to

a colimit in the topos Sh(D, K).

(iii) Every J-continuous functor A : C → E is J-continuous in the sense
of Definition 4.7(a) is J-continuous in the sense of section VII.7 of
[10] (that is, sends J-covering families to epimorphic families), and the
converse is true if A is flat (but not in general, cf. Remark 4.6). More
generally, every (J,K)-continuous functor (C, J) → (D, K) is cover-
preserving, and every morphism of sites (C, J) → (D, K) is (J,K)-
continuous.

(iv) For any functor A : C → E , there is a largest Grothendieck topology J
on the category C such that A is J-continuous. This topology, denoted
by ZA, admits the following explicit description: for any sieve S on an
object c of C, S is ZA-covering if and only if for any arrow g : d → c,
A(d) = lim−→h:e→d∈g∗(S)

A(e).

Proof (i) and (ii) are immediate, since stating that all the functors of
the form RA(e) = HomE(A(−), e) (for e ∈ E) satisfy the sheaf condition
with respect to a sieve S on an object c amounts precisely to saying that
A(c) = lim−→f :d→c∈S

A(d).

(iii) The equality A(c) = lim
−→f :d→c∈S

A(d) implies in particular that the

family of arrows {A(dom(f)) → A(c) | f ∈ S} is epimorphic, i.e. that A is
J-continuous. If A is flat then the geometric morphism (LA ⊣ RA) factors
through the canonical inclusion Sh(C, J) →֒ [Cop,Set] if and only if A is
J-continuous (see, for instance, Corollary 4 at p. 394 of [10]). The second
assertion, about morphisms of sites, follows from the first about flat functors
by Remark 3.3(a).
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(iv) This follows from the fact that, for any collection P of presheaves
on a given category C, there is a largest Grothendieck topology for which
all of them are sheaves. This topology can be explicitly characterized as
the topology having as covering sieves precisely the sieves S such that every
presheaf P in P satisfies the sheaf condition with respect to all the pullback
sieves g∗(S) (see, for instance, the proof of Proposition C2.1.9 [7]). If P is the
class of presheaves in the image of the functor RA then this condition amounts
precisely to requiring that for any arrow g : d→ c, A(d) = lim−→h:e→d∈g∗(S)

A(e)

(cf. the proof of (i)). �

Remarks 4.12. (a) The condition for A to be J-continuous can be inter-
preted as a sort of cofinality condition. Indeed, if A is J-continuous then
A sends any J-covering sieve S on an object c of C to an epimorphic fam-
ily and hence A(c) is the colimit of the cocone under the diagram whose
vertices are the objects of the form A(d) where d is the domain of an
arrow f : d → c in S and whose arrows are all the arrows in E over A(c)
between such objects. So the condition for A to be J-continuous amounts
precisely to the assertion that A be J-continuous and that this colimit
be equal to the colimit lim−→f :d→c∈S

A(d). See Remark 4.14(a) below for
more details.

(b) We shall obtain further characterizations for the property of a functor
A : C → D (or more specifically a comorphism of sites (C, J) → (D, K))
to be (J,K)-continuous in Proposition 4.13 and Corollary 4.25. See also
Proposition III-1.2 [1] for alternative characterizations.

(c) The existence of the topology ZA as in point (iv) of Proposition 4.11 was
already shown in [1] (cf. Proposition III-3.2 therein), where this topology
is called the Grothendieck topology induced by A, regarded as a functor
to the site (E , Jcan

E ). For an explicit description of this topology, see
Remark 4.14(b) below.

In general, the condition for a cocone under a diagram D : I → D
with vertex L to be sent by the canonical functor l′ : D → Sh(D, K) to
a colimiting cocone can be expressed as the requirement that the canonical
arrow colim(yD ◦D) → yD(L) is sent by the associated sheaf functor aK to
an isomorphism; these conditions are made explicit in Corollary 2.25. In our
case, the diagram to be considered is the functor

DA
S :

∫
S → D

sending any (d, f) of
∫
S to A(d), together with the cocone ξA with vertex

A(c) under it (whose legs are the arrows A(f) : A(d) = DA
S ((d, f)) → A(c)
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for any object (d, f) of
∫
S). Applying this result in connection with Propo-

sition 4.11(i), we thus obtain the following explicit characterization of (J,K)-
continuous functors:

Proposition 4.13. Let (C, J) and (D, K) be small-generated sites. Then a
functor A : C → D is (J,K)-continuous if and only if it is cover-preserving
(i.e., sends J-covering families to K-covering ones) and for any J-covering
sieve S on an object c and any commutative square of the form

d //

��

A(c′)

A(f)
��

A(c′′)
A(g) // A(c),

where f : c′ → c and g : c′′ → c are arbitrary arrows of S, there is a K-
covering family {di → d | i ∈ I} such that for each i ∈ I, the composites
di → A(c′) and di → A(c′′) belong to the same connected component of the
category (di ↓ D

A
S ).

�

Remarks 4.14. (a) The conditions of Proposition 4.13 are equivalent to the
requirement that that the lift

(DS
A)ξA :

∫
S → D/A(c)

of the diagram DS
A to D/A(c) induced by the cocone ξA (in the sense

of Corollary 2.25) be KA(c)-cofinal (where the notation is that of section
2.5). In fact, the property that A be cover-preserving is equivalent to
condition (i) of Corollary 2.25, which reads as follows: for any J-covering
sieve S on an object c of C, for any arrow y : d → A(c) in D there are a
K-covering family {gi : di → d | i ∈ I} and for each i ∈ I an arrow fi of
S and an arrow yi : di → (A(dom(fi))) in D such that y ◦ gi = A(fi) ◦ yi.

(b) By Proposition 4.13, the largest topology ZA which makes a functor
A : C → D continuous to (D, K) (as in point (iv) of Proposition 4.11)
consists precisely of the sieves S such that the functor A satisfies the
conditions of Proposition 4.13 with respect to all the sieves S ′ which are
of the form g∗(S) for some arrow g, in the sense that A sends any such
S ′ to a K-covering family and for any commutative square of the form

d //

��

A(c′)

A(f)

��
A(c′′)

A(g) // A(c),
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where f : c′ → c and g : c′′ → c are arbitrary arrows of S ′, there is an
epimorphic family {di → d | i ∈ I} in E such that for each i ∈ I, the
composites di → A(c′) and di → A(c′′) belong to the same connected
component of the category (di ↓ D

A
S′).

Recalling from section 3.3.1 the definition of the smallest Grothendieck
topology making a functor a comorphism of sites, we deduce from Proposition
4.11(iv) the following result:

Proposition 4.15. Let A : C → D be a functor and K a Grothendieck
topology on D. Then for any Grothendieck topology J on C such that MA

K ⊆
J ⊆ ZA, the functor A is a (J,K)-continuous comorphism of sites (C, J) →
(D, K). We have MA

K ⊆ ZA if and only if for any arrow g : d → c of C and
any K-covering sieve R on A(c),

A(d) = lim−→
h:e→d∈g∗(SA

R
)

A(e).

�

The following example shows that a comorphism of sites (C, J) → (D, K)
can be cover-preserving without being (J,K)-continuous.

Example 4.16. Let L be a locale. Then the comorphism of sites (L, JcanL) →
(2, Jcan

2
) sending 0 to 0 and every non-zero element of L to 1 is cover-

preserving but not (Jcan
L , Jcan

2
)-continuous if L is not locally connected (see

the proof of Proposition 4.40(iii) below).

We shall denote by [C, E ]J (resp. by [C,D]J) the full subcategory of [C, E ]
(resp. of [C,D]) on the J-continuous functors.

Proposition 4.17. Let C a locally small category and E a Grothendieck
topos.

(i) There is an equivalence

Wmor(E , [Cop,Set]) ≃ [C, E ]

sending a weak morphism f = (f ∗ ⊣ f∗) to the functor f ∗ ◦ yC.

(ii) For any Grothendieck topology J on C making (C, J) a small-generated
site, the above equivalence restricts to an equivalence

Wmor(E ,Sh(C, J)) ≃ [C, E ]J

sending a weak morphism g = (g∗ ⊣ g∗) to the functor g∗ ◦ l.
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Proof (i) One half of the equivalence is given by the assignment A 7→ (LA ⊣
RA); the other half sends a weak morphism f to the functor f ∗ ◦ yC. The
two correspondences are quasi-inverses to each other since, on the one hand,
for any functor A : C → E , LA ◦ yC ∼= A and, on the other hand, for any
weak morphism f : E → [Cop,Set], f ∗ ∼= Lf∗◦yC since both functors preserve
arbitrary colimits (as they have right adjoints) and their composites with the
Yoneda embedding are isomorphic to the same functor (namely, f ∗ ◦ yC).

(ii) If A is J-continuous then RA factors through the canonical inclusion
Sh(C, J) →֒ [Cop,Set]. Regarded as a functor E → Sh(C, J), it preserves
arbitrary limits (since Sh(C, J) is closed in [Cop,Set] under arbitrary limits),
so it has a left adjoint and hence defines a weak morphism of toposes g :
E → Sh(C, J) which, composed with the canonical geometric inclusion iJ :
Sh(C, J) →֒ [Cop,Set], gives the weak morphism induced by A; in particular,
the inverse image g∗ : Sh(C, J) → E of this morphism satisfies g∗ ◦ aJ ∼= LA.
This also shows that the functor A corresponding to iJ ◦ g is given by g∗ ◦ l;
indeed, A ∼= LA◦yC ∼= g∗◦aJ ◦yC ∼= g∗◦l. Conversely, given a weak morphism
f : E → [Cop,Set] corresponding as in (i) to a functor A : C → E (so that
f ∗ ∼= LA and f∗ ∼= RA), if f factors through Sh(C, J) →֒ [Cop,Set] then
f∗ (that is, RA) factors through the direct image of the geometric inclusion
Sh(C, J) →֒ [Cop,Set], that is, A is J-continuous. �

Proposition 4.17 motivates the following generalization of the notion of
morphism of sites.

Definition 4.18. Let (C, J) and (D, K) be small-generated sites. A functor
F : C → D is said to be a weak morphism of sites if it is (J,K)-continuous.

We can thus derive from Proposition 4.17 the following result, whose first
part was already established in Proposition III-1.2 [1]:

Proposition 4.19. Any weak morphism F : (C, J) → (D, K) of small-
generated sites induces a weak geometric morphism Sh(F ) : Sh(D, K) →
Sh(C, J) such that the following diagram commutes:

C F //

l
��

D

l′

��
Sh(C, J)

Sh(F )∗// Sh(D, K)

Conversely, any weak geometric morphism f = (f ∗ ⊣ f∗) such that f ∗ ◦ l
factors through l′ is induced by a (necessarily unique, if K is subcanonical)
weak morphism of sites (C, J) → (D, K).

�
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4.3 Continuous comorphisms of sites and essential geo-

metric morphisms

The following result provides an equivalence between continuous comor-
phisms of sites and essential geometric morphisms.

Theorem 4.20. Let (C, J) be a small-generated site, E a Grothendieck topos.
Let Geomess(Sh(C, J), E) be the category of essential geometric morphisms,
and Comcont((C, J), (E , J

can
E )) the category of J-continuous comorphisms of

sites (C, J) → (E , Jcan
E ). Then we have an equivalence

Geomess(Sh(C, J), E) ≃ Comcont((C, J), (E , J
can
E ))

sending an essential geometric morphism f = (f! ⊣ f ∗ ⊣ f∗) to the comor-
phism of sites f!◦l and a J-continuous comorphism of sites A to the geometric
morphism CA induced by it.

Proof We have to prove that:

(i) For any J-continuous comorphism of sites A : (C, J) → (E , Jcan
E ), the

geometric morphism CA it induces is essential.

(ii) For any essential geometric morphism Sh(C, J) → E , the functor f! ◦ l
is a J-continuous comorphism of sites (C, J) → (E , Jcan

E ).

(iii) Any essential geometric morphism f : Sh(C, J) → E is equal to Cf!◦l.

(iv) Any J-continuous comorphism of sites A : (C, J) → (E , Jcan
E ) satisfies

A ∼= (CA)! ◦ l.

(i) By Proposition 4.17(ii), A induces a pair of adjoint functors LA ⊣ RA,
where RA is the functor E → Sh(C, J) given by: e 7→ HomE(A(−), e). Now,
RA corresponds to the inverse image of the geometric morphism CA induced
by A under the equivalence E ≃ Sh(E , Jcan

E ); indeed, by Theorem 4 at p. 412
of [10], C∗

A(P )
∼= aJ (P ◦ Aop) for any P ∈ Sh(E , Jcan

E ), whence, by taking
P = HomE(−, e), C∗

A(HomE(−, e)) ∼= RA(e), as required.
(ii) Any essential geometric morphism of sites induces an adjunction (f! ⊣

f ∗); so, by Proposition 4.17(ii), the functor f! ◦ l is J-continuous. It remains
to prove that f! ◦ l is a J-continuous comorphism of sites (C, J) → (E , Jcan

E ).
Since f! has a right adjoint, namely f ∗, which preserves covers, it satisfies
the covering lifting property; from this it immediately follows that f! ◦ l also
satisfies the covering lifting property.

(iii) By (ii), f!◦ l is a J-continuous comorphism of sites (C, J) → (E , Jcan
E ).

So, by (i), the geometric morphism Cf!◦l it induces is essential. To show
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that f ∼= Cf!◦l, it thus suffices to show that the essential images of the two
geometric morphisms are isomorphic. Now, we saw in the proof of (i) that the
essential image u of Cf!◦l satisfies the relation u◦aJ ∼= Lf!◦l, while the essential
image of f is f!. In order to prove that f! ∼= Lf!◦l ◦aJ , since both functors are
colimit-preserving, it is equivalent to show that they give isomorphic functors
when composed with l. But u◦ l = u◦aJ ◦yC ∼= Lf!◦l ◦yC

∼= f! ◦ l, as required.
(iv) By Proposition 4.17(ii), A : (C, J) → (E , Jcan

E ) satisfies A ∼= (CA)! ◦ l
if and only if A and (CA)!◦ l induce the same weak morphisms E → Sh(C, J).
Now, since A and (CA)! ◦ l are both J-continuous comorphisms of sites
(C, J) → (E , Jcan

E ) (the latter by (i), which ensures that CA is essential,
and then by (ii)), by the proof of (i) the inverse image of the weak morphism
induced by A is (CA)! and the inverse image of the weak morphism induced
by (CA)! ◦ l is (C(CA)!◦l)!. But (iii) ensures that for any essential geometric
morphism f : Sh(C, J) → E , f ∼= Cf!◦l, equivalently f! ∼= (Cf!◦l)!; applying
this to f = CA thus yields our thesis. �

The following example shows that the condition for a comorphism of
sites to be J-continuous is not necessary for the corresponding geometric
morphism to be essential:

Example 4.21. Let (C, J) be any site and 1 be the category with only
one object and one morphism (the identity on it), endowed with the trivial
Grothendieck topology T on it. Then the unique functor !C : C → 1 is
clearly a comorphism of sites (C, J) → (1, T ) and hence induces a geometric
morphism Sh(C, J) → Sh(1, T ) ≃ Set which is necessarily the unique (up
to isomorphism) geometric morphism Sh(C, J) → Set. Now, the functor
Rl′◦!C : Set → [Cop,Set] clearly sends any set E to the constant functor with
value E. Now, all the constant functors are J-sheaves if and only if the site
(C, J) is locally connected (that is, every J-covering sieve on an object c is
connected as a full subcategory of the slice category C/c). However, it is
not necessary that (C, J) be locally connected for the topos Sh(C, J) to be
locally connected (in the sense that its unique geometric morphism to Set

is essential); for instance, for any locally connected locale L, the canonical
site (L, Jcan

L ) is clearly not locally connected (the empty sieve covers the zero
element of L) but the topos Sh(L) is locally connected (by Proposition C1.5.9
[7]). We have thus found an example of a functor !L : L→ 1 which is cover-
preserving but not canonical as a comorphism of sites (L, Jcan

L ) → (1, T ),
and which induces an essential geometric morphism.

Remark 4.22. Different comorphisms of sites (C, J) → (E , Jcan
E ) may in-

duce the same geometric morphism. In fact, the equivalence relation ∼
given by A ∼ A′ if and only if CA = CA′ can be explicitly characterized,
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by Theorem 2.13, in terms of functional J-equivalence relations, as follows:
A ∼ A′ if and only if there are, for each e ∈ E , J-functional relations be-
tween HomE(A(−), e) and HomE(A

′(−), e) which are inverse to each other,
naturally in e ∈ E . In these terms, the proposition can be interpreted as
saying that J-continuous comorphisms of sites are exactly the canonical rep-
resentatives of equivalence classes of comorphisms of sites (C, J) → (E , Jcan

E )
inducing an essential geometric morphism Sh(C, J) → E ; more precisely,
the J-continuous comorphism of sites representing the equivalence class of
a comorphism of sites inducing an essential geometric morphism f is given
by f! ◦ l. In particular, a comorphism of sites A : (C, J) → (E , Jcan

E ) in-
duces an essential geometric morphism if and only if there is a J-continuous
comorphism of sites A′ : (C, J) → (E , Jcan

E ) such that A ∼ A′.

Corollary 4.23. Let (C, J) and (D, K) be small-generated sites. Then we
have an equivalence between the essential geometric morphisms f : Sh(C, J) →
Sh(D, K) such that f! ◦ l : C → Sh(D, K) factors through the canonical
functor l′ : D → Sh(D, K) and the (J,K)-continuous comorphism of sites
(C, J) → (D, K), considered up to K-equivalence.

Remarks 4.24. (a) If A : (C, J) → (D, K) is both a morphism and a co-
morphism of sites then it is a (J,K)-continuous (by Proposition 4.11(iii))
and hence by Corollary 4.23 the geometric morphism CA it induces is es-
sential.

(b) The fact that a (J,K)-continuous comorphism of sites induces an essen-
tial geometric morphism was already proved as Proposition III-2.6 [1].

The following result provides several equivalent characterizations of the
(J,K)-continuity property of a comorphism of sites A : (C, J) → (D, K).
Before stating it, we need to make a number of remarks.

The direct image of the geometric morphism CA induced by a comorphism
of sites A : (C, J) → (D, K) is the restriction to sheaves of the right Kan
extension functor RanAop (see, for instance, Proposition 2.3.18 [7]); in other
words, the following diagram commutes:

[Cop,Set]
RanAop// [Dop,Set]

Sh(C, J)
?�

iJ

OO

(CA)∗ // Sh(D, K)
?�

iK

OO

Recall that the functors RanAop and LanAop (namely, the right and left Kan
extension functors along Aop) are respectively right and left adjoints to the
functor DA := (− ◦ Aop) : [Dop,Set] → [Cop,Set].
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By taking left adjoints to all the functors in the above square, we obtain
that

C∗
A ◦ aK ∼= aJ ◦DA.

Let us now suppose that the geometric morphism CA is essential, i.e. that
C∗
A has a left adjoint (CA)!. Denoting by ηA : 1[Cop,Set] → DA ◦ LanAop the

unit of the adjunction between DA and LanAop , we have a morphism

((CA)! ◦ aJ)ηA : (CA)! ◦ aJ → (CA)! ◦ aJ ◦DA ◦ LanAop

which, composed with the isomorphism

(CA)! ◦ aJ ◦DA ◦ LanAop
∼= (CA)! ◦ C

∗
A ◦ aK ◦ LanAop

induced by the isomorphism C∗
A ◦ aK ∼= aJ ◦DA, yields a morphism

((CA)! ◦ aJ)ηA : (CA)! ◦ aJ → (CA)! ◦ C
∗
A ◦ aK ◦ LanAop .

Composing this morphism with the morphism

ǫA(aK ◦ LanAop) : (CA)! ◦ C
∗
A ◦ aK ◦ LanAop → aK ◦ LanAop ,

where ǫA : (CA)! ◦ (CA)
∗ → 1Sh(D,K) is the counit of the adjunction between

(CA)! and C∗
A, thus yields a morphism

(CA)! ◦ aJ → aK ◦ LanAop ,

which we call zA.

Corollary 4.25. Let A : (C, J) → (D, K) be a comorphism of sites. Then
the following conditions are equivalent:

(i) A is (J,K)-continuous.

(ii) The left Kan extension functor LanAop : [Cop,Set] → [Dop,Set] along
Aop satisfies the property that aK ◦LanAop factors (necessarily uniquely)
through aJ .

(iii) The geometric morphism CA induced by A is essential and its essential
image (CA)! makes the following diagram commute:

[Cop,Set]
LanAop//

aJ
��

[Dop,Set]

aK
��

Sh(C, J)
(CA)! // Sh(D, K)
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If A induces an essential geometric morphism CA then there is a canonical
morphism (CA)! ◦ l → l′ ◦ A (given by zAyC, modulo the canonical isomor-
phism aK ◦ LanAop ◦ yC ∼= l′ ◦ A), and A is (J,K)-continuous if and only if
this morphism is an isomorphism, equivalently if and only if the canonical
morphism

zA : (CA)! ◦ aJ → aK ◦ LanAop

defined above, is an isomorphism.

Proof (i)⇒ (ii). By Proposition 4.8, DA restricts to a functor Sh(D, K) →
Sh(C, J). Then the following diagram commutes:

[Dop,Set]
DA // [Cop,Set]

Sh(D, K)
?�

iK

OO

(CA)∗ // Sh(C, J).
?�

iJ

OO

Indeed, (CA)∗ is given, by definition, by the functor aJ ◦ DA ◦ iK ; so, if
DA ◦ iK takes values in Sh(C, J) then iJ ◦ (CA)∗ ∼= DA ◦ iK .

Taking the left adjoints to all the functors in the above square (notice
that CA is essential by Theorem 4.20, since A is J-continuous, equivalently
satisfies condition (ii)) thus yields an isomorphism aK ◦LanAop

∼= (CA)! ◦ aJ ;
in particular, aK ◦ LanAop factors through aJ , as required.

(ii)⇒ (iii) We first notice that, by the compatibility of adjoints with re-
spects to composition, condition (ii) is equivalent to condition (ii) of Proposi-
tion 4.8 and hence, by that proposition, to condition (i). But we have already
observed, in the proof that (i)⇒ (ii), that (i) actually implies (iii).

(iii)⇒ (i) By Theorem 4.20, it suffices to show that l′ ◦A ∼= (CA)! ◦ l. But
this immediately follows from the commutativity of the square in condition
(iii), by composing both functors with yC.

It remains to prove the last part of the corollary. We preliminarily note
that, since both functors (CA)!◦aJ and aK◦LanAop preserve arbitrary colimits,
zA is an isomorphism if and only if zAyC : (CA)! ◦ l → l′ ◦ A is. If zAyC is an
isomorphism then A is J-continuous by Theorem 4.20. Conversely, if A is
J-continuous then, as we have proved above, condition (iv) is satisfied, with
the isomorphism (CA)! ◦ aJ ∼= aK ◦ LanAop being precisely zA. �

Remark 4.26. From Corollaries 4.23 and 4.25 we may deduce the following
criterion, alternative to that of Remark 4.22, for a comorphism of sites A :
(C, J) → (D, K) to induce an essential geometric morphism: CA is essential
if and only if there is a J-continuous comorphism of sites A′ : (C, J) →
Sh(D, K) and a natural transformation α : A′ → l′ ◦ A which is sent by
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aK to an isomorphism (notice that this latter condition admits an explicit
reformulation obtained by applying Lemma 2.1(iii)).

The following result provides a natural relation between the sheafification
operation and that of composition with the opposite of a functor inducing a
comorphism of sites:

Proposition 4.27. Let F : (C, J) → (D, K) be a comorphism of sites and
P a presheaf on D. Then the canonical arrow

P ◦ F op → aK(P ) ◦ F
op

in [Cop,Set] is sent by the associated sheaf functor aJ : [Cop,Set] → Sh(C, J)
to an isomorphism.

If moreover F is (J,K)-continuous (for instance, if F is a morphism of
sites (C, J) → (D, K) – cf. Proposition 4.11(iii)) then the above arrow yields
an isomorphism

aJ(P ◦ F op) ∼= aK(P ) ◦ F
op.

Proof Let (F op)∗ be the functor DF := (− ◦ F op) : [Dop,Set] → [Cop,Set].
Then the arrow in the statement of the proposition is precisely ηP (F

op)∗,
where ηP : P → aK(P ) is the component at P of the unit of the adjunction
between aK and the inclusion functor of K-sheaves into presheaves.

As we observed in section 4.4, since F is a comorphism of sites (C, J) →
(D, K), we have a commutative diagram

[Dop,Set]
DF //

aK
��

[Cop,Set]

aJ
��

Sh(D, K)
C∗

F // Sh(C, J).

From this it immediately follows that, since ηP is sent by aK to an isomor-
phism, aJ sends ηP (F op)∗ to an isomorphism, as required.

Now, if F is (J,K)-continuous then, by Proposition 4.8, the presheaf
aK(P )◦F

op is already a J-sheaf, whence the final assertion of the proposition
follows. �

Let us now consider localizations of geometric morphisms induced by a
comorphism of sites.

For any comorphism of sites F : (C, J) → (D, K) and any presheaf Q on
D, we have a comorphism of sites

pFQ : (
∫
(Q ◦ F op), JQ◦F op) → (

∫
Q, JQ)

sending every object (c, x) ∈
∫
(Q ◦ F op) to the object (F (c), x) of

∫
Q (and

acting on arrows accordingly).
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Proposition 4.28. Let F : (C, J) → (D, K) be a comorphism of sites and
Q a presheaf on D. The geometric morphism

CpF
Q
: Sh(

∫
(Q ◦ F op), JQ◦F op) → Sh(

∫
Q, JQ)

induced by pFQ corresponds under the equivalences

Sh(
∫
Q ◦ F op, JQ◦F op) ≃ Sh(C, J)/aJ(Q ◦ F op)

and
Sh(

∫
Q, JQ) ≃ Sh(D, K)/aK(Q)

of section 6.7 to the geometric morphism

CF/aK(Q) : Sh(D, K)/aK(Q) → Sh(C, J)/C∗
F (aK(Q))

modulo the equivalence

Sh(C, J)/C∗
F (aK(Q))

∼= Sh(C, J)/aJ(Q ◦ F op)

induced by the isomorphisms

C∗
F (aK(Q))

∼= aK(Q) ◦ F
op ∼= aJ(Q ◦ F op),

the first of which results from the fact that F is a continuous comorphism of
sites (C, J) → (D, K) and the second of which is that of Proposition 4.27.

Proof This is an immediate verification in light of the example of section
6.7. �

The following result shows that the property of a comorphism of sites to
be continuous naturally behaves with respect to ‘relativization’:

Proposition 4.29. Let F : (C, J) → (D, K) be a (J,K)-continuous comor-
phism of sites. Then, for any presheaf Q on D, the comorphism of sites

pFQ : (
∫
(Q ◦ F op), JQ◦F op) → (

∫
Q, JQ)

is (JQ◦F op, JQ)-continuous.

Proof Since F is continuous, by Corollary 4.23 the geometric morphism
CF : Sh(C, J) → Sh(D, K) is essential.

So, by Proposition 4.28, the geometric morphism CpF
Q

induced by pFQ is

also essential, as it is (isomorphic to) a localisation of the essential geometric
morphism CF .
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By Corollary 4.23, we can prove that pFQ is continuous by showing that
the diagram

∫
(Q ◦ F op)

pF
Q //

l∫ (Q◦Fop)

��

∫
Q

l∫ Q

��
Sh(

∫
(Q ◦ F op), JQ◦F op)

(C
pF
Q
)!
// Sh(

∫
Q, JQ)

commutes.
Now, consider the following cube:

C D

∫
(Q ◦ F op)

∫
Q

Sh(C, J) Sh(
∫
Q, JQ)

Sh(C, J)/C∗
F (aK(Q)) Sh(D, K)/aK(Q)

l

F

l′pFQ

πQ◦Fop πQ

(CF )!

VC∗
F

(aK (Q))

(CF /aK(Q))!

VaK (Q)

where VaK(Q) and VC∗
F
(aK(Q)) are obvious forgetful functors and the vertical

unnamed arrows are the canonical ones modulo the equivalences of Proposi-
tion 4.28.

In light of the Proposition, we have to prove that the frontal face of the
cube commutes. But this follows from the fact that the functor VaK(Q) reflects
isomorphisms, since the top face of the cube commutes by definition of pFQ, the
lateral faces commute by Example 4.10, the bottom face commutes since the
square consisting of the right adjoints of the given functors clearly commutes,
and the back face commutes by Corollary 4.23 as by our hypothesis F is
continuous. �

The following proposition characterizes the morphisms of sites which in-
duce an essential geometric morphism whose essential image restrict to rep-
resentables:

Proposition 4.30. Let (C, J) and (D, K) be small-generated subcanonical
sites and g : Sh(C, J) → Sh(D, K) be a geometric morphism induced by a
morphism of sites G : (D, K) → (C, J). Then the following conditions are
equivalent:
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(i) g is essential and its essential image restricts to the representables;

(ii) G : D → C has a left adjoint F : C → D which is (J,K)-continuous.

Proof (i)⇒(ii) Suppose that g = Sh(G) is essential. Let us denote by F the
restriction of g! to the representables. We know from Corollary 4.23 that F
is (J,K)-continuous. It thus remains to prove that F ⊣ G. But this follows
from the fact that g! ⊣ g∗, since F is the restriction of g! to the representables
and G is the restriction of g∗ to the representables.

(ii) ⇒ (i) By Proposition 3.14(iv), CF = Sh(G). Since F is (J,K)-
continuous then, by Corollary 4.23, CF = Sh(G) is essential and its essential
image restricts to the representables, as desired. �

Remark 4.31. Proposition 4.40(iii) shows that, if the essential image of g
does not restrict to representables, its restriction C → Sh(D, K) to C does
not necessarily take the same values as l′ ◦ F , if a left adjoint F to G exists
(in fact, this happens precisely when F is not (J,K)-continuous).

Let us now prove a useful result concerning cofinality conditions (in the
sense of Proposition 2.21) in the context of a continuous comorphism of sites
whose essential image of the associated geometric morphism is conservative.

Proposition 4.32. Let p : (C, J) → (D, K) be a continuous comorphism
of small-generated sites such that (Cp)! is conservative, and F : A → C
and F : A′ → C two functors to C related by a functor ξ : A → A′ and a
natural transformation α : F → F ′ ◦ ξ. Then (ξ, α) satisfies the conditions
of Proposition 2.21 if and only if (ξ, pα) does.

Proof The canonical arrow

aJ(α̃) : colimSh(C,J)(l ◦ F ) → colimSh(C,J)(l ◦ F )

in Sh(C, J) induced by (ξ, α) correponds, under the isomorphisms

(Cp)!(colimSh(C,J)(l ◦F )) ∼= colimSh(D,K)(Cp)! ◦ l ◦F ) ∼= colimSh(D,K)(l
′ ◦p◦F )

and

(Cp)!(colimSh(C,J)(l◦F
′)) ∼= colimSh(D,K)(Cp)!◦l◦F

′) ∼= colimSh(D,K)(l
′◦p◦F ′)

resulting from the fact that (Cp)! preserves colimits and that (Cp)! ◦ l ∼= l′ ◦ p
(cf. Corollary 4.23), to the canonical arrow

aK(p̃α) : colimSh(D,K)(l
′ ◦ p ◦ F ) → colimSh(D,K)(l

′ ◦ p ◦ F )

in Sh(D, K) induced by (ξ, pα). The thesis thus follows from the conserva-
tivity of (Cp)!. �
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Remark 4.33. Any a fibration p of the form πQ :
∫
Q → D, where Q is a

presheaf on D satisfies the hypotheses of the proposition (that is, (Cp)! is con-
servative). Indeed, the geometric morphism Cp is isomorphic (over Sh(D, K))
to the local homeomorphism Sh(D, K)/aK(Q), and hence its essential image
corresponds to the forgetful functor Sh(D, K)/aK(Q) → Sh(D, K), which is
clearly conservative.

4.3.1 Generalized compactness conditions

In relation to Theorem 4.20, it is worth remarking that, as shown by the
following proposition, the essential images of essential geometric morphisms
preserve a wide class of generalized compactness properties. Hence, in the
presence of subcanonical sites (C, J) and (D, K) such that the objects of
the form l(c) (resp. l′(d)) can be characterized as the objects of the topos
Sh(C, J) (resp. Sh(D, K)) which satisfy such compactness properties, they
restrict along l and l′, thus yielding ((J,K)-continuous) comorphisms of sites
(C, J) → (D, K) inducing these morphisms. This is relevant in connection
with the method, introduced in [4], for constructing dualities or equivalences
by means of functorializing topos-theoretic ‘bridges’.

We say that a property P of presieves is stable if whenever f : F → E is
a weak morphism of toposes, if a presieve S satisfies P then f ∗(S) satisfies
P . Examples of stable properties include to be finite, to be a singleton, to
contain the identity arrow, etc.

We say that a family R of arrows to a given object e of a topos E refines
a family S of arrows to e in E if every arrow in R factors through an arrow
in S. Given a property P of presieves, we say that an object e of a topos is
P -compact if every epimorphic family of arrows to e admits an epimorphic
refinement satisfying property P .

Proposition 4.34. Let P be a stable property of presieves and let f be an es-
sential geometric morphism. Then f! sends P -compact objects to P -compact
objects.

Proof Let f : F → E be an essential geometric morphism and a a P -
compact object of F . We want to prove that f!(a) is P -compact. Let {ei :
ui → f!(a) | i ∈ I} be an epimorphic family to f!(a). Then the family
{f ∗(ei) : f

∗(ui) → f ∗(f!(a)) | i ∈ I} is also epimorphic, and so is its pullback
along the unit arrow ηa : a→ f ∗(f!(a)). In other words, given the pullbacks

ci
ξi //

si
��

a

ηa
��

f ∗(ui)
f∗(ei)// f ∗(f!(a))
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the family {ξi : ci → a} is epimorphic. Since a is P -compact, there is an
epimorphic family of arrows {χk : bk → a | k ∈ K} satisfying P and, for each
k an index ik and a factorization ξik ◦ zk of χk through ξik. Therefore the
image {f!(χk) : f!(bk) → f!(a) | k ∈ K} under f! of this family is epimorphic
(since f! preserves colimits) and satisfies P . It remains to show that this
family refines {ei : ui → f!(a) | i ∈ I}. For each k ∈ K, let wk be the
arrow sik ◦ zk : bk → f ∗(uik), and wk : f!(bk) → uik be its transpose along
the adjunction f! ⊣ f

∗. Let us show that, for each k ∈ K, f!(χk) = eik ◦ wk;
this will establish our thesis. By applying f ∗ to both sides and composing
the obtained arrow with the unit ηbk : bk → f ∗(f!(bk)), our equality rewrites
as f ∗(f!(χk)) ◦ ηbk = f ∗(eik ◦ wk) ◦ ηbk . But f ∗(f!(χk)) ◦ ηbk = ηa ◦ χk, while
f ∗(eik ◦ wk) ◦ ηbk = f ∗(eik) ◦ f

∗(wk) ◦ ηbk = f ∗(eik) ◦ wk = f ∗(eik) ◦ sik ◦ zk =
ηa ◦ ξik ◦ zk = ηa ◦ χk. �

While we are on the topic of P -compact objects, let us record a result
about them which will be useful too in connection with the method for gen-
erating dualities through ‘bridges’ introduced in [4].

Recall that a sieve S on an object c of a category C is said to be effective-
epimorphic if the canonical cone with vertex c under the (large) diagram DS

given by the canonical projection
∫
S → C is a colimit. We shall say that a

family T of arrows to c is effective-epimorphic if the sieve ST generated by
it is effective-epimorphic. For a family T of arrows to c, we shall denote the
diagram DST

associated with the sieve ST generated by T simply by DT . A
sieve in C is said to be universally effective-epimorphic if its pullback along
arbitrary arrows in C is effective-epimorphic. The canonical topology on a
category C, defined as the largest one for which all the representable functors
are sheaves, can be characterized as the topology whose covering sieves are
precisely the universally effective-epimorphic ones (see, for instance, pp. 542-
4 of [7]).

Lemma 4.35. Let C be a separating set for a Grothendieck topos E and S a
sieve in C (regarded as a full subcategory of E) such that the colimit in E of
the diagram DS, where S is the sieve generated by S in E , lies in C. Then
the following conditions are equivalent:

(i) S is Jcan
E |C-covering.

(ii) S is effective-epimorphic in C.

(iii) S is universally effective-epimorphic in C.

Proof (i)⇒ (iii) This follows from the fact that Jcan
E |C is subcanonical and

hence contained in the canonical topology on C.
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(iii)⇒ (ii) This is obvious.
(ii)⇒ (i) If S is effective-epimorphic in C then c is the colimit of DS in C.

Now, since the colimit of DS in E lies in C by our hypothesis, it necessarily
yields a colimit of DS in C and hence it coincides with c. Indeed, since C
is separating for E , any cone over DS in C can be uniquely extended to a
cone over DS in E (with the same vertex). So S is epimorphic in E , that is,
S ∈ Jcan

E |C(c). �

We shall use the notation ∗ to denote the operation of multicomposition
of families of arrows, defined as

F ∗ {Gi | i ∈ I} = {fi ◦ g
i
j | i ∈ I, j ∈ Ji}

for any family of arrows F := {fi : dom(fi) → c | i ∈ I} and families of
arrows Gi := {gij : dom(gij) → dom(fi) | j ∈ Ji} for each i ∈ I.

Before stating the following proposition, we need to introduce some ter-
minology.

We shall say that a property P of families of arrows in a topos with
common codomain is fractal if it is stable under arbitrary multicompositions,
and that it is stable under pullback if for any family {fi : dom(fi) → u | i ∈ I}
satisfying P and any arrow g : v → u, the family {g∗(fi) : dom(g∗(fi)) →
v | i ∈ I} also satisfies P . We shall say that P is hereditary if whenever
we have families {gi : ai → c | i ∈ I} and {fi : bi → c | i ∈ I} and
monomorphisms {mi : ai  bi | i ∈ I} such that fi ◦mi = gi for every i ∈ I,
if {fi : bi → c | i ∈ I} satisfies P then {gi : ai → c | i ∈ I} also satisfies P ;
notice that this is a form of stability under ‘pointwise’ refinement. We shall
say that P relativizes to a separating set C of a Grothendieck topos E if there
is a property P |C of families of arrows in C (regarded as a full subcategory
of E) with common codomain such that such a family F satisfies P |C if and
only if F , regarded as a family of arrows in E , satisfies P . We say that
P relativizes to separating sets if it relativizes to every separating set of a
Grothendieck topos.

Proposition 4.36. Let P be a property of presieves in a topos, E a Grothendieck
topos and E cP the full subcategory of E on the P -compact objects. Suppose that

(1) E cP is separating for E ,

(2) P is fractal and relativizes to separating sets (or at least to the separating
set E cP of E),

(3) for any effective-epimorphic family R = {ri : dom(ri) → c | i ∈ I} in E cP
satisfying P |Ec

P
, the family of canonical colimit arrows {λi : dom(ri) →
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e | i ∈ I}, where e is the colimit of the diagram DR in E , also satisfies
P .

Then the Grothendieck topology JcP on E cP induced by the canonical topology
on E can be intrinsically characterized (in terms of E cP ) as follows: the JcP -
covering sieves on an object c of E cP are precisely those which contain a family
of arrows to c which satisfies P |Ec

P
and is effective-epimorphic (equivalently,

universally effective-epimorphic).
Conditions (2) and (3) can be replaced by the following condition:

(4) The category E cP is closed in E under colimits of diagrams of the form
DR, where R is an effective-epimorphic family of arrows in E cP satisfy-
ing P |Ec

P
.

which in fact implies (3), and is implied by (3) assuming (1) and (2).
Condition (3) is satisfied if P is stable under pullback and hereditary.

Proof Since the topology JcP is subcanonical, it is contained in the canonical
topology on E cP . In particular, all its covering sieves are universally effective-
epimorphic. To show that every JcP -covering sieve contains a family of arrows
to c which satisfies P and which is universally effective-epimorphic, it suffices
to prove that every JcP -covering sieve contains a JcP -covering family which
satisfies property P . But this follows at once from the P -compactness of c.

Conversely, we want to show that if a sieve S on an object c of E cP contains
a family of arrows to c which satisfies P and which is effective-epimorphic
then S is JcP -covering. This will follow at once from Lemma 4.35 once we have
proved that if R is a sieve generated by a family of arrows {ri | i ∈ I} in E cP
satisfying P then the colimit e in E of the diagram DR lies in C. We have to
show that e is P -compact. The universal property of the colimit yields colimit
arrows {λi : dom(ri) → E | i ∈ I} and an arrow α : e→ c such that α◦λi = ri
for each i ∈ I. By condition (3), the family {λi : dom(ri) → e | i ∈ I} satisfies
property P .

Let F be an epimorphic family on e, which can suppose to be a sieve
without loss of generality. We want to prove that it admits an epimorphic
refinement satisfying P . For each i ∈ I, the family λ∗i (F) is epimorphic on
dom(ri). Since dom(ri) is P -compact, λ∗i (F) is refined by an epimorphic
family of arrows Fi to dom(ri) satisfying P . So the multicomposite family
{λi | i ∈ I} ∗ {Fi | i ∈ I} satisfies P (since P is fractal). Since this family
is also epimorphic (notice that the family {λi | i ∈ I} is epimorphic by the
universal property of the colimit) and clearly refines F , our thesis is proved.

By the above arguments, if conditions (1) and (2) are satisfied, then
condition (3) implies condition (4). Conversely, (4) implies (3). Indeed, if
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R = {ri : dom(ri) → c | i ∈ I} is such a family then the family of canonical
colimit arrows {λi : dom(ri) → e | i ∈ I} corresponds to R under the
identification e ∼= c and hence a fortiori satisfies P since R does.

On the other hand, conditions (1) and (4) alone ensure, by Lemma 4.35,
that if a sieve S on an object c of E cP contains a family of arrows to c which
satisfies P and which is effective-epimorphic then S is JcP -covering, so they
allow to conclude the thesis of the proposition.

Finally, let us show that if P is stable under pullback and hereditary then
condition (3) is satisfied.

Consider the pullbacks si of the arrows ri along α : e → c. By the
universal property of the pullback, there is a unique arrow mi : dom(ri) → ui
such that si ◦mi = λi and ti ◦mi = 1dom(ri):

dom(ri)

ui dom(ri)

e c

λi

mi

1dom(ri)

si

ti

ri

α

y

It follows in particular that mi is a (split) monomorphism (for each i ∈ I).
Since P is stable under pullback and {ri | i ∈ I} satisfies P , the family

S := {si | i ∈ I} also satisfies P . Then, the fact that P is hereditary implies
that the family {λi | i ∈ I} also satisfies P . �

Remark 4.37. The proposition generalizes to any full dense subcategory C
of E cP (to which P relativizes) which is closed in E under colimits of diagrams
of the form DR, where R is an effective-epimorphic family of arrows of C
satisfying P |C, giving an intrinsic description of the induced topology Jcan|C
as the topology on C whose covering sieves are precisely those which con-
tain a family of arrows to c which satisfies P |C and is effective-epimorphic
(equivalently, universally effective-epimorphic).

Examples 4.38. (a) The property of a presieve to be finite (resp. a single-
ton, to consist of pairwise disjoint arrows) is fractal, stable under pull-
back and hereditary. The first two properties also relativize to arbitrary
separating sets.

(b) The property P of being a singleton family only consisting of the iden-
tity arrow is fractal, stable under pullback, relativizes to separating sets
but is not hereditary. Still, it clearly satisfies condition (4) (the given
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colimit is trivial). Notice that P -compactness coincides in this case with
irreducibility.

(c) Many important classes of toposes admit separating sets consisting of P -
compact objects (for some property P of families of arrows with common
codomain). For instance, presheaf toposes are generated by P -compact
objects where P is the property “to contain the identity” (that is, by
irreducible objects), regular toposes are generated by P -compact objects
where P is the property “to be a singleton” (that is, by supercompact
objects) and coherent toposes are generated by P -compact objects where
P is the property “to be finite” (that is, by compact objects). Also, as
shown in [12], toposes of continuous actions of a topological monoid on
discrete sets are generated by supercompact objects.

4.3.2 Continuous locale homomorphisms

In this section we shall address the problem of characterizing the locale ho-
momorphisms L → L′ whose corresponding geometric morphism Sh(L) →
Sh(L′) is essential.

Recall that a frame is a complete partially ordered sets in which arbitrary
joins distribute over finite meets. The category Loc of locales is the opposite
of the category Frm of frames and frame homomorphisms between them; so a
locale is just a frame, but considered as an object of the category Loc. Notice
that the canonical topology Jcan

L on a frame L has as covering families on a
given element l ∈ L the families {li → l | i ∈ I} such that l =

∨
i∈I li. A frame

L can be recovered from the corresponding topos Sh(L) := Sh(L, Jcan
L ) as the

frame of its subterminal objects. Since every frame homomorphism L′ → L
defines a morphism of sites (L′, Jcan

L′ ) → (L, Jcan
L ), every locale homomor-

phism u : L → L′ induces a geometric morphism Sh(u) : Sh(L) → Sh(L′),
from which one can recover the associated frame homomorphism L′ → L as
the restriction of Sh(u)∗ to the subterminal objects. In fact, in this way the
category Loc fully embeds as a subcategory of the category of Grothendieck
toposes and geometric morphisms between them; the toposes of the form
Sh(L) for a locale L are called localic. We shall say that a locale homo-
morphism f : L → L′ (or the associated frame homomorphism f : L′ → L)
is complete if f : L′ → L preserves arbitrary meets; notice that this con-
dition is equivalent, by the Special Adjoint Functor Theorem, to it having
a left adjoint L → L′; note that such a left adjoint need not be a frame
homomorphism since it might not preserve finite meets.

First, we notice that the essential image of an essential geometric mor-
phism does not in general restrict to subterminal objects. Take for example
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a locally connected but not connected topos E ; then the unique geometric
morphism from E to Set is essential and its essential image sends an object
of E to the set of its connected components - if applied to 1, it yields the
set of connected components of 1, which is not a (subobject of the) singleton
since E is by our hypothesis non-connected. Interestingly, not even essential
geometric morphisms induced by functors between posets satisfy in general
the property that their essential image sends subterminal objects to subter-
minal objects (in spite of the fact that it sends the subterminal ‘generators’
to subterminal objects). Take for instance the unique functor !P : P → 1.
The topos [P,Set] is locally connected (being a presheaf topos), and hence
the essential image of the unique (up to isomorphism) geometric morphism
from [P,Set] to Set sends any object to the set of its connected components;
now, the terminal object of [P,Set] is not necessarily indecomposable (take,
for instance, P equal to the discrete preorder with two elements), and hence
it is not sent by the essential image to a subterminal object.

We notice that if A : (C, J) → (D, K) is a cover-preserving comorphism
of sites then A might be not J-continuous but its localic reflection satisfies
the analogue of this property for locales. Indeed, while the functor DA might
not restrict to all sheaves, it does restrict to subterminal objects, and sends
subterminal sheaves to subterminal sheaves, that is, J-ideals to K-ideals.

This motivates the consideration, in the context of locales, of a weaker
form of the notion of essential geometric morphism, namely the property of
a morphism consisting in the fact that the restriction of the inverse image
functor to subterminals admits a left adjoint (of frames):

Definition 4.39. A geometric morphism f : F → E is said to be weakly
essential if the frame homomorphism f ∗|SubE (1E ) : SubE(1E) → SubF(1F)
admits a left adjoint.

One might wonder whether any complete frame homomorphism g : L →
L′ induces an essential geometric morphism Sh(L′) → Sh(L). The answer
to this question is negative, as shown by the following proposition.

Proposition 4.40. (i) Every essential geometric morphism f : F → E is
weakly essential; in fact, more generally, all the frame homomorphisms
of the form f ∗|SubE (A) : SubE(A) → SubF(f

∗(A)), where A is an object
of A, are complete (equivalently, they admit a left adjoint).

(ii) For any locales L and L′, the weakly essential geometric morphisms
Sh(L) → Sh(L′) correspond precisely to the complete frame homomor-
phisms L′ → L.
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(iii) Let u : L′ → L be a complete locale homomorphism whose corresponding
geometric morphism Sh(u) : Sh(L′) → Sh(L) is essential. Then the
left adjoint to the frame homomorphism associated with u does not in
general take the same values as the restriction of the essential image of
Sh(u) to the subterminal objects of Sh(L).

(iv) There are weakly essential morphisms between localic toposes which are
not essential; in other words, the property of a frame homomorphism
being complete is a necessary but not sufficient condition for the asso-
ciated geometric morphism to be essential.

(v) Any weakly essential morphism between toposes which can be repre-
sented as the toposes of presheaves on some posets is essential.

Proof (i) It is easy to see that a left adjoint to

f ∗|SubE(A) : SubE(A) → SubF(f
∗(A))

is given by m ∈ SubE(A) 7→ Im(ǫA ◦ f!(m)), where ǫA : f!(f
∗(A)) → A is the

component at A of the counit of the adjunction f! ⊣ f ∗.
(ii) This is clear by definition of weakly essential geometric morphism.
(iii) Take L = 2 = {0, 1}, L′ arbitrary and u equal to the unique frame

homomorphism L → L′; then u is clearly complete, and hence it has a left
adjoint L′ → 2. By Proposition 3.14(i), this preorder map is therefore a
comorphism of sites (L′, Jcan

L′ ) → (2, Jcan
2

), which induces the unique geo-
metric morphism Sh(L′) → Sh(2, Jcan

2
) ≃ Set. This comorphism sends 0

to 0 and any non-zero element of L′ to 1. Now, if L′ is locally connected
then this morphism is essential but if L′ is not connected then the essential
image of this morphism sends the terminal object to the set of its connected
components rather than to an element of 2.

(iv) Take L = 2 = {0, 1} and L′ to be any not locally connected locale and
u equal to the unique frame homomorphism L→ L′. Then u is complete but
the geometric morphism Sh(u) : Sh(L′) → Sh(2) ≃ Set which it induces is
not essential (cf. point (iii) above).

(v) Let f : F → E be a weakly essential geometric morphism and F ≃
[Qop,Set], E ≃ [Pop,Set], where P and Q are posets. Then F ≃ Sh(Id(Q)),
E ≃ Sh(Id(P)), where Id(P) and Id(Q) are respectively the frame of ideals
of P and of Q. Indeed, these are exactly the frames of subterminal objects
of [Pop,Set] and [Qop,Set]. Therefore the geometric morphism f is induced
by a frame homorphism n : Id(P) → Id(Q), which is given by the restriction
of its inverse image f ∗ to subterminals. Since f is by our hypothesis weakly
essential, it thus follows n admits a left adjoint. This implies that the left
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adjoint to n restricts to a poset homomorphism u : Q → P (cf. the proof of
Proposition 4.34 below) and hence that n can be identified with the frame
homomorphism Id(u) : Id(P) → Id(Q). So f can be identified with the
geometric morphism induced by u, since they have isomorphic inverse image
functors; in particular, f is essential, as required. �

4.4 Presheaf lifting of Grothendieck topologies

We have seen that, given two small-generated sites (C, J) and (D, K), not
every essential geometric morphism f : Sh(C, J) → Sh(D, K) is induced by
a comorphism of sites (C, J) → (D, K); however, as shown by Corollary 4.23,
the only condition for this is that the composite of f with the canonical func-
tor l : C → Sh(C, J) factor through the canonical functor l′ : D → Sh(D, K).
Now, as shown below, we can replace (D, K) with a larger site giving rise
to the same topos so that this condition is always satisfied and so every
essential geometric morphism Sh(C, J) → Sh(D, K) can be seen as being
induced by a comorphism from (C, J) to this larger site. This involves the
well-known operation of extension of a Grothendieck topology on a category
to a Grothendieck topology on the corresponding presheaf topos.

Recall from [1] (Exposé II.5) that, for any small-generated site (C, J),
there is a Grothendieck topology Ĵ on the topos [Cop,Set] such that the site
([Cop,Set], Ĵ) is small-generated and we have (by the Comparison Lemma)
an equivalence

Sh(C, J) ≃ Sh([Cop,Set], Ĵ).

The Grothendieck topology Ĵ can be characterized as the topology coin-
duced by J along the Yoneda embedding yC : C → [Cop,Set] (in the sense of
Proposition 6.11). Concretely, it has as covering sieves those sent by aJ to
epimorphic families.

Denoting by l′ : [Cop,Set] → Sh([Cop,Set], Ĵ) the canonical functor,
it sends any object of the form l′(P ), where P ∈ [Cop,Set], to aJ (P ) ∈
Sh(C, J); in particular, the other half of the equivalence sends any Q ∈
Sh(C, J) to l′(Q). Indeed, this follows at once from the general fact that
for any (co)morphism of sites i : (D, JD) → (C, J) satisfying the hypotheses
of the Comparison Lemma and inducing an equivalence Ci : Sh(D, JD) →
Sh(C, J), the diagram

Sh(C, J)
C∗

i

∼
// Sh(D, JD)

[Cop,Set]

aJ

OO

−◦iop // [Dop,Set]

aJD

OO
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commutes, observing that (− ◦ yC) ◦ y[Cop,Set]
∼= 1[Cop,Set].

The Yoneda embedding yC : C → [Cop,Set] and the associated sheaf
functor aJ respectively define comorphisms of sites

yC : (C, J) → ([Cop,Set], Ĵ)

and
aJ : ([Cop,Set], Ĵ) → (Sh(C, J), Jcan

Sh(C,J))

(cf. also Proposition 4.43 below).
We shall call J-equivalence the relation identifying two presheaves P and

Q on C which have isomorphic J-sheafifications. By Theorem 2.13, the rela-
tion of J-equivalence can be explicitly characterized in terms of J-functional
relations: P and Q are J-equivalent if and only if there exist J-functional
relations R from P to Q and R′ from Q to P such that R◦R′ is the identical
relation on Q and R′ ◦R is the identical relation on P .

As we had anticipated, we can profitably use this construction for rep-
resenting essential morphisms to a topos Sh(D, K) of sheaves on a site
(D, K) as induced by comorphisms of sites towards a topos of sheaves on
a site through which they factor. Indeed, by Theorem 4.20, any essential
geometric morphism f : Sh(C, J) → Sh(D, K) induces a comorphism of
sites (C, J) → ([Dop,Set], K̂) (given by f! ◦ l, regarded as taking values
in [Dop,Set]), since the composite of the latter with the canonical functor
[Dop,Set] → Sh([Dop,Set], K̂) is isomorphic to the composite of f! with
the equivalence Sh(D, K) ≃ Sh([Dop,Set], K̂). Clearly, again by the above
remark (this time applied in the converse direction), two comorphisms of
sites A,A′ : (C, J) → ([Dop,Set], K̂) induce the same geometric morphism
Sh(C, J) → Sh(D, K) ≃ Sh([Dop,Set], K̂) if and only if A(c) and A′(c) are
K-equivalent for any c, naturally in c ∈ C. In particular, if A = yD ◦ F and
A′ = yD ◦F ′ then A and A′ induce the same geometric morphism if and only
if, for any c ∈ C, there is an isomorphism between the images of F (c) and
F ′(c) under the canonical functor l′ : D → Sh(D, K), natural in c; if K is
subcanonical then A and A′ induce the same geometric morphism if and only
if F and F ′ are isomorphic.

Let us now describe the functorial behaviour of the passage from a site
(C, J) to ([Cop,Set], Ĵ).

Proposition 4.41. Any comorphism of sites f : (C, J) → (C′, J ′) extends to
a comorphism of sites f̂ : ([Cop,Set], Ĵ) → ([C′op,Set], Ĵ ′) given by the left
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Kan extension along f op, and the following diagram commutes:

Sh(C, J) //

Cf

��

Sh([Cop,Set], Ĵ)

C
f̂

��

Sh(C′, J ′) // Sh([C′op,Set], Ĵ ′)

Proof The commutativity of the above diagram will follow from the functo-
riality of the geometric morphisms induced by comorphism of sites, once we
have proved that f̂ : ([Cop,Set], Ĵ) → ([C′op,Set], Ĵ ′) is a comorphism of sites.
Since f̂ has a right adjoint, namely the inverse image functor E(f)∗ = Df :=
(− ◦ f op) of the essential geometric morphism E(f) : [C′op,Set] → [Cop,Set]
induced by f , it is equivalent to show that this latter functor sends Ĵ ′-covering
families to Ĵ -covering families (cf. Proposition 3.14(i)). For this, we observe
that, since f is a comorphism of sites (C, J) → (C′, J ′), the direct image
of the geometric morphism Cf induced by it is given by the restriction to
sheaves of the direct image of E(f); passing to the left adjoints, we obtain
the commutative diagram

[C′op,Set]
E(f)∗ //

aJ′

��

[Cop,Set]

aJ
��

Sh(C′, J ′)
C∗

f // Sh(C, J),

from which it immediately follows that E(f)∗ sends Ĵ ′-covering families to
Ĵ -covering families. �

Remark 4.42. As we observed in the proof of Proposition 4.41, if f :
(C, J) → (C′, J ′) is a comorphism of sites then the functor Df = − ◦ f op :

Ĉ′ → Ĉ is a morphism of sites (Ĉ′, Ĵ ′) → (Ĉ, Ĵ) (since it clearly preserves
finite limits and is cover-preserving), and the geometric morphism Sh(Df)
can be identified with Cf̂ (cf. Proposition 3.14).

We shall abbreviate by Ĉ the category [Cop,Set] of presheaves on a cate-
gory C.

As shown by the following result, the Yoneda embedding yC : C →
[Cop,Set] can be used not only for turning comorphisms of sites towards a
site with underlying category C to a site with underlying category [Cop,Set]
but also for doing the same for morphisms of sites:
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Proposition 4.43. Let (C, J) be a small-generated site. Then the Yoneda
embedding yC : C → [Cop,Set] is both a morphism and a comorphism of sites
(C, J) → (Ĉ, Ĵ). It is moreover Ĵ-dense (and J-full), so (cf. Proposition
7.18) it induces an equivalence of toposes

Sh(C, J) ≃ Sh(Ĉ, Ĵ)

one half of which is CyC and whose other half is Sh(yC).

Proof Since a sieve S on an object c is J-covering if and only if it is sent by
the associated sheaf functor aJ to an isomorphism, yC is a comorphism of sites
(C, J) → (Ĉ, Ĵ). To see that it is also a morphism of sites (C, J) → (Ĉ, Ĵ), we
have to show that lĈ ◦ yC is a J-continuous flat functor C → Sh(Ĉ, Ĵ). But
the Comparison Lemma yields an equivalence

Sh(C, J) ≃ Sh(Ĉ, Ĵ),

under which this functor corresponds precisely to the functor aJ ◦ yC, which
is clearly flat and J-continuous.

It remains to show that yC is Ĵ -dense and J-full. But yC is full and hence a
fortiori J-full, while the Ĵ-denseness follows from the fact that every presheaf
is a colimit of representables, whence it is Ĵ-covered by them in Ĉ. �

4.5 Fibrations as continuous functors

In this section we prove the continuity of fibrations, regarded as comorphisms
of sites as in section 3.3.2. We refer to section 4.2 for the notation.

Theorem 4.44. Let p : C → D be a fibration. Then, for any Grothendieck
topology K on D, the comorphism of sites p : (Mp

K , C) → (D, K) is continu-
ous.

Proof To show that p : (Mp
K , C) → (D, K) is continuous, we shall apply

the criterion of Proposition 4.13. First, it is clear from the characterization
of the topology Mp

K given by Theorem 3.13 that p is cover-preserving. So
it remains to prove that, given a Mp

K-covering sieve S on an object c and a
commutative diagram of the form

d
w //

z

��

p(c′)

p(f)
��

p(c′′)
p(g) // p(c),
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where f : c′ → c and g : c′′ → c are two arrows of S, there is a K-covering
family {di → d | i ∈ I} such that for each i ∈ I, the composites di → p(c′)
and di → p(c′′) belong to the same connected component of the category
(di ↓ D

p
S). Our K-covering family on d will be given by the sieve χ∗(〈p(PS)〉),

where PS is the presieve consisting of the cartesian arrows in S and χ is the
arrow p(f) ◦w = p(g) ◦ z witnessing the commutativity of the above square.
Notice that, by Theorem 3.13, this sieve is indeed K-covering. We have to
check that, for any α ∈ χ∗(〈p(PS)〉), the arrows w ◦ α : dom(α) → p(c′) and
z ◦ α : dom(α) → p(c′′), regarded as objects of the category (dom(α) ↓ Dp

S),
belong to the same connected component. Since α ∈ χ∗(〈p(PS)〉), there is a
cartesian arrow ξ in S and an arrow γ such that χ◦α = p(ξ)◦γ. The arrow ξ
will actually serve as a means for connecting our two arrows; indeed, we will
show that, on the one hand, γ : dom(α) → p(dom(ξ)) and w ◦α : dom(α) →
p(c′) belong to the same connected component of (dom(α) ↓ Dp

S) and that,
on the other hand, γ : dom(α) → p(dom(ξ)) and z ◦ α : dom(α) → p(c′′)
belong to the same connected component of (dom(α) ↓ Dp

S), from which it
follows by transitivity that w◦α : dom(α) → p(c′) and z◦α : dom(α) → p(c′′)
belong to the same connected component, as desired.

To prove that γ : dom(α) → p(dom(ξ)) and w◦α : dom(α) → p(c′) belong
to the same connected component of (dom(α) ↓ Dp

S), we observe that, since p
is a fibration, there are an object c̃′ of C, an isomorphism τ : dom(α) → p(c̃′)
and an arrow h : c̃′ → c′ such that p(h) ◦ τ = w ◦ α. Next, we notice that,
since χ = p(f) ◦ w and χ ◦ α = p(ξ) ◦ γ, we have p(f) ◦ w ◦ α = p(ξ) ◦ γ and
hence p(f)◦p(h)◦τ = p(ξ)◦γ, equivalently, p(f ◦h) = p(ξ)◦γ◦τ−1. From the
fact that ξ is cartesian, it thus follows that there is an arrow ψ : c̃′ → dom(ξ)
such that p(ψ) = γ ◦ τ−1 and ξ ◦ ψ = f ◦ h. We thus see from the following
diagram that γ and w ◦ α belong to the same component of (dom(α) ↓ Dp

S)
(where the vertical unnamed arrow is p(f ◦ h) = p(ξ ◦ ψ)):

dom(α)

p(dom(ξ)) p(c̃′) p(c′)

p(c)

τ
γ w◦α

p(ξ)

p(ψ) p(h)

p(f)

The proof that γ : dom(α) → p(dom(ξ)) and z ◦α : dom(α) → p(c′′) also
belong to the same connected component of (dom(α) ↓ Dp

S) is completely
analogous. �
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The following results enlighten a context where the continuity of a co-
morphism of sites can be deduced, under appropriate hypotheses, from that
of a comorphism of sites of which it represents a ‘lifting’ along a fibration.

Lemma 4.45. Let C : D → D′ be a fibration.

(i) Let f : d → d′ be a cartesian arrow. Then for any parallel arrows
h, k : d′′ → d, if C(f ◦ h) = C(f ◦ k) then h = k.

(ii) Every arrow of D can be functorially (and uniquely up to unique iso-
morphism) factored as a vertical arrow followed by a cartesian arrow.

(iii) Let A : C → D be a functor and S a sieve in C which supports a
functorial factorization g = gc ◦ gv for any arrow g in S, such that
gc lies in S, A(gc) is a cartesian arrow and A(gv) is a vertical arrow.
[Note that if B : C → D′ is a fibration and A is a morphism of fibrations
from B to C, then every sieve S containing the cartesian images of all
its arrows admits such a functorial factorization of arrows.] Then any
two objects (f : c′ → c, α : d → A(c′)) and (g : c′′ → c, β : d → A(c′′))
of the category (d ↓ DA

S ) belong to the same connected component if
and only if the objects (f : c′ → c, C(α) : C(d) → C(A(c′))) and
(g : c′′ → c, C(β) : C(d) → C(A(c′′))) of the category (C(d) ↓ DC◦A

S )
belong to the same connected component.

Proof (i) This is an immediate consequence of the uniqueness of the filling
arrow in the definition of cartesian arrow.

(ii) It is well-known that, since C is a fibration, every arrow of D can be
(uniquely up to unique isomorphism) factored as a vertical arrow followed
by a cartesian arrow. It remains to show that this factorization is functorial.
But this follows immediately from the universal property of cartesian arrows.

(iii) The ‘only if’ direction is trivial, so we only have to show the con-
verse one. So, let us suppose that (f : c′ → c, C(α) : C(d) → C(A(c′)))
and (g : c′′ → c, C(β) : C(d) → C(A(c′′))) belong to the same connected
component of the category (C(d) ↓ DC◦A

S ). Given a zig-zag connecting these
two objects, we can obtain, by the functoriality of the factorizations of ar-
rows in S, a zig-zag connecting the objects (fc : dom(fc) → c, C(A(fv) ◦ α) :
C(d) → C(A(dom(fc)))) and (gc : dom(gc) → c, C(A(gv) ◦ β) : C(d) →
C(A(dom(gc)))), where the intermediate objects have the form (h : dom(h) →
c, u : C(d) → C(A(dom(h)))) for a cartesian arrow h in S. Now, it is easy
to see, by means of an inductive argument starting from one or the other of
the two extremes of the zig-zag connecting (fc : dom(fc) → c, C(A(fv) ◦ α) :
C(d) → C(A(dom(fc)))) and (gc : dom(gc) → c, C(A(gv) ◦ β) : C(d) →

92



C(A(dom(gc)))), by using the cartesianness of the arrows h, that each arrow
u is actually the image under C of an arrow γ : d→ A(dom(h)) which makes
the relevant triangle commute in the category D. Indeed, suppose given two
objects (r : dom(r) → c, u : C(d′) → C(A(dom(r)))) and (s : dom(s) → c, v :
C(d′) → C(A(dom(s)))) of the category (C(d′) ↓ DC◦A

S ), where the arrows
A(r) and A(s) are cartesian, related by an arrow t : dom(s) → dom(r) in C
such that r ◦ t = s, in the sense the following diagram commutes:

C(A(dom(r)))

C(d′) C(A(c))

C(A(dom(s)))

C(A(r))u

v

C(A(t))

C(A(s))

If v = C(ρ) for some arrow ρ : d′ → A(dom(s)) then u = C(A(t)) ◦ v =
C(A(t) ◦ ρ) and the following diagram commutes:

A(dom(r))

d′ A(c)

A(dom(s))

A(r)A(t)◦ρ

ρ

A(t)

A(s)

If u = C(δ) for some arrow δ : d′ → A(dom(r)) then, by the cartesiannes
of the arrow A(s) and part (i) of the lemma (applied to the cartesian arrow
A(r)), there is a unique arrow ρ : d′ → A(dom(s)) such that A(t) ◦ ρ = δ.
The following diagram thus commutes:

A(dom(r))

d′ A(c)

A(dom(s))

A(r)δ

ρ

A(t)

A(s)

So in both cases we have a lift of the connection between the objects
(r : dom(r) → c, u : C(d′) → C(A(dom(r)))) and (s : dom(s) → c, v :
C(d′) → C(A(dom(s)))) from the category DC◦A

S to the category DA
S .
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So our zig-zag can be lifted to a zig-zag connecting the objects (fc :
dom(fc) → c, A(fv) ◦ α : d→ A(dom(fc))) and (gc : dom(gc) → c, A(gv) ◦ β :
d → A(dom(gc))), and hence between the objects (f : dom(fc) → c, α : d →
A(c′)) and (g : c′′ → c, β : d → A(c′′)), since (fc : dom(fc) → c, A(fv) ◦ α :
d → A(dom(fc))) (resp. (gc : dom(gc) → c, A(gv) ◦ β : d → A(dom(gc)))) is
in the same connected component as (f : dom(fc) → c, α : d→ A(c′)) (resp.
(g : c′′ → c, β : d → A(c′′))).

The last statement of (iii) follows from (ii), since every morphism of
fibrations sends cartesian arrows to cartesian arrows and vertical arrows to
vertical arrows. �

Proposition 4.46. Let A : (C, J) → (D, K), B : (C, J) → (E , L) and
C : (D, K) → (E , L) be comorphisms of sites related by a natural isomorphism
C ◦ A ∼= B. If B is (J, L)-continuous and C is a fibration then A satisfies
the conditions of Proposition 4.13 with respect to every J-covering sieve S
which satisfies the property that there is a functorial factorization g = gc ◦ gv
for any arrow g in S such that gc lies in S, A(gc) is a cartesian arrow and
A(gv) is a vertical arrow (whence the factorization A(g) = A(gc)◦A(gv) yields
‘the’ decomposition of A(g) in D as a vertical arrow followed by a cartesian
arrow); that is, for any such sieve S on an object c, A(S) is K-covering and
for any commutative square of the form

d //

��

A(c′)

A(f)
��

A(c′′)
A(g) // A(c),

where f : c′ → c and g : c′′ → c are arbitrary arrows of S, there is a K-
covering family {di → d | i ∈ I} such that for each i ∈ I, the composites
di → A(c′) and di → A(c′′) belong to the same connected component of the
category (di ↓ D

A
S ).

Proof The fact that S admits a functorial statement as in the statement of
the proposition implies that S which is generated by a presieve P of arrows
f such that A(f) is cartesian (indeed, one can take P to consist precisely
of the arrows gc for g ∈ S). Let us first prove that A(S) is K-covering.
From the existence of an isomorphism C ◦ A ∼= B and the fact that B is
cover-preserving, it follows that the family {C(A(f)) | f ∈ S} is L-covering
on C(A(c)). Now, since C is a comorphism of sites, the sieve SC〈{C(A(f))|f∈S}〉

is K-covering (we refer to section 3.3.1 for the notation). But by Lemma
3.12(iii), since the presieve {A(f) | f ∈ P} entirely consists of cartesian
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arrows, SC〈{C(A(f))|f∈S}〉 = 〈{A(f) | f ∈ P}〉; so 〈{A(f) | f ∈ P}〉 is K-
covering, as required.

Let us now suppose that we have a commutative square of the form

d
χ //

ξ
��

A(c′)

A(f)
��

A(c′′)
A(g) // A(c),

where f, g ∈ S.
Consider the image of this square under the functor C: using the isomor-

phism C ◦ A ∼= B, we obtain a commutative square

C(d) //

��

B(c′)

B(f)
��

B(c′′)
B(g) // B(c).

The (J, L)-continuity of B thus ensures the existence of a L-covering family
{ri : ei → C(d) | i ∈ I} such that the composite arrows ei → B(c′) and
ei → B(c′′) belong to the same connected component of the category (ei ↓
DB
S ). Now, since C is a comorphism of sites, there is a K-covering family

{gk : dz → d | z ∈ Z} whose image under C is contained in the sieve
generated by the family {ei → C(d) | i ∈ I}. So for each z ∈ Z there are an
element iz ∈ I and an arrow hz : dz → eiz such that riz ◦ hz = C(gz)

We thus have a commutative square

C(dz)
C(χ◦gz) //

C(ξ◦gz)
��

C(A(c′))

C(A(f))
��

C(A(c′′))
C(A(g)) // C(A(c)),

where the objects C(χ ◦ gz) and C(ξ ◦ gz) belong to the same connected
component of the category (C(dz) ↓ DC◦A

S ). Let us show that the objects
χ ◦ gz and ξ ◦ gz belong to the same connected component of the category
(dz ↓ D

A
S ). This will clearly imply our thesis. But this follows from the fact

that, more generally, for any arrows α : d′ → A(c′) and β : d′ → A(c′′) in
D such that C(α) and C(β) belong to the same connected component of the
category (C(d′) ↓ DC◦A

S ), α and β belong to the same connected component
of the category (d′ ↓ DC◦A

S ), which is an immediate consequence of Lemma
4.45(iii). �
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Corollary 4.47. Let F : C → E and G : D → E be fibrations and H a
morphism of fibrations F → G, that is, a functor H : C → D which sends
cartesian arrows to cartesian arrows and such that there is an isomorphism
G ◦H ∼= F . Then H is (MF

L ,M
G
L )-continuous.

Proof Lemma 4.45(iii) ensures thatH satisfies the hypothesis of Proposition
4.46 with respect to every sieve which contains all the cartesian images of
its arrows (notice that a sieve has this property if and only if it is generated
by a presieve entirely consisting of cartesian arrows). Now, not every MF

L -
covering sieve has this property, but MF

L is generated by sieves with this
property. So, proving that H is (MF

L ,M
G
L )-continuous amounts precisely (by

Proposition 4.11(iv)) to showing that H satisfies the continuity condition
with respect to all the pullbacks of the sieves with the above property. But
by Lemma 3.12(vii) this class of sieves is closed under pullback, whence our
thesis follows. �

Corollary 4.48. Let p : D → D′ be a discrete fibration, K a Grothendieck
topology on D′ and F : (C, J) → (D,Mp

K) a comorphism of sites. Then F ◦ p
is continuous if and only if F is.

Proof Since p is a discrete fibration, every arrow of D is cartesian and
hence, by Proposition 4.46, if F ◦ p is continuous then F trivially satisfies
the hypotheses of Proposition 4.13 with respect to every (J-covering) sieve
on C, that is, F is continuous. Conversely, if F is continuous then F ◦ p also
is, since p is continuous being a fibration. �

The following other corollary of Proposition 4.46 shows that the property
of continuity of a comorphism of sites under relativisation. It should be
regarded as a natural companion to Proposition 4.29.

Corollary 4.49. Let F : (C, J) → (D, K) be a continuous comorphism of
sites. Then, for any object c of C, the functor

F/c : (C/c, Jc) → (D/F (c), KF (c))

is a continuous comorphism of sites (C/c, Jc) → (D/F (c), KF (c)).

Proof Since the canonical projection D/F (c) → D is a discrete fibration,
all the arrows of D/F (c) are cartesian. Therefore every sieve S in C trivially
satisfies the property in Proposition 4.46, namely that there is a functorial
factorization g = gc ◦ gv for any arrow g in S such that gc lies in S, A(gc) is
a cartesian arrow and A(gv) is a vertical arrow for any functor A : C → D/
F (c). Our thesis thus follows from the proposition by taking A to be the
functor F/c, and B to be the composite of F and the projection functor
C/c → C, and C to be the projection functor D → D/F (c); note that B is
continuous as it is the composite of two continuous comorphisms of sites. �
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The following technical result about morphisms of fibrations will be in-
strumental in the next section, for proving that such morphisms induce lo-
cally connected morphisms of toposes:

Proposition 4.50. Let F : C → E and G : D → E be fibrations and H a
morphism of fibrations F → G. Then H satisfies the following property: for
any object c of C and arrow g : d → H(c) in D, there is a cartesian (with
respect to F ) arrow f : c′ → c and a vertical arrow v : d′ → H(c′) such
that g = H(f) ◦ v (note that H(f) is cartesian with respect to G since f is
cartesian and H is a morphism of fibrations). In other words, the cartesian
image of an arrow towards an object in the image of H also lies in the image
of H.

Proof Let α be an isomorphism F → G ◦H . Given an arrow g : d → H(c)
in D, consider its image

G(g) : G(d) → G(H(c))

under G. Then its composite with α(c)−1 : G(H(c)) → F (c) yields an arrow
G(d) → F (c) in E . The fact that F is a fibration implies that there is an
isomorphism γ : G(d) → F (c′) and a cartesian arrow f : c′ → c such that
α(c)−1 ◦G(g) = F (f) ◦ γ.

Now consider the arrow

γ−1 : F (c′) → G(d).

Since G is a fibration, there are a cartesian arrow k : d′ → d and an iso-
morphism β : G(d′) → F (c′) such that γ−1 ◦ β = G(k). Since k is cartesian
and G(k) is an isomorphism, it follows that k is an isomorphism. On the
other hand, since f is cartesian (with respect to F ) and H is a morphism of
fibrations, the arrow H(f) : H(c′) → H(c) is cartesian (with respect to G).
Now, we have

G(H(f)) ◦ (α(c′) ◦ β) = G(g ◦ k).

Indeed, G(H(f)) ◦ α(c′) ◦ β = α(c) ◦ F (f) ◦ β (by the naturality of α), and
α(c) ◦ F (f) ◦ β = G(g) ◦ γ−1 ◦ β = G(g) ◦G(k) = G(g ◦ k).

So the cartesianness of H(f) implies that there is a unique arrow u : d′ →
H(c′) such thatH(f)◦u = g◦k, equivalently g = H(f)◦(u◦k−1). To conclude
our proof, it remains to observe that the arrow u ◦ k−1 is vertical; but this
follows from the fact that G(u ◦ k−1) = G(u) ◦G(k−1) = α(c′) ◦ β ◦ β−1 ◦ γ =
α(c′) ◦ γ, which is an isomorphism. �
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Remark 4.51. Given a fibration p : C → D, we denote by Ccart
p the subcate-

gory of C whose objects are the objects of C and whose arrows are the arrows
of C which are cartesian with respect to the fibration p (note that this is a
well-defined category since, for any fibration, identical arrows are cartesian
and the composite of two cartesian arrows is cartesian). Then a morphism
of fibrations H as in the statement of Proposition 4.50 yields by restriction
a discrete fibration Ccart

F → Dcart
G , by the property of H stated in Proposition

4.50.
Notice that, conversely, any fibration p : D → C can be seen as a mor-

phism of fibrations from p to the identical fibration on C (since all the arrows
of C are cartesian with respect to the latter).

4.6 Locally connected morphisms

The class of locally connected morphisms consistutes an important class of
essential geometric morphisms. In light of the results of section 4.3, it is
interesting to investigate them from the point of view of comorphisms of sites.
Recall (see, for instance, section C3.3 of [7]) that a geometric morphism f :
F → E is said to be locally connected if f ∗ has an E-indexed left adjoint. By
Proposition C3.3.1 [7], a geometric morphism f : F → E if locally connected
if and only if, for any arrow h : A→ B in E , the square

E/A
Πh //

(f/A)∗

��

E/B

(f/B)∗

��
F/f ∗(A)

Πf∗(h)// F/f ∗(B),

where Πh and Πf∗(h) are respectively the direct images of the geometric mor-
phisms E/A → E/B and F/f ∗(A) → F/f ∗(B) induced respectively by h
and by f ∗(h), commutes.

Let us preliminarily notice that if f : F → E is essential then f/E :
F/f ∗(E) → E/E is also essential for every object E of E . Indeed, if f!
is left adjoint to f ∗ then the functor F/f ∗(E) → E/E sending an object
[y : Y → f ∗(E)] of F/f ∗(E) to the object [ǫE ◦ f!(y) : f!(Y ) → E], where
ǫE : f!(f

∗(E)) → E is the component at E of the counit ǫ : f! ◦ f ∗ → 1 of
the adjunction between f! and f ∗, and acting on arrows in the obvious way,
is left adjoint to (f/E)∗.

In light of this observation, we can rephrase the above condition in terms
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of the left adjoints, as follows: for any arrow h : A→ B in E , the square

F/f ∗(B)
(f/B)! //

(f∗(h))∗

��

E/B

h∗

��
F/f ∗(A)

(f/A)! // E/A

commutes. We shall refer to this condition as Γfh.

Remark 4.52. Recall that every local homeomorphism (that is, geometric
morphism of the form UE

E : E/E → E for some object E of a topos E) is
locally connected. Notice that, for any arrow u : E ′ → E in a topos E , the
geometric morphism UE

u : E/E ′ → E/E induced by it (whose inverse image is
given by the pullback functor along u) is a local homeomorphism (since it can
be identified with the functor UE/B

[u:E′→E]). Let us denote by ΣE
u the essential

image of UE
u , that is, the functor E/E ′ → E/E acting as composition with

u. Given an arrow h : [a : A → E] → [b : B → E] in E/E, that is an arrow

h : A→ B in E such that b ◦ h = a, condition Γ
UE
u

h rewrites as follows: given
pullback squares

A′

a′

��

uA // A

a

��

and B′

b′

��

uB // B

b
��

E ′ u // E E ′ u // E,

the diagram

E/B′
ΣE

uB //

(u∗(h))∗

��

E/B

h∗

��
E/A′

ΣE
uA // E/A

commutes. In the case b = 1E, the arrow h is simply an arrow a : A → E
and this square specializes to the following one:

E/E ′ ΣE
u //

(u∗(a))∗

��

E/E

a∗

��
E/A′

ΣE
uA // E/A.

Note that the commutativity of this square ultimately results from the
pullback lemma.
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Proposition 4.53. Let f : F → E be an essential geometric morphism
between Grothendieck toposes and h : A→ B an arrow of E .

(i) For any epimorphic family {fi : Ai → A | i ∈ I} in E , Γfh holds if and

only if Γfh◦fi holds for every i ∈ I.

(ii) For any epimorphic family {gj : Bj → B | j ∈ J} in E , Γfh holds if and

only if Γfg∗j (h)
holds for every j ∈ J .

Proof (i) From the fact that the canonical indexing of a Grothendieck topos
over itself is a stack with respect to the canonical topology it follows that
the square

F/f ∗(B)
(f/B)! //

(f∗(h))∗

��

E/B

h∗

��
F/f ∗(A)

(f/A)! // E/A

commutes if and only if each of the outer rectangles

F/f ∗(B)
(f/B)! //

(f∗(h))∗

��

E/B

h∗

��
F/f ∗(A)

(f/A)! //

(f∗(fi))
∗

��

E/A

f∗i
��

F/f ∗(Ai)
(f/Ai)! // E/Ai

does. But this rectangle is precisely the square corresponding to the arrow
h ◦ fi. This shows that the commutativity of the square with respect to an
arrow h is equivalent to that of all the squares with respect to the arrows of
the form h ◦ fi for i ∈ I.

(ii) Let us preliminarily notice that, for any epimorphic family {ck : Ck →
C | k ∈ K} in a Grothendieck topos E , the family of functors {ΣE

ck
: E/

Ck → E/C} satisfies the property that for any two colimit-preserving functors
H,K : E/C → F , there are isomorphisms H ◦ ΣE

ck
∼= K ◦ ΣE

ck
satisfying the

obvious coherence relations if and only if H ∼= K. Indeed, for any object
[u : U → C] of E/C, consider the pullback squares

Uk
ξk //

uk
��

U

u

��
Ck

ck // C.

100



Since the family {ξk : Uk → U | k ∈ K} is epimorphic, denoting by Su
the sieve generated by the family {ξk : Uk → U | k ∈ K}, we can represent
[u : U → C] as the colimit in E/C of the diagram Du :

∫
S
u
→ E/C which

sends any object (Z, z : Z → U) of
∫
Su to the object [u ◦ z : Z → C] of

E/C. So, for any colimit-preserving functors H and K as above, H([u]) ∼=
K([u]) if H ◦ Du

∼= K ◦ Du. Now, we have such isomorphisms H ◦ Du
∼=

K ◦ Du by the coherence relations existing by our hypotheses between the
isomorphisms between the functors H ◦ ΣE

ck
and K ◦ ΣE

ck
. Moreover, these

isomorphisms H([u]) ∼= K([u]) (note that any object in the image of Du

belongs to the image of some ΣE
ck

) are clearly natural in [u : U → C] ∈ E/C,
which establishes our claim.

Now, given, for each j ∈ J , the pullback square

Aj
hj=g

∗
j (h) //

h∗(gj)

��

Bj

gj

��
A

h // B,

consider the following cube:

F/f ∗(B) E/B

F/f ∗(Bj) E/Bj

F/f ∗(A) E/A

F/f ∗(Aj) E/Aj

(f∗(h))∗

(f/B)!

h∗

(f∗(hj))
∗

(f/Bj )!

ΣF
f∗(gj )

h∗j

ΣE
gj

(f/A)!

ΣF
f∗(h∗(gj ))

(f/Aj )!

ΣE
h∗(gj )

We want to show that the back square is commutative (that is, Γfh holds)
if and only if the front square is for each j ∈ J (that is, if and only if Γfg∗

j
(h)

holds for each j ∈ J). This follows from the above preliminary remark and
the fact that all the other squares in the cube commute. More specifically,
the lower and upper squares commute since the squares obtained by taking
the right adjoints of all functors commute, while the left-hand and right-
hand lateral faces commute since they are commutative squares associated
with local homeomorphisms of toposes (cf. Remark 4.52). �
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Corollary 4.54. Let (C, J) be a small-generated site and f : F → Sh(C, J)
an essential geometric morphism. Then f is locally connected if and only
if Γfl(g) holds for every arrow g in C (where l is the canonical functor C →

Sh(C, J)).

Proof Let h : Q → Q′ be an arrow in Sh(C, J). The object Q′ of Sh(C, J)
can be represented as colimSh(C,J)(l ◦ πQ′); we shall denote by ξ(c,x) : l(c) →
Q′ the colimit arrow corresponding to the object (c, x) of

∫
Q′. Then, by

Proposition 4.53(ii), Γfh holds if and only if Γfξ∗
(c,x)

(h) holds for every object

(c, x) of
∫
Q′. Now, every arrow k : Q′′ → l(c) in Sh(C, J) can be locally

represented in terms of arrows of the form l(g) for g an arrow of C with
codomain c, since Q′′ can be covered by objects of the form l(c′) for c′ ∈ C
and then one can apply Proposition 2.5(i). So Proposition 4.53(i) ensures
that f is locally connected (that is, Γfh holds for every h) if and only if Γfl(g)
holds for every arrow g in C, as required. �

We shall now proceed to identify necessary and sufficient conditions on
a (J,K)-continuous comorphism of sites (C, J) → (D, K) to induce a locally
connected geometric morphism Sh(C, J) → Sh(D, K).

Suppose that f is the geometric morphism CF : Sh(C, J) → Sh(D, K)
induced by a comorphism of sites F : (C, J) → (D, K). Given an arrow
h : Q → Q′ in [Dop,Set], we have to investigate under which conditions the
square

Sh(C, J)/(CF )
∗(aK(Q

′))
(CF /aK (Q′))! //

(C∗
F (aK (h)))∗

��

Sh(D, K)/aK(Q
′)

aK(h)∗

��
Sh(C, J)/C∗

F (aK(Q))
(CF /aK(Q))! // Sh(D, K)/aK(Q)

relative to the arrow aK(h) in Sh(D, K) commutes.
Notice that if F is (J,K)-continuous then by Theorem 2.2 [6] and Proposi-

tion 4.28, this square is isomorphic to the following one, where pFQ (resp. pFQ′)
is the (JQ◦F op , JQ)-continuous (resp. (JQ′◦F op , JQ′)-continuous) comorphism
of sites (

∫
(Q ◦ F op), JQ◦F op) → (

∫
Q, JQ) (resp. (

∫
(Q′ ◦ F op), JQ′◦F op) →

(
∫
Q′, JQ′)) of Proposition 4.29:

Sh(
∫
(Q′ ◦ F op), JQ′◦F op)

(C
pF
Q′

)!

//

(C∫
hFop )∗

��

Sh(
∫
Q′, JQ′)

(C∫
h)

∗

��
Sh(

∫
(Q ◦ F op), JQ◦F op)

(C
pF
Q
)!

// Sh(
∫
Q, JQ)
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The following result provides an explicit characterization of the contin-
uous comorphisms of sites F whose associated geometric morphism CF is
locally connected. In order to state it, we need to introduce the following
constructions.

For any pair (c, x) consisting of an object c of C and an element x of
Q′(F (c)), and any arrow h : Q → Q′ in [Dop,Set], we define two categories
A
yD(h)
(c,x) and B

yD(h)
(c,x) as follows:

(1) The objects of AyD(h)
(c,x) are the triplets (c′, y, f) where c′ is an object of

C, y is an element of Q(F (c′)) and f : c → c is an arrow of C such that
h(F (c′))(y) = Q′(F (f))(x).

The arrows (c1, y1, f1) → (c2, y2, f2) in A
yD(h)
(c,x) are the arrows t : c1 → c2

in C such that f2 ◦ t = f1 and Q(F (t))(y2) = y1.

(2) The objects of ByD(h)
(c,x) are the triplets (d, z, g) where d is an object of D,

z is an element of Q(z) and g : d → F (c) is an arrow of D such that
h(d)(z) = Q′(g)(x).

The arrows (d1, z1, g1) → (d2, z2, g2) in B
yD(h)
(c,x) are the arrows s : d1 → d2

in D such that g2 ◦ s = g1 and Q(s)(z2) = z1.

The categories AyD(h)
(c,x) and ByD(h)

(c,x) are related to each other by a functor

ξ
yD(h)
(c,x) : A

yD(h)
(c,x) → B

yD(h)
(c,x)

sending any object (c′, y, f) of AyD(h)
(c,x) to the object (F (c′), y, F (f)) of ByD(h)

(c,x)

and any arrow s : (c1, y1, f1) → (c2, y2, f2) in A
yD(h)
(c,x) to the arrow F (s) :

(F (c1), y1, F (f1)) → (F (c2), y2, F (f2)) of ByD(h)
(c,x) .

As we shall see in the proof of Theorem 4.55, the categories A
yD(h)
(c,x) and

B
yD(h)
(c,x) are actually fibered over D. We shall denote by ayD(h)

(c,x) : A
yD(h)
(c,x) → D the

functor sending any object (c′, y, f) of AyD(h)
(c,x) to the object F (c′) of D and any

arrow s : (c1, y1, f1) → (c2, y2, f2) in A
yD(h)
(c,x) to the arrow F (s) : F (c1) → F (c2)

of D, and by b
yD(h)
(c,x) : B

yD(h)
(c,x) → D the canonical projection functor. In fact,

ξ
yD(h)
(c,x) is a morphism of fibrations ayD(h)

(c,x) → b
yD(h)
(c,x) .

Let us now consider the particular case in which the arrow h : Q→ Q′ is
of the form yD(h) : yD(d0) → yD(d1), where h : d0 → d1 is an arrow in D.
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(1) The category A
yD(h)
(c,x) , where c is an object of D and x is an arrow F (c) →

d1 in D, has as objects the triplets (c′, y, f) where c′ is an object of C,
y is an arrow F (c′) → d0 in D and f : c′ → c is an arrow of C such
that x ◦ F (f) = h ◦ y, and as arrows (c1, y1, f1) → (c2, y2, f2) the arrows
t : c1 → c2 in C such that f2 ◦ t = f1 and y2 ◦ F (t) = y1.

(2) The category B
yD(h)
(c,x) has as objects the triplets (d, z, g) where d is an

object of D, z is an arrow d → d0 in D and g : d → F (c) is an arrow
of D such that x ◦ g = h ◦ z, and as arrows (d1, z1, g1) → (d2, z2, g2) in
B
yD(h)
(c,x) the arrows s : d1 → d2 in D such that g2 ◦ s = g1 and z2 ◦ s = z1.

(3) The functor
ξ
yD(h)
(c,x) : a

yD(h)
(c,x) → b

yD(h)
(c,x)

sends any object (c′, y, f) of AyD(h)
(c,x) to the object (F (c′), y, F (f)) of ByD(h)

(c,x)

and any arrow s : (c1, y1, f1) → (c2, y2, f2) in A
yD(h)
(c,x) to the arrow

F (s) : (F (c1), y1, F (f1)) → (F (c2), y2, F (f2))

of ByD(h)
(c,x) .

Theorem 4.55. Let F : (C, J) → (D, K) be a continuous comorphism of
small-generated sites. Then the following conditions are equivalent:

(i) The geometric morphism CF : Sh(C, J) → Sh(D, K) induced by F is
locally connected.

(ii) For any arrow h : Q→ Q′ in [Dop,Set], the morphism of fibrations

ξ
yD(h)
(c,x) : a

yD(h)
(c,x) → b

yD(h)
(c,x)

to D satisfies (together with the identical natural transformation a
yD(h)
(c,x) →

b
yD(h)
(c,x) ◦ξ

yD(h)
(c,x) ) the ‘cofinality’ conditions of Proposition 2.21, that is (cf.

Remark 2.22(b)), using the notation of the proposition, the following
conditions:

(i) For any object (d, z, g) of the category B
yD(h)
(c,x) there are aK-covering

family {gi : di → d | i ∈ I} and for each i ∈ I an object

(ci, yi, fi) of the category A
yD(h)
(c,x) and an arrow si : di → F (ci) =

a
yD(h)
(c,x) ((ci, yi, fi)) = b

yD(h)
(c,x) (ξ

yD(h)
(c,x) ((ci, yi, fi))) = b

yD(h)
(c,x) ((F (ci), yi, F (fi)))

such that (gi : di → d = b
yD(h)
(c,x) ((d, z, g)), si : di → F (ci) =

b
yD(h)
(c,x) ((F (ci), yi, F (fi)))) belongs to R′

di
.
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(ii) For any object d of D and any arrows α : d → a
yD(h)
(c,x) ((a, y, f)) =

F (a) and β : d→ a
yD(h)
(c,x) ((b, y

′, f ′)) = F (b) in D such that (α : d →

b
yD(h)
(c,x) ((F (a), y, F (f))) = F (a), (β : d → b

yD(h)
(c,x) ((F (b), y′, F (f ′))) =

F (b))) belongs to R′
d, there is a K-covering family {gi : di → d |

i ∈ I} such that ((α ◦ gi : di → a
yD(h)
(c,x) ((a, y, f)) = F (a), (β ◦ gi :

di → b
yD(h)
(c,x) ((b, y′, f ′)) = F (b))) belongs to Rd.

(iii) For any arrow h : d0 → d1 in D, object c of C and arrow x : F (c) → d1,
the following conditions hold:

(a) For any object (d, z, g) of the category B
yD(h)
(c,x) there is a K-covering

family {gi : di → d | i ∈ I} and for each i ∈ I an object (ci, yi, fi)

of the category A
yD(h)
(c,x) and an arrow

si : di → F (ci) = a
yD(h)
(c,x) ((ci, yi, fi))

such that
gi : di → d = b

yD(h)
(c,x) ((d, z, g))

and
si : di → F (ci) = b

yD(h)
(c,x) ((F (ci), yi, F (fi))))

belong to the same connected component of the category (di ↓ b
yD(h)
(c,x) ).

(b) For any object d of D and any arrows α : d → a
yD(h)
(c,x) ((a, y, f)) =

F (a) and β : d→ a
yD(h)
(c,x) ((b, y′, f ′)) = F (b) in D such that

α : d → b
yD(h)
(c,x) ((F (a), y, F (f))) = F (a)

and
β : d→ b

yD(h)
(c,x) ((F (b), y′, F (f ′))) = F (b)

belong to the same connected component of the category (d ↓ b
yD(h)
(c,x) ),

there is a K-covering family {gi : di → d | i ∈ I} such that

α ◦ gi : di → a
yD(h)
(c,x) ((a, y, f)) = F (a)

and
β ◦ gi : di → b

yD(h)
(c,x) ((b, y′, f ′)) = F (b)

belong to the same connected component of the category (d ↓ a
yD(h)
(c,x) ).
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Proof (i) ⇔ (ii) As we observed at the beginning of this section, CF is
locally connected if and only if for every arrow h : Q→ Q′ in [Dop,Set], the
square

Sh(
∫
(Q′ ◦ F op), JQ′◦F op)

(C
pF
Q′

)!

//

(C∫
hFop )∗

��

Sh(
∫
Q′, JQ′)

(C∫
h)

∗

��
Sh(

∫
(Q ◦ F op), JQ◦F op)

(C
pF
Q
)!

// Sh(
∫
Q, JQ)

commutes, that is, if and only if the canonical arrow

(CpF
Q
)! ◦ (C∫

hF op)∗ → (C∫
h)

∗ ◦ (CpF
Q′
)!

is an isomorphism.
Since all the functors appearing in the above square are colimit-preserving,

this arrow is an isomorphism if and only if for every object (c, x) of the cat-
egory

∫
(Q′ ◦ F op), the canonical arrow

((CpF
Q
)! ◦ (C∫

hF op)∗)(l∫ (Q′◦F op)((c, x))) → (C∫
h)

∗ ◦ (CpF
Q′
)!(l∫ (Q′◦F op)((c, x)))

is an isomorphism.
Now, since

∫
hF op is a comorphism of sites (cf. section 3.3), we have

(C∫
hF op)∗(l∫ (Q′◦F op)((c, x))) ∼= aJQ◦Fop (y∫ (Q′◦F op)((c, x)) ◦ (hF

op)op).

So, by Corollary 4.25(iii),

((CpF
Q
)!◦(C∫

hF op)∗)(l∫ (Q′◦F op)((c, x))) ∼= aJQ(Lan(pF
Q
)op(y

∫
(Q′◦F op)((c, x))◦(hF

op)op))

(where Lan denotes, as usual, the relevant left Kan extension functor).
On the other hand, since F is continuous by our hypothesis, pFQ′ is also

a continuous comorphism of sites (
∫
(Q′ ◦ F op), JQ′◦F op) → (

∫
Q′, JQ′) (by

Proposition 4.29) and hence by Corollary 4.23

(CpF
Q′
)!(l

∫
(Q′◦F op)((c, x))) ∼= (l∫ Q′ ◦ pFQ′)((c, x)) = aJQ′ (y

∫
Q′((F (c), x))).

So, since
∫
h is a comorphism of sites (cf. section 3.3),

(C∫
h)

∗((CpF
Q′
)!(l∫ (Q′◦F op)((c, x)))) ∼= aJQ(y

∫
Q′((F (c), x)) ◦ (

∫
h)op).

Next, we note that the discrete fibration associated with the presheaf
Lan(pF

Q
)op(y

∫
(Q′◦F op)((c, x))◦(hF

op)op) on
∫
Q is precisely the canonical functor

A
yD(h)
(c,x) →

∫
Q (sending an object (c′, y, f) of AyD(h)

(c,x) to the object (F (c′), y) of

106



∫
Q), while the discrete fibration associated with the presheaf y∫ Q′((F (c), x))◦

(
∫
h)op on

∫
Q is the canonical projection functor B

yD(h)
(c,x) →

∫
Q. Moreover,

the canonical arrow

((CpF
Q
)! ◦ (C∫

hF op)∗)(l∫ (Q′◦F op)((c, x))) → (C∫
h)

∗ ◦ (CpF
Q′
)!(l

∫
(Q′◦F op)((c, x)))

is induced by the functor ξyD(h)
(c,x) : A

yD(h)
(c,x) → B

yD(h)
(c,x) introduced above. So this

arrow is an isomorphism if and only if the pair (ξ
yD(h)
(c,x) , 1[AyD(h)

(c,x)
],
∫
Q
) satisfies

the conditions of Proposition 2.21. But by Proposition 4.32, this holds if and
only if (ξyD(h)

(c,x) , 1[AyD(h)

(c,x)
,D]

) satisfies them, where ξyD(h)
(c,x) is regarded here as a

morphism of fibrations ayD(h)
(c,x) → b

yD(h)
(c,x) to D. This concludes the proof of our

thesis.
(ii) ⇔ (iii). Condition (iii) is the particular case of (ii) for the arrows of

the form yD(h) where h is an arrow in D. The fact that it is equivalent to
the general condition follows from Corollary 4.54. �

It is instructive to apply Theorem 4.55 in the context of essential geomet-
ric morphisms between presheaf toposes induced by a functor. The problem
of obtaining necessary and sufficient conditions for such a morphism to be lo-
cally connected, to which the next corollary provides a complete solution, was
judged “hard” by Johnstone in [7] (see page 653 therein), who only provided
partial sufficient conditions.

Corollary 4.56. Let F : C → D be a functor. Then the geometric morphism

E(F ) : [Cop,Set] → [Dop,Set]

induced by F is locally connected if and only if for any arrow h : d0 → d1 in
D, object c of C and arrow x : F (c) → d1 in D, the following conditions hold:

(a) For any object (d, z, g) of the category B
yD(h)
(c,x) there is an object (c′, y, f)

of the category A
yD(h)
(c,x) and an arrow

s : d→ F (c′) = a
yD(h)
(c,x) ((c

′, y, f))

such that
1d : d → d = b

yD(h)
(c,x) ((d, z, g))

and
s : d → F (c′) = b

yD(h)
(c,x) ((F (c′), y, F (f))))

belong to the same connected component of the category (d ↓ b
yD(h)
(c,x) ).
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(b) For any object d of D and any arrows α : d → a
yD(h)
(c,x) ((a, y, f)) = F (a)

and β : d→ a
yD(h)
(c,x) ((b, y

′, f ′)) = F (b) in D such that

α : d→ b
yD(h)
(c,x) ((F (a), y, F (f))) = F (a)

and
β : d→ b

yD(h)
(c,x) ((F (b), y

′, F (f ′))) = F (b)

belong to the same connected component of the category (d ↓ b
yD(h)
(c,x) ),

α : d → a
yD(h)
(c,x) ((a, y, f)) = F (a)

and
β : d→ b

yD(h)
(c,x) ((b, y′, f ′)) = F (b)

belong to the same connected component of the category (d ↓ a
yD(h)
(c,x) ).

Remark 4.57. Condition (a) of Corollary 4.56 is satisfied if for any object
(d, z, g) of the category ByD(h)

(c,x) there is an object (c′, y, f) of the category

A
yD(h)
(c,x) and an arrow

s : d → F (c′) = a
yD(h)
(c,x) ((c

′, y, f))

such that z = y ◦ s and g = F (f) ◦ s. Note that this condition is always sat-
isfied if F is a fibration (in which case s can be taken to be an isomorphism).

Corollary 4.58. Let F : C → D be a fibration and K a Grothendieck topology
on D. Then the geometric morphism CF : Sh(C,MF

K) → Sh(D, K) induced
by F , regarded as a (continuous) comorphism of sites (C,MF

K) → (D, K), is
locally connected.

Proof As observed in Remark 4.57, condition (a) of Corollary 4.56 is satisfied
by F , so it only remains to show that also condition (b) holds.

To establish this, we show that any zig-zag connecting two objects α : d →
a
yD(h)
(c,x) ((a, y, f)) = b

yD(h)
(c,x) ((F (a), y, F (f))) = F (a) and β : d→ a

yD(h)
(c,x) ((b, y′, f ′)) =

b
yD(h)
(c,x) ((F (b), y′, F (f ′))) = F (b) in the category (d ↓ b

yD(h)
(c,x) ) can be ‘lifted’ to

a zig-zag connecting them in the category (d ↓ a
yD(h)
(c,x) ). Note that we can

suppose without loss of generality the arrows f and f ′ to be cartesian (at the
cost of possibly replacing them with their cartesian images, which does not
affect the connected component at which the given object belongs).

Given an arrow δ : d → a
yD(h)
(c,x) ((a, y, f)) = b

yD(h)
(c,x) ((F (a), y, F (f))) = F (a)

in D and an arrow γ : d → b
yD(h)
(c,x) ((d′, z, g)) connected to it in the category

(d ↓ b
yD(h)
(c,x) ), there are two basic cases:
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(1) There is an arrow s : (F (a), y, F (f)) → (d′, z, g) in the category B
yD(h)
(c,x)

such that s ◦ δ = γ;

(2) There is an arrow t : (d′, z, g) → (F (a), y, F (f)) in the category B
yD(h)
(c,x)

such that t ◦ γ = δ.

Let us show that in each of this cases we can lift this connection to a
connection in the category (d ↓ a

yD(h)
(c,x) ).

(1) Note preliminarily that, since s : (F (a), y, F (f)) → (d′, z, g) is an arrow
in the category B

yD(h)
(c,x) , we have g ◦ s = F (f) and z ◦ s = y. Since F

is a fibration, there are an isomorphism τ : F (a′) → d′ and a cartesian
arrow k : a′ → a such that g ◦ τ = F (k). Now, since k is cartesian
and F (k) ◦ (τ−1 ◦ s) = F (f), there is a unique arrow h : a → a′

in C such that F (h) = τ−1 ◦ s and k ◦ h = f . Therefore h is an
arrow (a, y, f) → (a′, z ◦ τ, k) in the category A

yD(h)
(c,x) which connects

δ : d→ a
yD(h)
(c,x) ((a, y, f)) = F (a) with F (h) ◦ δ : d → a

yD(h)
(c,x) ((a′, z ◦ τ, k))

and which ‘lifts’ our given connection in the sense that F (h) ◦ δ : d →

a
yD(h)
(c,x) ((a′, z ◦ τ, k)) = b

yD(h)
(c,x) ((F (a

′), z ◦ τ, F (k))) is isomorphic in the

category (d ↓ b
yD(h)
(c,x) ) to the object γ : d→ b

yD(h)
(c,x) ((d

′, z, g)).

(2) Note preliminarily that, since t : (d′, z, g) → (F (a), y, F (f)) is an arrow
in the category B

yD(h)
(c,x) , we have y ◦ t = z and F (f) ◦ t = g. Since F is

a fibration, there are an object a′′ of C, an isomorphism χ : F (a′′) → d′

and a cartesian arrow u such that t ◦ χ = F (u). Then t is an arrow
(a′′, y ◦ F (u), f ◦ u) → (a, y, f) in the category A

yD(h)
(c,x) which connects

δ : d → a
yD(h)
(c,x) ((a, y, f)) = F (a) with χ−1 ◦ γ : d → a

yD(h)
(c,x) ((a′′, y ◦

F (u), f ◦ u)) and ‘lifts’ our given connection in the sense that χ−1 ◦

γ : d → a
yD(h)
(c,x) ((a

′′, y ◦ F (u), f ◦ u)) = a
yD(h)
(c,x) ((F (a

′′), y ◦ F (u), F (f ◦

u))) is isomorphic in the category (d ↓ b
yD(h)
(c,x) ) to the object γ : d →

b
yD(h)
(c,x) ((d′, z, g)).

Note that all the ‘lifts’ constructed in this way have automatically the
property that the arrow in the third component is cartesian (both k and
u are taken to be cartesian). Now, by inductively applying the argument
starting from one of the extremes of the zig-zag connecting the two given
objects, we are eventually led to an arrow in the category B

yD(h)
(c,x) under d

between the object at the other extreme of the zig-sag and an object in the
image of the canonical functor (d ↓ ayD(h)

(c,x) ) → (d ↓ b
yD(h)
(c,x) ), whose arrow in the

third component is cartesian. Now, similarly to the proof of Lemma 4.45(iii),
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the cartesianness of the arrows in the third components of these two objects
ensures that the arrow in B

yD(h)
(c,x) actually lifts uniquely to an arrow in A

yD(h)
(c,x)

satisfying the required commutativity conditions. This completes the lift of
the zig-zag and hence our proof. �

4.7 The relative comprehensive factorization

Recall that a geometric morphism f : F → E is said to be connected if
f ∗ is full and faithful. We shall say that an essential geometric morphism
f : F → E is terminally connected if f!(1F) is the terminal object of E .

As observed in the proof of Lemma C3.3.3 [7], if f is connected then
the counit of the adjunction (f! ⊣ f ∗) is an isomorphism and hence f!(1) ∼=
f!(f

∗(1)) ∼= 1, that is, f is terminally connected. By that lemma, if f is locally
connected, then f is connected if and only if it is terminally connected.

We will need the following result (where, given a topos E and an object A
of it, we shall denote by UA the canonical local homeomorphism E/A → E ,
whose inverse image U∗

A sends any object X of E to the object [A×X → X ]
of E/A given by the canonical projection arrow):

Lemma 4.59. Let A be an object of a topos E . Then, for any topos F , the
geometric morphisms g : F → E/A correspond bijectively to the pairs (f, α),
where f is a geometric morphism F → E and α is an arrow 1F → f ∗(A) in
F (naturally in A and F). More specifically:

• given a geometric morphism g : F → E/A, the pair associated with it
is (UA ◦ g, αg), where αg : 1F → g∗(U∗

A(A)) is the arrow g∗(∆A), where
∆A : 1E/A → U∗

A(A) is the arrow given by the diagonal A → A× A on
the object A;

• given a pair (f, α) consisting of a geometric morphism f : F → E and
an arrow α : 1F → f ∗(A), the geometric morphism fα : F → E/A
corresponding to the pair (f, α) is defined by setting, for any object [x :
X → A] of E/A, f ∗

α([x])  f ∗(X) equal to the equalizer of the arrows
α◦!f∗(X) and f ∗(x) (where !f∗(X) is the unique arrow f ∗(X) → 1F).

Proof The proof is a straightforward consequence of the following easy-to-
prove fact: any object [x : X → A] of E/A can be canonically identified, via
the monomorphism [x]  U∗

A(X) given by the arrow < x, 1X >: X → A×X,
with the equalizer of the arrows U∗

A(x),∆A◦!U∗
A
(X) : U

∗
A(X) −→−→ U∗

A(A), where

∆A : 1E/A → U∗
A(A) is the arrow given by the diagonal A→ A×A on A and

!U∗
A
(X) is the unique arrow U∗

A(X) → 1E/A. The details are straightforward
and left to the reader. �
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Remark 4.60. For any geometric morphisms g : F → E/A, g′ : F ′ → E/A
and h : F ′ → F such that g ◦ h ∼= g′, we have αg′ = h∗(αg). In particular,
for any composable geometric morphisms g and h, we have

αg◦h = h∗(αg).

The following result is a generalization and a strengthening of Lemma
C3.3.4 [7]:

Proposition 4.61. Terminally connected morphisms are orthogonal to local
homeomorphisms in the 2-category of Grothendieck toposes; that is, for any
commutative square

F E

G H,

f

m nk

g

where f is terminally connected and g is a local homeomorphism, there exists
a morphism k : E → G (unique up to unique 2-isomorphism) making both
triangles commute.

Proof Since g is a local homeomorphism, we can suppose it to be of the
form UA : H/A→ H for some object A of H. By Lemma 4.59, the geometric
morphism m corresponds to an arrow α : 1F → (g ◦m)∗(A) ∼= (n ◦ f)∗(A) =
f ∗(n∗(A)). Again by the Lemma, giving a geometric morphism k : E → G
such that g ◦ k ∼= n corresponds to giving an arrow β : 1E → n∗(A) in E .
By Remark 4.60, the commutativity condition k ◦ f ∼= m can be formulated
in terms of pairs corresponding to these morphisms via Lemma 4.59 as the
condition f ∗(β) = α. We thus have to show that there is exactly one arrow
β : 1E → n∗(A) such that f ∗(β) = α. If we apply the functor f! to the equality
f ∗(β) = α, we obtain the equality f!(f

∗(β)) = f!(α). But the naturality of
the counit ǫ of the adjunction between f ∗ and f! implies the commutativity
of the diagram

f!(f
∗(1E)) f!(f

∗(n∗(A))

1E n∗(A),

f!(f
∗(β))

ǫ1E ǫn∗(A)

β

which forces, since f!(f ∗(1E)) = 1E and ǫ1E = 11E by the terminal connected-
ness of f , β to be equal to the arrow ǫn∗(A) ◦ f!(f

∗(β)), in other words to the
transpose 1E = f!(1E) → n∗(A) of the arrow α. �
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The following result generalizes Proposition C3.3.5 [7].

Proposition 4.62. Any essential geometric morphism can be factored, uniquely
up to equivalence, as a terminally connected morphism followed by a local
homeomorphism. In particular, an essential geometric morphism f : F → E
factors as a terminally connected morphism f ′ : F → E/f!(1) followed by the
canonical local homeomorphism Uf!(1) : E/f!(1) → E .

Proof The uniqueness of the factorization follows from Proposition 4.68,
so it remains to prove its existence. If A = f!(1) and α is the component
at 1 of the unit 1 → f ∗ ◦ f! of the adjunction between f! and f ∗ then the
geometric morphism fα associated with the pair (f, α) as in Lemma 4.59 is
essential and its essential image (fα)! sends any object F of F to the object
[f!(!F ) : f!(F ) → f!(1)] of E/f!(1) (where !F is the unique arrow F → 1).
Indeed, it is immediate to see that, under the identification of f ∗

α([x]) with a
subobject of f ∗(X), the natural bijection

HomF(F, f
∗(X)) ∼= HomE(f!(F ), X)

restricts to a bijection

HomF(F, f
∗
α([x]))

∼= HomE/f!(1)(f!(F ), x)

(for any object x : X → f!(1) of E/f!(1)).
In particular, (fα)! sends 1 to the terminal object of E/f!(1), that is fα is

terminally connected. Moreover, composing fα : F → E/f!(1) with the local
homeomorphism E/f!(1) → E yields precisely f , as required. �

Remark 4.63. The composite of any local homeomorphism with a termi-
nally connected morphism is always an essential geometric morphism.

The following result enlightens a link between relative cofinality of a con-
tinuous comorphism of sites and terminal connectedness of the associated
geometric morphism:

Proposition 4.64. Let F : (C, J) → (D, K) be a continuous comorphism
of small-generated sites. Then the geometric morphism CF : Sh(C, J) →
Sh(D, K) induced by F is terminally connected (resp. connected and locally
connected) if and only if F is K-cofinal (resp. F is K-cofinal and satisfies
the conditions of Theorem 4.55).

Proof Since F is continuous, we have

(CF )!(1) = (CF )!(colimSh(C,J)(l)) ∼= colim(l′ ◦ F ),

whence our thesis follows from Corollary 2.24. �
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Proposition 4.62 will allow us to interpret in terms of a topos-theoretic
invariant the comprehensive factorization of a functor, as introduced in [13].

Recall that discrete fibrations on a category D correpond precisely to
presheaves on D.

Definition 4.65. We say that a discrete fibration p : E → D is K-glueing
if the presheaf corresponding to it is a K-sheaf, equivalently, if for any K-
covering sieve T on an object d of D, the map

FibD(D/d, p) → FibD(
∫
T , p)

is a bijection (where FibD(−,−) denotes the set of morphisms of fibrations
over D).

Given a category C, we define Cat//C to be the category whose objects
are the functors with codomain C and whose arrows (F : A → C) → (F ′ :
B → C) and the pairs (G,α), where G is a functor A → B and α is an
isomorphism F → F ′ ◦ G (with the obvious notion of composition between
them).

The following result clarifies the identification between sheaves and the
associated discrete fibrations.

Proposition 4.66. Let (C, J) be a small-generated site. Then the functors

U : Sh(C, J) → Cat//C

and
V : Cat//C → Sh(C, J)

which send respectively a J-sheaf P on C to the associated discrete fibration

πP :
∫
P → C

and a functor F : A → C to the K-sheaf

FK := colimSh(C,J)(lC ◦ F )

on D (and act on arrows in the obvious way) are adjoint to each other (U on
the right and V on the left), and this adjunction restricts to an equivalence
between Sh(C, J) and the full subcategory of Cat//C on the discrete J-glueing
fibrations.

Proof Straightforward and left to the reader. �
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Given a functor F : C → D, we can associate with it, as in Proposition
4.66, the K-sheaf FK = colimSh(D,K)(l

′ ◦ F ).
Note that there is a canonical functor ξFK : C →

∫
FK such that πFK

◦ξFK =
F (which assigns to each object c of C the element of FK corresponding to
the colimit arrow l′(F (c)) → FK indexed by the object c). As we shall see
below, the functor ξFK is MFK

K -cofinal. This motivates the following

Definition 4.67. Let F : C → D be a functor and K a Grothendieck
topology on D. The K-comprehensive factorization of F is given by the
composite FK ◦ ξFK :

C D

∫
FK

F

ξFK πFK

Proposition 4.68. The following orthogonality property of cofinal functors
with respect of glueing fibrations (along continuous functors) holds: for any
commutative square

A C

B C′

F

u vG

p

where C and C′ are respectively endowed with Grothendieck topologies J and J ′

such that v is (J, J ′)-continuous, F is J-cofinal and p is a J ′-glueing discrete
fibration, there is a unique (up to isomorphism) functor G : C → B which
makes both triangles commute (up to isomorphism).

Proof Since p is J ′-glueing, by Proposition 4.66 giving a functor G : C → B
such that p ◦G ∼= v amounts precisely to giving an arrow

colimSh(C′,J ′)(lC′ ◦ v) → Pp,

where Pp is the J ′-sheaf corresponding to p as in the proposition.
By Proposition 2.27,

colimSh(C′,J ′)(lC′ ◦ v) ∼= colimSh(C′,J ′)(lC′ ◦ v ◦ F ) = colimSh(C′,J ′)(lC′ ◦ p ◦ u),

and we clearly have an arrow

colimSh(C′,J ′)(lC′ ◦ p ◦ u) → colimSh(C′,J ′)(lC′ ◦ p) = Pp

induced by u, so by composition we obtain an arrow

colimSh(C′,J ′)(lC′ ◦ v) → Pp.
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It is immediate to see, by exploiting the adjunction of Proposition 4.66,
that the functor G corresponding to it satisfies, besides the condition p◦G ∼=
v, the relation G ◦ F ∼= u.

It remains to show the uniqueness (up to isomorphism) of a functor
G making the two triangles commute. This can be deduced from the (2-
)universal property of the comma construction, noticing that for any discrete
fibration p : B → C′ associated with a presheaf Pp on C′, the following dia-
gram, where 1 is the category with one object and one morphism and ∗ is
the functor sending this object to the singleton 1Set, is a comma square in
Cat:

Bop C′op

1 Set.

pop

Pp

∗

Indeed, pop : Bop → C′op is isomorphic to πPp

op :
∫
Pp

op
→ C′op, which

is in turn isomorphic to the opposite of the canonical projection functor
(∗ ↓ Pp) → C′ (cf. the proof of Theorem 4 [13]). From this universal property
and the fact that p (equivalently, pop) reflects isomorphisms, it thus follows
that for any category Z and any functors Z1, Z2 : Z → Bop, if there is an
isomorphism χ : pop ◦ Z1

∼= pop ◦ Z2 such that Ppχ is the identity natural
transformation on the functor ∗◦!Z , where !Z is the unique functor Z → 1,
then Z1 and Z2 are naturally isomorphic. �

Remark 4.69. If J and J ′ are the trivial Grothendieck topologies then
the orthogonality property of Proposition 4.68 specializes to the well-known
orthogonality property of cofinal functors with respect to discrete fibrations,
first established (in the dual form of initial functors and discrete 0-fibrations)
in [13].

Proposition 4.70. Let F : C → D be a functor and K a Grothendieck
topology on D.

(i) The K-comprehensive factorization of F is characterized by being the
unique (up to equivalence) factorization of F as a Mp

K-cofinal functor
C → E followed by a K-glueing fibration p : E → D.

(ii) If F is a continuous comorphism of sites (C, J) → (D, K) then ξFK :
(C, J) → (

∫
FK ,M

πFK

K ) and FK : (
∫
FK ,M

πFK

K ) → (D, K) are con-
tinuous comorphism of sites and CF ∼= CFK

◦ CξF
K

is the terminally
connected-local homeomorphism factorization of the geometric morphism
CF : Sh(C, J) → Sh(D, K) (cf. Proposition 4.62).

115



Proof (i) Recall that we have

F = FK ◦ ξFK .

First, let us show that the functor ξFK : C →
∫
FK is MFK

K -cofinal. By
Corollary 2.24, ξFK is MFK

K -cofinal if and only if the unique arrow

colimSh(C,J)(l
∫
FK

◦ ξFK) → 1
Sh(

∫
FK ,M

FK
K

)

is an isomorphism. Now, since (CπFK
)! reflects isomorphisms (as it is isomor-

phic to the essential image of the geometric morphism U
Sh(D,K)
FK

, namely the
forgetful functor Sh(D, K)/FK → Sh(D, K)) and the square

∫
FK

πFK //

l∫ FK
��

D

lD
��

Sh(
∫
FK ,M

FK

K )
(CπFK

)!
// Sh(D, K)

commutes (since πFK
is a continuous comorphism of sites (

∫
FK ,M

FK

K ) →
(D, K) – cf. Corollary 4.23), the above arrow is an isomorphism if and only
if its image

(CπFK
)!(colimSh(C,J)(l

∫
FK

◦ ξFK)) → (CπFK
)!(1

Sh(
∫
FK ,M

FK
K

)
)

under (CπFK
)! is an isomorphism in Sh(D, K). But this arrow is (isomorphic

to) the canonical one

colimSh(D,K)(lD ◦ F ) → Fk,

and this is an isomorphism by definition of Fk. This argument, rewritten for a
general factorization of F as a K-glueing fibration p : E → D composed with
a Mp

K-cofinal functor C → E , shows that p must necessarily be isomorphic to
Fk. The uniqueness of a MFK

K -cofinal factorization of F through πFK
follows

from Proposition 4.68.
(ii) First, we notice that FK : (

∫
FK ,M

πFK

K ) → (D, K) is a continuous
comorphism of sites since F : (C, J) → (D, K) is, by Proposition 4.48. To
conclude our thesis, it thus suffices to show that FK induces a terminally con-
nected geometric morphism and that πFK

induces a local homeomorphism.
But the first claim follows from Proposition 4.64, while the second follows
from the equivalence of section 6.7. �
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Remark 4.71. In the case K is the trivial topology on D then Mp
K is also the

trivial topology (for any fibration p), so the K-comprehensive factorization
of F specializes to the opposite of the usual comprehensive factorization (in
the sense of [13]).

5 Denseness conditions and equivalences of toposes

Definition 5.1. A morphism of sites F : (C, J) → (D, K) is said to be dense
if it satisfies the following properties:

(i) P is a J-covering family in C if and only if F (P ) is a K-covering family
in D;

(ii) F is K-dense in the sense that for any object d of D there exists a
K-covering family of arrows di → d whose domains di are in the image
of F ;

(iii) for every c1, c2 ∈ C and any arrow g : F (c1) → F (c2) in D, there
exist a J-covering family of arrows fi : c′i → c1 and a family of arrows
ki : c

′
i → c2 such that g ◦ F (fi) = F (ki) for all i.

Remark 5.2. This definition is adapted from section 11 of [14], where a
functor F : C → D is defined to be a dense morphism of sites if it satisfes
the three conditions above plus the following one (which we shall call J-
faithfulness in section 5.3):

(iv) for any arrows f1, f2 : c1 → c2 in C such that F (f1) = F (f2) there exists
a J-covering family of arrows ki : c′i → c1 such that f1 ◦ ki = f2 ◦ ki for
all i.

In fact, Theorem 11.2 [14](b) proves that every such functor F is a morphism
of sites (C, J) → (D, K). On the other hand, if F is already a morphism
of sites, condition (iv) is unnecessary as it is implied by condition (i) (cf.
condition (iv) in Definition 3.2).

By Theorem 11.8 [14], if F is a dense morphism of sites then the associated
geometric morphism Sh(F ) : Sh(D, K) → Sh(C, J) is an equivalence. The
following proposition shows that, conversely, if F is a morphism of sites such
that (D, K) is subcanonical and Sh(F ) is an equivalence then F is a dense
morphism of sites.

Proposition 5.3. Let F : (C, J) → (D, K) be a morphism of sites. Sup-
pose that K is subcanonical. Then, if the geometric morphism Sh(F ) :
Sh(D, K) → Sh(C, J) is an equivalence, F is a dense morphism of sites
(C, J) → (D, K).
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Proof Let us check that all the conditions in the definition of a dense
morphism of sites are satisfied.

(i) This condition follows from the commutativity of the diagram

C F //

l
��

D

l′

��
Sh(C, J)

Sh(F )∗// Sh(D, K)

by exploiting the fact that a sieve P (resp. Q) in C (resp. in D) is J-covering
(resp. K-covering) if and only if it is sent by l (resp. by l′) to an epimorphic
family, since for any arrow f in C, l′(F (f)) ∼= Sh(F )∗(l(f)) and Sh(F )∗ is
an equivalence.

(ii) By the commutativity of the above square, the objects of the form
l′(F (c)) ≃ Sh(F )∗(l(c)) form a separating set for the topos Sh(D, K). There-
fore, for any d ∈ D, the family of arrows from objects of the form l′(F (c))
(for c ∈ C) to l′(d) is epimorphic. Since, by the subcanonicity of K, all these
arrows are of the form l′(f) for f an arrow in D, this means that the family
of arrows from objects of the form F (c) to d is K-covering in D, as required.

(iii) By the commutativity of the above square, we have l′(g) : l′(F (x)) →
l′(F (y)) is the image under Sh(F )∗ of an arrow ξ : l(x) → l(y) in Sh(C, J).
By Proposition 2.5(i), there exists a J-covering family of arrows fi : xi → x
and a family of arrows gi : xi → y such that ξ◦l(fi) = l(gi) for all i. Applying
Sh(F )∗ yields l′(g) ◦ l′(F (fi)) = l′(F (gi)) for all i, whence, since l′ is faithful
(K being subcanonical), g ◦ F (fi) = F (gi) for all i ∈ I, as required. �

Recall that if C is the full subcategory of a Grothendieck topos E on a
family of objects which is separating for it then E is equivalent to the topos
Sh(C, Jcan

E |C), where Jcan
E |C is the Grothendieck topology on C induced by

the canonical topology Jcan
E on E : the Jcan

E |C-covering sieves are those which
generate Jcan

E -covering sieves in E . Given a small-generated site (C, J), we
shall denote by CC

J the Grothendieck topology Jcan
Sh(C,J)|aJ (C); so we have an

equivalence
Sh(C, J) ≃ Sh(aJ(C), C

C
J ).

This equivalence is clearly induced by the morphism of sites

l : (C, J) → (aJ(C), C
C
J ).

5.1 Weakly dense morphisms of sites

In light of Proposition 5.3, it is natural to give the following definition.
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Definition 5.4. A morphism of sites F : (C, J) → (D, K) is weakly dense if
the morphism of sites l′ ◦ F : (C, J) → (aK(D), CD

K) is dense.

Notice that, if K is subcanonical then any weakly dense morphism of
sites (C, J) → (D, K) is dense, but the converse does not hold in general (see
Example 5.9 below).

The following proposition gives an explicit characterization of weakly
dense morphisms of sites (for conciseness we give the constructively stronger
formulation relying on the axiom of choice, but the reader who prefers the
constructive phrasing in terms of more general families satisfying the con-
ditions in Proposition 2.5(i)-(ii) can obtain it by replacing all the families
of arrows indexed by a covering sieve occurring in the statement with these
more general families).

Proposition 5.5. Let F : (C, J) → (D, K) be a morphism of sites. Then
F is a weakly dense morphism of sites if and only if it satisfies the following
conditions:

(i) P is a J-covering family in C if and only if F (P ) is a K-covering family
in D;

(ii) for any object d of D there exist a family {Si | i ∈ I} of K-covering
sieves on objects of the form F (ci) (where ci is an object of C) and
for each f ∈ Si an arrow gf : dom(f) → d such that gf◦z ≡K gf ◦ z
whenever z is composable with f , such that the family of arrows gf (for
f ∈ Si for some i) is K-covering;

(iii) for any objects x, y of C and any family of arrows gh : dom(h) →
F (y) indexed by the arrows of a K-covering sieve U on F (x) such that
gh◦k ≡K gh ◦ k for every arrow k composable with h, there exist a J-
covering family of arrows {fi : xi → x | i ∈ I} and arrows ki : xi → y
(for each i ∈ I) such that for every arrows w and z such that F (fi)◦w =
h ◦ z, we have gh ◦ z ≡K F (ki) ◦ w (for every h ∈ U and i ∈ I).

Proof Conditions (i) for F is clearly equivalent to condition (i) in the
definition of a dense morphism of sites for the functor l′ ◦ F .

Let us now reformulate condition (ii) in the definition of a dense morphism
of sites for the functor l′ ◦ F , namely the condition that for every object d
of D there exists an epimorphic family of arrows {l′(F (ci)) → l′(d) | i ∈ I}
whose domains are objects in the image of the functor l′ ◦ F . Our thesis
thus immediately follows from the description of such arrows provided by
Proposition 2.5.
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Let us show that we can reformulate condition (iii) in the definition of a
dense morphism of sites for the functor l′ ◦F as property (iii) of the proposi-
tion. For any arrow ξ : l′(F (x)) → l′(F (y)) in Sh(D, K), by Proposition 2.5
there exists a K-covering sieve {h : dom(h) → F (x) | h ∈ U} and for each
h ∈ U an arrow gh : dom(h) → F (y) such that ξ ◦ l′(h) = l′(gh) for each h
and gh◦k ≡K gh ◦ k for any arrow k composable with h. The existence of a
J-covering family of arrows fi : xi → x and a family of arrows ki : xi → y
such that ξ ◦ l′(F (fi)) = l′(ki) for each i can be reformulated in terms of the
arrows h and gh, as follows. Let us consider, for each i ∈ I and h ∈ U , the
following pullback square:

Pi,h
ei,h

&&◆◆
◆

◆

◆

◆

◆

◆

◆

◆

◆

◆

π1
i,h //

π2
i,h

��

l′(F (xi))

l′(F (fi))
��

l′(dom(h))
l′(h) // l′(F (x))

It is easy to see (cf. Proposition 2.8) that the collection Fi,h of arrows
χ : l′(c) → Pi,h such that both π1

i,h ◦ χ and π2
i,h ◦ χ are images l′(w) : l′(c) →

l′(F (xi)) and l′(z) : l′(c) → l′(dom(h)) under l′ of arrows w and z in D (where
c varies among the objects of C) is epimorphic. At the cost of composing
with another covering family on l′(c), we can suppose that F (fi) ◦w = h ◦ z
without loss of generality. Therefore, since for any i ∈ I the collection of
arrows {π1

i,h ◦ χ | h ∈ U, χ ∈ Fi,h} is epimorphic, ξ ◦ l′(F (fi)) = l′(ki) if
and only if for any h ∈ U and arrows w and z such that F (fi) ◦ w = h ◦ z,
ξ◦ei,h◦χ = l′(ki)◦π

1
i,h◦χ. But π1

i,h◦χ = l′(w) and ξ◦ei,h◦χ = ξ◦l′(h)◦π2
i,h◦χ =

l′(gh) ◦ l
′(z). So the condition ξ ◦ l′(F (fi)) = l′(ki) is equivalent to the

condition gh ◦ z ≡K ki ◦ w for every arrow h ∈ U and arrows w and z such
that F (fi) ◦ w = h ◦ z.

�

Remark 5.6. Condition (iv) in the definition of dense morphism of sites (cf.
Remark 5.2) for the functor l′◦F admits the following reformulation in terms
of F :

(iv) For any arrows f1, f2 : c1 → c2 in C such that F (f1) ≡K F (f2) there
exists a J-covering family of arrows ki : c′i → c1 such that f1◦ki = f2◦ki
for all i.

If a functor F satisfies the conditions of Proposition 5.5 plus condition
(iv) then l′ ◦ F is a dense morphism of sites and hence F : (C, J) → (D, K)
is a weakly dense morphism of sites (cf. Remark 3.3(a)).
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Summarizing, we have the following result:

Theorem 5.7. Let F : (C, J) → (D, K) be a morphism of sites. Then the
following conditions are equivalent:

(i) The geometric morphism Sh(F ) : Sh(D, K) → Sh(C, J) is an equiva-
lence.

(ii) l′ ◦ F : (C, J) → (aK(D), CD
K) is a dense morphism of sites.

(iii) F is a weakly dense morphism of sites (C, J) → (D, K) (i.e. it satisfies
the conditions of Proposition 5.5).

Proof Since Sh(l′ ◦F ) is the composite of Sh(F ) with the canonical equiva-
lence Sh(aK(D), CD

K) ≃ Sh(D, K) and the site (aK(D), CD
K) is subcanonical,

the direction (ii) ⇒ (i) follows from Theorem 11.8 [14]. The equivalence be-
tween (ii) and (iii) follows by definition of a weakly dense morphism of sites
(in light of Proposition 5.5). Lastly, the implication (i) ⇒ (ii) follows from
Proposition 5.3. �

Remark 5.8. Theorem 5.7 constitutes a vast generalization of Grothendieck’s
Comparison Lemma (Theorem 4.1 from section III of [1]).

Example 5.9. Let us discuss an example of a weakly dense morphism of sites
which is not dense. Let 2 be the preorder category with two distinct objects
0 and 1 and just one arrow 0 → 1 apart from the identities. Notice that 2 is
cartesian, since it is a meet-semilattice, and the functor F : 2 → 2 sending 0
to 1, 1 to 1 and the arrow 0 → 1 to the identity arrow on 1 is cartesian as it is
a meet-semilattice homomorphism. Let us equip 2 with the atomic topology
Jat, whose covering sieves are the maximal ones plus the sieve on 1 consisting
of the arrow 0 → 1. Since it is cartesian and cover-preserving, the functor F
is a morphism of sites (2, Jat) → (2, Jat). Now, by the Comparison Lemma,
the topos Sh(2, Jat) is equivalent to the topos of sheaves on the one-object
full subcategory {0} of 2 with respect to the induced topology on it, namely
the maximal one; so we have Sh(2, Jat) ≃ Set. Therefore the geometric
morphism Sh(F ) : Sh(2, Jat) → Sh(2, Jat) is necessarily (isomorphic) to the
identity morphism (since the only geometric morphism Set → Set is the
identity one); in particular, it is an equivalence. Therefore, by Theorem 5.7,
F is a weakly dense morphism of sites. However, F is not dense; for instance,
it does not satisfy condition (ii) in the definition of a dense morphism of sites.
Indeed, there is no Jat-covering family of arrows to the object 0 whose domain
is in the image of the functor F . On the other hand, it satisfies condition
(ii) in the characterization of weakly dense morphisms of sites provided by
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Proposition 5.5. Indeed, if d = 1 then the arrow k = 11 satisfies the condition
(by taking h = 11, x = 0 or x = 1, S = {0 → 1} and g0→1 = 0 → 1), while
if d = 0 then the arrow k = 10 satisfies the condition (by taking h = 0 → 1,
x = 0 or x = 1, S = {0 → 1} and g0→1 = 10).

Remark 5.10. In section 6.6 we shall obtain an alternative criterion, given
by Corollary 6.41, for a morphism of sites to induce an equivalence of toposes.

5.2 Two criteria for equivalence

Given a flat functor F : C → E defined on an essentially small category C with
values in a Grothendieck topos E , if F is J-continuous for a Grothendieck
topology J on C then we know by Diaconescu’s equivalence that it induces
a geometric morphism f : E → Sh(C, J). The following result provides a
necessary and sufficient condition, phrased entirely in terms of F , for f to
be an equivalence:

Corollary 5.11. Let (C, J) be a small-generated site, E a Grothendieck topos
and F : C → E a J-continuous flat functor. Then the geometric morphism
f : E → Sh(C, J) induced by F is an equivalence if and only if F satisfies
the following conditions:

(i) If the image under F of a sieve S in C is epimorphic in E then S is
J-covering;

(ii) the family of objects of the form F (c) for c ∈ C is separating for E ;

(iii) for every x, y ∈ C and any arrow g : F (x) → F (y) in E , there exist a J-
covering family of arrows fi : xi → x and a family of arrows gi : xi → y
such that g ◦ F (fi) = F (gi) for all i.

Proof A J-continuous flat functor F : C → E is clearly the same thing
as a morphism of sites F : (C, J) → (E , Jcan

E ), and the geometric morphism
f : E → Sh(C, J) corresponding to F via Diaconescu’s equivalence is precisely
Sh(F ). Our thesis thus follows from Theorem 5.7, since the conditions of
the corollary are precisely those for F : (C, J) → (E , Jcan

E ) to be dense (notice
that the site (E , Jcan

E ) is subcanonical). �

Remark 5.12. In section 6.6, we shall encounter an alternative criterion,
provided by Corollary 6.37, for a continuous flat functor to induce an equiv-
alence of toposes.

We can deduce from Theorem 5.7 a criterion for two (essentially small)
sites to give rise to equivalent toposes of sheaves on them.
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Theorem 5.13. Let (C, J) and (D, K) be two small-generated sites. Then
the following conditions are equivalent:

(i) The toposes Sh(C, J) and Sh(D, K) are equivalent.

(ii) There exist a category (resp. an essentially small category, if C and D
are essentially small) A, a Grothendieck topology Z on A (which can be
supposed subcanonical) and two functors H : C → A and K : D → A
satisfying the following conditions:

(i) P is a J-covering family in C if and only if H(P ) is a Z-covering
family in A;

(ii) Q is a K-covering family in D if and only if K(Q) is a Z-covering
family in A;

(iii) for any object a of A there exists a Z-covering sieve whose arrows
factor both through an arrow whose domain is in the image of H
and through an arrow whose domain is in the image of K;

(iv) for every x, y ∈ C (resp. x′, y′ ∈ D) and any arrow g : H(x) →
H(y) (resp. g′ : K(x′) → K(y′)) in A, there exist a J-covering
family of arrows fi : xi → x (resp. a K-covering family of arrows
f ′
j : x

′
j → x′) and a family of arrows gi : xi → y (resp. a family

of arrows g′j : x
′
j → y′) such that g ◦H(fi) = H(gi) for all i (resp.

g′ ◦K(f ′
j) = K(g′j) for all j);

(v) for any arrows h, k : x → y (resp. h′, k′ : x′ → y′) in C (resp. in
D) such that H(h) = H(k) (resp. K(h′) = K ′(k′)) there exists a
J-covering (resp. K-covering) family of arrows fi : xi → x (resp.
f ′
j : x

′
j → x′) such that h◦fi = k◦fi for all i (resp. h′◦f ′

j = k′◦f ′
j

for all j).

Proof The given conditions are precisely those for the functor H and
K to respectively define dense morphisms of sites (C, J) → (A, Z) and
(D, K) → (A, Z). Such morphisms induce by Theorem 11.8 [14] (cf. also
Theorem 5.7) equivalences of toposes Sh(C, J) ≃ Sh(A, Z) and Sh(D, K) →
Sh(A, Z), whence an equivalence Sh(C, J) ≃ Sh(D, K). Conversely, if
Sh(C, J) ≃ Sh(D, K) then, by taking A to be the full subcategory of this
topos on the objects that are either coming from the site (C, J) or from the
site (D, K) with the Grothendieck topology Z induced on it by the canonical
topology on the topos, we obtain by the Comparison Lemma equivalences
Sh(C, J) ≃ Sh(A, Z) and Sh(D, K) → Sh(A, Z), and hence by Theorem 5.7
the canonical functors C → A and D → A are respectively dense morphisms
of sites (C, J) → (A, Z) and (D, K) → (A, Z). �
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5.3 Local faithfulness, local fullness and local surjectiv-

ity

In this section we shall introduce some notions which are naturally related
to the denseness conditions considered above.

Definition 5.14. Let F : C → D be a functor and J (resp. K) a Grothendieck
topology on C (resp. on D). Then F is said to be

(a) (J,K)-faithful (resp. J-faithful) if whenever F (h) ≡K F (k) (resp. F (h) =
F (k)), h ≡J k;

(b) (J,K)-full (resp. J-full) if for every x, y ∈ C and any arrow g : F (x) →
F (y) in D, there exist a J-covering family of arrows fi : xi → x and
arrows gi : xi → y (for each i ∈ I) such that g ◦ F (fi) ≡K F (gi) (resp.
g ◦ F (fi) = F (gi)) for all i;

(c) K-dense if for every d ∈ D, there exists a K-covering family of arrows
whose domains are in the image of F .

Remarks 5.15. (a) If K is the canonical topology on D then the relation
≡K reduces to equality and (J,K)-faithfulness (resp. (J,K)-fullness)
reduces to J-faithfulness (resp. J-fullness).

(b) If F satisfies the covering-lifting property (that is, the property that for
any c ∈ C and any K-covering sieve S on F (c) there is a J-covering sieve
R on c such that F (R) ⊆ S) then the local equality ≡K in conditions
(a) and (b) of Definition 5.14 can be replaced by strict equality, whence
(J,K)-faithfulness (resp. (J,K)-fullness) coincides with J-faithfulness
(resp. J-fullness) for F .

(c) Any dense morphism of sites (C, J) → (D, K) is J-faithful, J-full and
K-dense.

(d) Inverse images functors of geometric inclusions of toposes (in particular,
associated sheaf functors) satisfy a form of local fullness (cf. Corollary
6.17 below).

Proposition 5.16. Let F : C → D be a functor and J a Grothendieck
topology on C. Then F is J-full and J-faithful if and only if for any c ∈ C,
the canonical arrow l(c) → aJ(HomD(F (−), F (c))) is an isomorphism in
Sh(C, J).

Proof The canonical arrow l(c) → l(HomD(F (−), F (c))) is the image under
the associated sheaf functor aJ : [Cop,Set] → Sh(C, J) of the canonical
arrow yC(c) → (HomD(F (−), F (c)). Our thesis thus immediately follows
from Lemma 2.1. �
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Proposition 5.17. Let F : C → D be a J-full, K-dense, cover-reflecting
and cover-preserving functor (for instance, a dense morphism of sites F :
(C, J) → (D, K)). Then F : (C, J) → (D, K) has the covering-lifting prop-
erty.

Proof Let c be an object of C and S be a K-covering sieve on F (c). Then,
for each g ∈ S, by K-denseness there exists a K-covering sieve Ug on dom(g)
generated by a family of arrows {ξgi | i ∈ I} whose domains are of the
form F (cgi ), where cgi are objects of C. Now, by (J,K)-fullness, there is a
J-covering family of arrows h(g,i)k to cgi and for each h

(g,i)
k an arrow χ

h
(g,i)
k

from dom(h
(g,i)
k ) to c such that g ◦ ξgi ◦ F (h

(g,i)
k ) = F (χ

h
(g,i)
k

). So the arrows

χ
h
(g,i)
k

generate a sieve whose image under F factors through g and hence

belongs to S. This sieve is J-covering since F is both cover-preserving and
cover-reflecting; indeed, the sieve generated by the arrows g ◦ ξgi ◦ F (h

(g,i)
k )

is K-covering since S is K-covering, the family of arrows {ξgi | i ∈ I} is
K-covering and the family of arrows h(g,i)k is J-covering (whence its image
under F is K-covering). So F satisfies the covering-lifting property. �

Corollary 5.18. Let F : C → D be a J-full, K-dense, cover-reflecting
and cover-preserving functor (for instance, a dense morphism of sites F :
(C, J) → (D, K)). Then, for any sieve R on an object F (c) in D, R ∈
K(F (c)) if and only if {f : dom(f) → c | F (f) ∈ R} ∈ J(c).

Proof If {f : dom(f) → c midF (f) ∈ R} ∈ J(c) then, since F is cover-
preserving, the family F ({f : dom(f) → c midF (f) ∈ R}) ⊆ R is K-
covering and hence R is also K-covering. Conversely, if R ∈ K(F (c)) then,
since F satisfies the covering-lifting property by Proposition 5.17, there is a
J-covering sieve S on c such that F (S) ⊆ R. Therefore S ⊆ {f : dom(f) →
c midF (f) ∈ R}, and since S is J-covering, it follows that {f : dom(f) →
c midF (f) ∈ R} is also J-covering. �

Remark 5.19. For any small-generated site (C, J), the corollary notably ap-
plies to the canonical functor l : C → Sh(C, J), which is a dense morphism of
sites (C, J) → (Sh(C, J), Jcan

Sh(C,J)), yielding the following (well-known) result:
for any sieve R on an object l(c) in Sh(C, J), R is covering for the canonical
topology on Sh(C, J) (that is, it yields an epimorphic family) if and only if
{f : d → c | l(f) ∈ R} ∈ J(c).

Given a morphism of sites F : (C, J) → (D, K), we have an induced
functor aF : aJ(C) → aK(D) given by the restriction of the inverse image
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of the induced geometric morphism Sh(F ), which is a morphism of sites if
aJ (C) and aK(D) are endowed with the Grothendieck topologies CC

J and CD
K

respectively induced by the canonical ones on Sh(C, J) and Sh(D, K).

Proposition 5.20. Let F : (C, J) → (D, K) be a morphism of sites. Then

(i) F is (J,K)-faithful if and only if aF is faithful;

(ii) If F is (J,K)-faithful and satisfies the covering-lifting property then F
is (J,K)-full if and only if aF is full;

(iii) If F satisfies the covering-lifting property then F is K-dense if and only
if aF is CD

K-dense.

Proof (i) If aF is faithful then for any parallel arrows h, k in C, the condi-
tion l(h) = l(k) (that is, h ≡J k) is equivalent to the condition l′(F (h)) =
aF (l(h)) = aF (l(k)) = l′(F (k)) (that is, F (h) ≡K F (k)).

Conversely, let us now suppose that F is (J,K)-faithful, and prove that
aF is faithful. If u, v : l(c) → l(c′) are arrows in Sh(C, J) then there are
J-covering sieves S and T on c such that for each f ∈ S there is an arrow
ξf : dom(f) → c′ such that u ◦ l(f) = l(ξf) for each f , and for each g ∈ T
there is an arrow χg : dom(g) → c′ such that v ◦ l(g) = l(χg). Notice that
the sieve S ∩T is J-covering as it is the intersection of two J-covering sieves.
Suppose that aF (u) = aF (v). Then aF (u) ◦ aF (l(h)) = aF (v) ◦ aF (l(h)) for
each h ∈ S ∩ T . Therefore l′(F (ξh)) = aF (l(ξh)) = aF (l(χh)) = l′(F (χh)) for
each h ∈ S ∩T , that is F (ξh) ≡K F (χh). Since F is (J,K)-faithful, it follows
that ξh ≡J χh for each h ∈ S ∩ T . But this means that u ◦ l(h) = l(ξh) =
l(χh) = v ◦ l(h) for each h ∈ S ∩ T . Since S ∩ T is J-covering, this implies
that u = v, as required.

(ii) Suppose that aF is full. Then for every x, y ∈ C and any arrow g :
F (x) → F (y) in D, there is an arrow ξ : l(x) → l(y) such that aF (ξ) = l′(g).
By Proposition 2.5 there are a J-covering family of arrows fi : xi → x and
arrows gi : xi → y (for each i ∈ I) such that ξ ◦ l(fi) = l(gi). Applying aF ,
we thus obtain that l′(g) ◦ l′(F (fi)) = l′(F (gi)), equivalently g ◦ F (fi) ≡K

F (gi). So F is (J,K)-full. In fact, this argument shows that the fullness
condition applied to arrows of the form l′(g) for some arrow g in D is precisely
equivalent to the (J,K)-fullness condition. Conversely, let us suppose that
F is (J,K)-full and satisfies the covering-lifting property. Given an arrow
ξ : l′(F (c)) → l′(F (c′)), by Proposition 2.5 there exist a K-covering sieve
S on F (c) and for each arrow g in S an arrow tg : dom(g) → F (c′) such
that ξ ◦ l′(g) = l′(tg). Since F satisfies the covering-lifting property, there
is a J-covering sieve R on c such that F (R) ⊆ S. For any r ∈ R, consider
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the arrow tF (r) : F (dom(r)) → F (c′). Since F is (J,K)-full, there exist a
J-covering family of arrows {f rj : yj → dom(r) | j ∈ Hr} and, for each
j ∈ Hr, an arrow krj : yj → c′ such that tF (r) ◦ F (f

r
j ) ≡K F (krj ). We want

to show that the arrows krj : yj → c′ indexed by the J-covering family of
arrows r ◦ f rj to c define an arrow χ : l(c) → l(c′) such that aF (χ) = ξ.
For this, by Proposition 2.5 we have to verify that if m and n are arrows
such that r ◦ f rj ◦m = r′ ◦ f r

′

j′ ◦ n, then krj ◦m ≡J k
r′

j′ ◦ n. Now, since F is
(J,K)-faithful, the latter condition is equivalent to F (krj ◦m) ≡K F (kr

′

j′ ◦n).
But l′(F (krj ◦m)) = l′(F (krj )) ◦ l

′(F (m)) = l′(tF (r)) ◦ l
′(F (f rj )) ◦ l

′(F (m)) =

ξ ◦ l′(F (r)) ◦ l′(F (f rj )) ◦ l
′(F (m)) = ξ ◦ l′(F (r ◦ f rj ◦m)) = ξ ◦ l′(F (r′ ◦ f r

′

j′ ◦

n)) = ξ ◦ l′(F (r′)) ◦ l′(F (f r
′

j′ )) ◦ l
′(F (n)) = l′(tF (r′)) ◦ l

′(F (f r
′

j′ )) ◦ l
′(F (n)) =

l′(F (kr
′

j′ )) ◦ l
′(F (n)) = l′(F (kr

′

j′ ◦ n)), as required. The fact that aF (χ) = ξ
follows immediately from the definition of χ, by using the fact that F is
cover-preserving.

(iii) If F is K-dense then, clearly, aF is CD
K-dense. Suppose instead that

aF is CD
K-dense. Given an object d of D, we want to show that there is a

K-covering family of arrows whose domains are in the image of F . Consider
the object l′(d). Then there is an epimorphic family F in Sh(D, K) of arrows
ξ to l′(d) whose domains are of the form l′(F (c)) for some c ∈ C. For any
such ξ : l′(F (cξ)) → l′(d), by Proposition 2.5 there exists a K-covering sieve
Sξ on F (cξ) and for each arrow g in Sξ an arrow tg : dom(g) → d such that
ξ ◦ l′(g) = l′(tg). Since F satisfies the covering lifting property, there is a
J-covering sieve Rξ on c such that F (Rξ) ⊆ Sξ. Now, the collection of arrows
{tF (r) : F (dom(r)) → d | r ∈ Rξ, ξ ∈ F} is K-covering. Indeed, by using the
fact that F is cover-preserving, one immediately sees that the image of this
family under l′ is epimorphic in Sh(D, K). This completes our proof. �

Remark 5.21. Proposition 5.20 implies that every morphism of sites F :
(C, J) → (D, K) whose underlying functor has the covering-lifting property,
is J-faithful, J-full and K-dense induces an equivalence of toposes. In fact,
as shown by the following result, these morphisms are precisely the dense
morphisms of sites (C, J) → (D, K).

Corollary 5.22. Let F be a morphism of sites (C, J) → (D, K). Then the
following conditions are equivalent:

(i) F is a weakly dense morphism of sites which has the covering-lifting
property;

(ii) F is dense (that is, K-dense, J-full and cover-reflecting).
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Proof (i) ⇒ (ii) By definition, any weakly dense morphism of sites F :
(C, J) → (D, K) is cover-reflecting and satisfies the property that aF is CD

K-
dense; so by Proposition 5.20(iii) F is K-dense. The fact that F is J-full
follows from the proof of Proposition 5.20(ii) in light of Theorem 5.7 and
Remark 5.15(b).

(ii)⇒ (i) This follows from Propositions 5.17 and 5.20. �

Remarks 5.23. (a) The morphism of sites F : (2, Jat) → (2, Jat) of Exam-
ple 5.9 is weakly dense but does not satisfy the covering-lifting property
(the sieve on 1 = F (0) = F (1) generated by the arrow 0 → 1 cannot be
lifted neither to a Jat-covering sieve on 0 nor on 1 since the image under
F of any sieve is the maximal one).

(b) Every weakly dense morphism of sites F : (C, J) → (D, T ) is (J, T )-
faithful if T is a subcanononical topology on D (in which cases the local
equality ≡T reduces to strict equality). On the other hand, every weakly
dense morphism of sites F : (C, J) → (D, K) satisfying the covering
lifting property is (J,K)-faithful (see Proposition 5.5 and Remark 5.2).

6 Site characterizations of some properties of

geometric morphisms

Corollary 5.11 gives a characterization of the J-continuous flat functors C →
E whose corresponding geometric morphism f : E → Sh(C, J) is an equiv-
alence. In this section we shall characterize the J-continuous flat functors
whose associated geometric morphism f is a geometric inclusion (resp. a
surjection, localic, hyperconnected).

6.1 Surjections and inclusions

Proposition 6.1. Let (C, J) be a small-generated site, E a Grothendieck
topos and F : C → E a J-continuous flat functor. Then the geometric mor-
phism f : E → Sh(C, J) induced by F is a surjection (that is, f ∗ is faithful)
if and only if F is cover-reflecting (in the sense that the J-covering families
in C are precisely those which are sent by F to epimorphic families in E).

Proof Let us preliminarily notice that f ∗ is faithful if and only if for every
monomorphism m, if f ∗(m) is an isomorphism then m is an isomorphism.
Indeed, one direction follows by considering the equalizer of the given pair of
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arrows, while the other follows from the balancedness of Sh(C, J) (which al-
lows to check thatm is an isomorphism by showing that it is both a monomor-
phism and an epimorphism).

Suppose that f ∗ is faithful. Given a sieve S in C on an object c, consider
the corresponding monomorphism mS : S  HomC(−, c). The sieve S is
J-covering if and only if aJ(mS) is an isomorphism. But this is equivalent,
since f ∗ is faithful, to f ∗(aJ(mS)) being an isomorphism, that is, to the
family {F (f) | f ∈ S} being epimorphic.

Conversely, let us suppose that F is cover-reflecting. Given a monomor-
phism m : P → Q in Sh(C, J), we have to prove that if f ∗(m) is an isomor-
phism then m is an isomorphism. By considering the pullbacks Sα  l(c)
of m along all the arrows α : l(c) → Q where c is an object of C, we ob-
tain that, since F is cover-reflecting, the monomorphisms Sα  l(c) are all
isomorphisms, whence m is an isomorphism as well (the family of arrows α
being epimorphic and E being balanced). �

Let us apply this result in the context of interpretations between geomet-
ric theories. Recall from section 2.1.3 of [3] that an interpretation of a geo-
metric theory T into a geometric theory S is a geometric functor I : CT → CS
between their geometric syntactic categories. Notice that I acts on contexts
~x for geometric formulae over the signature of T sending a context ~x to the
context I(~x) appearing in the formula I({~x.⊤}) = {I(~x).ξ}; since I preserves
monomorphisms, we have I({~x.φ}) = {I(~x).χ} for some geometric formula
χ in the context I(~x); we shall write I(φ) for χ (when the context for φ can
be unambigously inferred). Therefore, with any sequent σ ≡ (φ ⊢§ ψ) over
the signature of T can be associated a sequent I(σ) ≡ (I(φ) ⊢I(~x) I(ψ)) over
the signature of S which is provable in S if the former sequent is provable in
T.

Corollary 6.2. (i) An intepretation I : CT → CS between geometric theo-
ries T and S induces a geometric surjection Set[S] → Set[T] between
their classifying toposes if and only if, with the above notation, for ev-
ery sequent σ over the signature of T, if the sequent I(σ) is provable in
S then σ is provable in T.

(ii) In particular, if I is the canonical interpretation given by an expansion
T′ of T (in the sense of section 7.1 of [3]) then I induces a geometric
surjection if and only if T′ is a conservative expansion of T, that is,
every geometric sequent over the signature of T which is provable in T′

is provable in T.

Proof It suffices to apply Proposition 6.1, observing that the JT-continuous
flat functor given by the composite yS ◦ I is cover-reflecting if and only if for
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every subobject [ψ] : {~x.ψ}  {~x.φ} in T, if I([ψ]) is the identity subobject
(equivalently, the sequent (I(φ) ⊢I(~x) I(ψ)) is provable in S) then [ψ] is the
identity subobject (equivalently, the sequent (φ ⊢~x ψ) is provable in T). �

Let us recall from Theorem A4.2.10 [7] that every geometric morphism can
be factored, uniquely up to commuting equivalence, as a surjection followed
by an inclusion. Let us describe this factorization in terms of sites.

In the proof of the following theorem, we exploit the possibility of regard-
ing the inverse image functor f ∗ : E → F of a geometric morphism f : F → E
as a morphism of small-generated sites (E , Jcan

E ) → (F , Jcan
F ).

Theorem 6.3. Let F : (C, J) → (D, K) be a morphism of small-generated
sites. Then:

(i) The geometric morphism Sh(F ) : Sh(D, K) → Sh(C, J) induced by F
is a surjection if and only if F is cover-reflecting (that is, if the image of
a family of arrows with a fixed codomain is K-covering then the family
is J-covering).

(ii) The surjection-inclusion factorization of the geometric morphism Sh(F ) :
Sh(D, K) → Sh(C, J) induced by F can be identified with the factor-
ization Sh(iJF ) ◦ Sh(Fr), where JF is the Grothendieck topology on C
whose covering sieves are exactly those whose image under F are K-
covering families, iJF : (C, J) → (C, JF ) is the morphism of sites given
by the canonical inclusion functor and Fr : (C, JF ) → (D, K) is the
morphism of sites given by F .

(iii) The geometric morphism Sh(F ) : Sh(D, K) → Sh(C, J) induced by F
is an inclusion if and only if Fr : (C, JF ) → (D, K) is a weakly dense
morphism of sites (equivalently, if K is subcanonical, a dense morphism
of sites); in particular, if K is subcanonical then Sh(F ) is an inclusion
if and only if the following conditions are satisfied:

(i) for any object d of D there exists a K-covering family of arrows
di → d whose domains di are in the image of F ;

(ii) for every x, y ∈ C and any arrow g : F (x) → F (y) in D, there
exist a JF -covering family of arrows fi : xi → x and a family of
arrows gi : xi → y such that g ◦ F (fi) = F (gi) for all i.

Proof (i) This follows as an immediate consequence of Proposition 6.1 by
observing that a family of arrows in D with common codomain is sent by the
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canonical functor D → Sh(D, K) to an epimorphic family if and only if it is
K-covering.

(ii) The morphism Sh(iJF ) is the canonical inclusion of Sh(C, JF ) into
Sh(C, J). On the other hand, by definition of JF , the morphism of sites Fr is
cover-reflecting and hence, by point (i), induces a surjective geometric mor-
phism. So Sh(Fr) and Sh(iJF ) give a factorization of Sh(F ) as a surjection
followed by an inclusion.

(iii) A geometric morphism is an inclusion if and only if the surjection
part of its surjection-inclusion factorization is an equivalence; our thesis thus
follows from Theorem 5.7. �

Theorem 6.3 can be notably applied to a J-continuous flat functor F :
C → E , regarded as a morphism of sites (C, J) → (E , Jcan

E ), giving the follow-
ing result:

Corollary 6.4. A J-continuous flat functor F : C → E induces a geometric
inclusion if and only if it satisfies the following conditions:

(i) every object of E can be covered by objects which are in the image of F ;

(ii) for every x, y ∈ C and any arrow g : F (x) → F (y) in E , there exist a
family of arrows fi : xi → x which is sent by F to an epimorphic family
and a family of arrows gi : xi → y such that g ◦F (fi) = F (gi) for all i.

6.2 Induced topologies

The following result, which is a corollary of Theorem 6.3(ii), shows that the
natural context for defining ‘induced Grothendieck topologies’ is that pro-
vided by flat functors (equivalently, geometric morphisms) or more generally
morphisms of sites.

Proposition 6.5. Let f : E → [Cop,Set] be a geometric morphism (equiva-
lently, a flat functor F : C → E). Then there exists a Grothendieck topology
Jf (resp. JF ) on C, called the Grothendieck topology induced by f (resp. F )
whose covering sieves are precisely the sieves which are sent by f ∗ (resp. by
F ) to epimorphic families in E . This applies in particular to a morphism of
small-generated sites G : (C, J) → (D, K), yielding a Grothendieck topology
JG on C whose covering sieves are exactly those whose image under G are
K-covering families (cf. Theorem 6.3(ii)).

�
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Remarks 6.6. (a) If F : (C, J) → (D, K) is a cover-reflecting morphism
of sites (for instance, a weakly dense morphism of sites) then J is a
Grothendieck topology (since it coincides with JF ).

(b) The classical definition of Grothendieck topology induced on a full K-
dense subcategory C of a category D is subsumed by this general defini-
tion of induced topology; indeed, it is readily seen that the embedding
of C into D defines a morphism of sites (C, T ) → (D, K), where T is the
trivial Grothendieck topology on C.

(c) The topology Jf (resp. JF ) on C induced by by f (resp. F ) in the sense
of Proposition 6.5 coincides with the Grothendieck topology induced by
f (resp. F ), regarded as a functor to the canonical site (E , Jcan

E ), in the
sense of section III.3 of [1]. In fact, more generally, for any morphism
of small-generated sites G : (C, J) → (D, K), the Grothendieck topology
induced by u in the sense of [1] (that is, the largest topology which makes
u, regarded as a functor to the site (D, K), continuous) coincides with
the topology JG in our Proposition 6.5 (cf. Corollary III-3.3 [1]).

(d) We can characterize the toposes which can be represented as subtoposes
of a given presheaf topos as follows: a topos E is equivalent to a subtopos
of a presheaf topos [Cop,Set] if and only if there is a flat (equivalently,
filtering) functor F : C → E satisfying the conditions of Corollary 6.4, in
which case E is equivalent to Sh(C, JF ), where JF is the Grothendieck
topology induced by F (in the sense of Proposition 6.5). Notice that
this generalizes Giraud’s result that every Grothendieck topos with a
separating set of objects C can be represented as Sh(C, Jcan

E |C), where C
is regarded as a full subcategory of E ; indeed, for any separating set C
of objects of a Grothendieck topos E , the inclusion functor of C into E is
flat.

The following result shows in particular that if F : (C, J) → (D, K) is a
dense morphism of sites then the Grothendieck topology K can be recovered
from J . Notice that, by Corollary 5.22, any flat functor F : C → E on
a small-generated category C with values in a Grothendieck topos E which
induces an equivalence E ≃ Sh(C, JF ) (equivalently, satisfies the conditions
of Corollary 5.11, cf. also Corollary 6.9 below) is a dense morphism of sites
(C, JF ) → (E , Jcan

E ).

Proposition 6.7. Let F : (C, J) → (D, K) be a K-dense functor with the
covering-lifting property (for instance, a dense morphism of sites (C, J) →
(D, K) – cf. Corollary 5.22). Then the Grothendieck topology K can be
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recovered from J , as follows: for any sieve T on an object d of D, T ∈ K(d)
if and only if for any object c ∈ C and any arrow ξ : F (c) → d in D, there
exists a J-covering sieve R on c such that F (R) ⊆ ξ∗(T ).

Proof By the transitivity and stability axioms for Grothendieck topologies,
T is K-covering if and only if for any object c ∈ C and any arrow ξ : F (c) → d
in D, ξ∗(T ) ∈ K(dom(ξ)). But, F having the covering-lifting property,
ξ∗(T ) ∈ K(dom(ξ)) if and only if there exists a J-covering sieve R on c such
that F (R) ⊆ ξ∗(T ). �

Remark 6.8. Every dense morphism of sites F : (C, J) → (D, K) is cover-
reflecting, so J can be recovered from K as the collection of sieves which are
sent by F to K-covering families.

The notion of induced topology can be very profitably applied for estab-
lishing equivalences of toposes. Indeed, if we have a flat functor F : C → E ,
we dispose of easily applicable criteria for F to induce an equivalence of
toposes

E ≃ Sh(C, JF ),

as shown by the following result (which is an immediate consequence of
Corollary 5.11):

Corollary 6.9. Let C be an essentially small category, E a Grothendieck
topos and F : C → E a flat functor. Then F induces an equivalence

E ≃ Sh(C, JF ),

if and only if F is JF -full and the objects of the form F (c) for c ∈ C form a
separating set for the topos E

�

The following proposition describes a general setup for building equiva-
lences of toposes.

Proposition 6.10. Let E be a Grothendieck topos, represented as the cate-
gory Sh(D, K) of sheaves on a small-generated site (D, K). Let F : C → D
be a functor and JF the collection of sieves in C whose image under F is
K-covering. If F is a weakly dense morphism of sites (C, JF ) → (D, K) then
JF is a Grothendieck topology on C, and we have an equivalence of toposes

Sh(D, K) ≃ Sh(C, JF ).

The following conditions are equivalent to F being a dense (or weakly
dense, if K is subcanonical) morphism of sites (C, JF ) → (D, K):
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(i)’ For any object d of D there exists a K-covering family of arrows di → d
whose domains di are in the image of F .

(ii)’ For every c1, c2 ∈ C and any arrow g : F (c1) → F (c2) in D, there exist
a family of arrows fi : c′i → c1 which is sent by F to a K-covering
family and a family of arrows ki : c

′
i → c2 such that g ◦ F (fi) = F (ki)

for all i.

(iii)’ For any arrows f1, f2 : c1 → c2 in C such that F (f1) = F (f2) there exists
a family of arrows ki : c

′
i → c1 which is sent by F to a K-covering family

such that f1 ◦ ki = f2 ◦ ki for all i.

Proof The first part of the proposition follows from Theorem 5.7 and Re-
mark 6.6(a).

The second part of the proposition follows from the fact that every dense
morphism is weakly dense and that the two notions are equivalent when K
is subcanonical. �

6.3 Coinduced topologies

The following result, established in the proof of Lemma C2.3.19(ii) [7], rep-
resents a kind of converse to Proposition 6.7. It involves a notion of image
of a Grothendieck topology under a functor.

Proposition 6.11 (cf. Lemma C2.3.19(ii) [7]). Let F : C → D be a functor
and J a Grothendieck topology on C. Then there is a Grothendieck topol-
ogy JF on D, called the image of J along F (or the Grothendieck topology
coinduced by J along F ), such that for any sieve T on an object d of D,
T ∈ JF (d) if and only if for any object c ∈ C and any arrow ξ : F (c) → d
in D, there exists a J-covering sieve R on c such that F (R) ⊆ ξ∗(T ). Then
the functor F : (C, J) → (D, JF ) is JF -dense and has the covering-lifting
property.

The Grothendieck topology JF enjoys the following universal property: the
subtopos Sh(D, JF ) →֒ [Dop,Set] is the image (in the sense of surjection-
inclusion factorization) of the composite of the induced geometric morphism
[F op,Set] : [Cop,Set] → [Dop,Set] with the subtopos inclusion Sh(C, J) →֒
[Cop,Set].

Proof First, let us show that JF is indeed a Grothendieck topology on
C. The maximality and pullback-stability axiom trivially hold, so it remains
to prove the transitivity one. It is clear that any sieve containing a JF -
covering one is also JF -covering. Let us denote, given a sieve S on an object
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d and, for each arrow f ∈ S, a sieve Sf on dom(f), by S ∗ {Sf | f ∈ S}
the sieve on d consisting of the arrows of the form f ◦ h where f ∈ S and
h ∈ Sf . We have to prove that, if S ∈ JF (d) and, for each f ∈ S, Sf ∈
JF (dom(f)), then S ∗ {Sf | f ∈ S} ∈ JF (d). Given an arrow ξ : F (c) → d,
F (R) ⊆ ξ∗(S) for some R ∈ J(c). For any r ∈ R, ξ ◦ F (r) ∈ S, so,
since Sξ◦F (r) ∈ JF (F (dom(r))), there is a sieve Rr ∈ J(dom(r)) such that
F (Rr) ⊆ Sξ◦F (r). So the J-covering sieve R ∗ {Rr | r ∈ R} satisfies the
condition F (R ∗ {Rr | r ∈ R}) ⊆ ξ∗(S ∗ {Sf | f ∈ S}).

The fact that F : (C, J) → (D, JF ) is JF -dense and has the covering-
lifting property is obvious.

The last part of the proposition follows at once from Proposition 7.1 be-
low. Indeed, the construction of the geometric morphism induced by a comor-
phism of sites is functorial, the geometric morphism [Gop,Set] : [Aop,Set] →
[Bop,Set] induced by a functor G : A → B is precisely LG, regarding G as
a comorphism of sites (A, TA) → (B, TB) where TA and TB are the trivial
Grothendieck topologies respectively on A and B, and any canonical geo-
metric inclusion Sh(A, Z) →֒ [Aop,Set] is induced by the comorphism of
sites 1A : (A, Z) → (A, T ) given by the identity functor 1A on A. �

Remark 6.12. If F : (C, J) → (D, K) satisfies the covering-lifting property
then K ⊆ JF . This follows immediately from the fact that K satisfies the
pullback-stability property. In fact, in Lemma C2.3.19(ii) [7], JF is charac-
terized as the largest Grothendieck topology on C for which F satisfies the
covering-lifting property.

Lemma 6.13. Let F : C → D be a J-full and J-faithful functor, for a
Grothendieck topology J on C. Then:

(i) for any sieve R on an object c of C and any arrow t with codomain
c, if F (t) belongs to the sieve generated by F (R) then there exists a
J-covering sieve U on dom(t) such that t ◦ u ∈ R for each u ∈ U ;

(ii) the functor F : (C, J) → (D, JF ) is cover-reflecting.

Proof (i) Suppose that F (t) = F (r) ◦ ξ for some r ∈ R, where t : a → c,
r : b → c and ξ : F (a) → F (b). Since F is J-full, there exist a J-covering sieve
S on a and for each s ∈ S an arrow ts : dom(s) → b such that ξ◦F (s) = F (ts).
Since F (t) = F (r) ◦ ξ, we have F (t ◦ s) = F (t) ◦ F (s) = F (r) ◦ ξ ◦ F (s) =
F (r) ◦ F (ts) = F (r ◦ ts) for each s ∈ S. The fact that F is J-faithful then
implies that t ◦ s ≡J r ◦ ts, that is, there is a J-covering sieve Vs on dom(s)
such that for each v ∈ Vs, t ◦ s ◦ v = r ◦ ts ◦ v. Therefore the J-covering
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sieve U := S ∗ {Vs | s ∈ S} on a satisfies the property that for each u ∈ U ,
t ◦ u ∈ R.

(ii) Let R be a sieve on an object c of C. If F (R) generates a JF -covering
sieve then there is a J-covering sieve T on c such that the sieve generated
by F (T ) is contained in the sieve generated by F (R). So, for each t ∈ T , by
point (i) of the Lemma, there is a J-covering sieve Ut on dom(t) such that
t ◦ u ∈ R for each u ∈ Ut. So the sieve R is J-covering, since it contains the
J-covering sieve T ∗ {Ut | t ∈ T}. �

Theorem 6.14. Let F : (C, J) → (D, K) be a K-dense, cover-preserving
and cover-reflecting functor with the covering-lifting property (for instance, a
dense morphism of sites (C, J) → (D, K) - cf. Corollary 5.22). Suppose that
K is generated by a collection K ′ of families of arrows which is stable under
pullback and such that every K ′-covering family on an object in the image of
F contains the image F (R) under F of some J-covering family R. If F is
J ′-full and J ′-faithful, where J ′ is the Grothendieck topology generated by the
sieves R such that F (R) ∈ K ′, then J = J ′.

Proof Let J ′ be the Grothendieck topology on C generated by the sieves
R such that F (R) generates a K-covering sieve. We have to prove that
J ′ = J . Consider the topology J ′F . We clearly have K ′ ⊆ J ′F , whence
K ⊆ J ′F . On the other hand, K = JF by Proposition 6.7. Now, the fact
that F is cover-reflecting implies that J ′ ⊆ J ; so J ′F ⊆ JF = K, and hence
J ′F = K. Now, since both F : (C, J) → (D, K) and F : (C, J ′) → (D, J ′F )
are cover-reflecting (the former by our hypothesis and the latter by Lemma
6.13), J ′F = K implies that J = J ′. �

Remark 6.15. If F is a weakly dense morphism of sites (C, J) → (D, K),
the condition that F be J ′-full and J ′-faithful is also necessary for J to be
equal to J ′ (see Proposition 7.18).

Theorem 6.14 has the following immediate corollary, which allows to ob-
tain, from a set of generators of a Grothendieck topology, a set of generators
for a topology induced by it on a full dense subcategory.

Corollary 6.16. Let (D, K) be a small-generated site, C a full K-dense
subcategory of D and J a Grothendieck topology on C. Suppose that K is
generated by a collection K ′ of families of arrows which is stable under pull-
back and such that every K ′-covering family on an object in C is refined by a
J-covering family. Then J is generated by the families in K ′ whose arrows
lie all in C.
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6.4 Intrinsic characterization of geometric inclusions

The first part of the following result characterizes the property of a geometric
morphism being an inclusion entirely in terms of its inverse image. It can
be useful, for instance, in cases where one disposes of a description of the
inverse image of the morphism which is simpler or more tractable than that
of its direct image.

Corollary 6.17. Let f : F → E be a geometric morphism. Then

(i) f is an inclusion if and only if f ∗ satisfies the following conditions:

(i) f ∗ is locally surjective, that is every object of F can be covered by
objects in the image of f ∗;

(ii) f ∗ is locally full, that is for every x, y ∈ E and any arrow g :
f ∗(x) → f ∗(y) in F , there exists a family of arrows si : xi → x
in E which is sent by f ∗ to an epimorphic family and a family of
arrows gi : xi → y such that g ◦ f ∗(si) = f ∗(gi) for all i.

(ii) f is an equivalence if and only if f ∗ is faithful, locally full and locally
surjective.

Proof (i) The above conditions amount precisely to the property of the
morphism of sites (E , Jcan

E f∗) → (F , Jcan
F ) to be dense, so the thesis follows

from Theorem 6.3.
(ii) This follows from (i), given that a geometric morphism is an equiva-

lence if and only if it is a surjection and an inclusion. �

Remark 6.18. Since a Grothendieck topos has all coproducts, all the cover-
ing families arising in the formulations of the properties in part (i) of Corol-
lary 6.17 can be supposed, without loss of generality, to consist of a single
element. More precisely, the condition for f to be an inclusion is equivalent
to the conjunction of the following ones:

(i) every object of F is a quotient of an object in the image of f ∗;

(ii) for every x, y ∈ E and any arrow g : f ∗(x) → f ∗(y) in F , there exist an
arrow s : x′ → x in E which is sent by f ∗ to an epimorphism and an
arrow g′ : x′ → y such that g ◦ f ∗(s) = f ∗(g′).

So, f is an equivalence if and only if f ∗ is faithful and satisfies the above
conditions.
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Example 6.19. Let f : F → E be a geometric morphism between Grothendieck
toposes and A an object of E . Then we have a geometric morphism fA : F/
f ∗(A) → E/A such that the diagram

F/f ∗(A) //

fA
��

F

f

��
E/A // E

where the horizontal morphisms are the canonical ones, commutes. The
inverse image of fA is the functor E/A → F/f ∗(A) sending an object u :
B → A of E/A to f ∗(u) : f ∗(B) → f ∗(A) (and acting accordingly on arrows).
Let us show, by applying Corollary 6.17(i), that if f is an inclusion then fA
is also an inclusion. First, let us show that fA

∗ is locally surjective. Given
an object u : C → f ∗(A) of F/f ∗(A), since f ∗ is locally surjective there is an
object B of E and an epimorphism q : f ∗(B) → C. Consider the composite
arrow u ◦ q : f ∗(B) → f ∗(A). Since f ∗ satisfies condition (ii) of Corollary
6.17(i), there is an arrow s : B′ → B in E and an arrow g : B′ → A in E
such that f ∗(s) is an epimorphism and u ◦ q ◦ f ∗(s) = f ∗(g) (cf. Remark
6.18). Therefore the arrow q ◦ f ∗(s) is an epimorphism from fA

∗(g) to u in
F/f ∗(A). The fact that fA

∗ inherits local fullness from f ∗ is obvious.

6.5 Hyperconnected and localic morphisms

Recall that a geometric morphism f : F → E is said to be hyperconnected if
f ∗ is full and faithful and its image is closed under subobjects in F , and is
said to be localic if every object of F is a subquotient (that is, a quotient of
a subobject) of an object of the form f ∗(A) for A ∈ E . By Theorem A4.6.5
[7], every geometric morphism can be factored, uniquely up to commuting
equivalence, as the composite of a hyperconnected morphism followed by a
localic one.

In this section we shall characterize the property of a geometric morphism
to be hyperconnected (or localic) in terms of sites, and also provide a natural
site-level description of the hyperconnected-localic factorization.

6.5.1 Hyperconnected morphisms

The following lemma will be instrumental in the sequel.

Lemma 6.20. Let q : X → X ′ be the coequalizer of a pair of arrows r1, r2 :
R → X in a Grothendieck topos E and f : Y → X ′ a monomorphism. Then,
the arrows t1, t2 : R×X′ Y → Z which make the diagram
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R ×X′ Y

t1
��
t2
��

// R

r1
��
r2
��

Z

k
��

h // X

q
��

Y
f // X ′

commutative, where the bottom square is a pullback, satisfy the property that
〈t1, t2〉 : R ×X′ Y → Z × Z is (isomorphic to) the pullback of 〈r1, r2〉 along
h× h.

Moreover, k is the coequalizer of the arrows t1 and t2.

Proof By using the internal language, we shall argue as if E were the topos
Set of sets.

Let U → Z × Z be the pullback of 〈r1, r2〉 along h× h. We have

U = {((z1, z2), ξ) | (z1, z2) ∈ Z, ξ ∈ R, h(z1) = r1(ξ), h(z2) = r2(ξ)}.

We want to prove that U → Z × Z is isomorphic to 〈t1, t2〉 : R×X′ Y →
Z × Z as arrows over Z × Z.

We have

R×X′ Y = {(ξ, y) | ξ ∈ R, y ∈ Y, q(r1(ξ)) = q(r2(ξ)) = f(y)}.

Now, the arrow t1 : R×X′ Y → Z (resp. t2 : R×X′ Y → Z) sends an element
(ξ, y) ∈ R ×X′ Y to the unique element z1 ∈ Z such that k(z1) = y and
h(z1) = r1(ξ) (resp. to the unique element z2 ∈ Z such that k(z2) = y and
h(z2) = r2(ξ)). Let us define arrows R ×X′ Y → U and U → R ×X′ Y over
Z × Z that are inverse to each other. In one direction, we send an element
(ξ, y) ∈ R ×X′ Y to the element (t1(ξ, y), t2(ξ, y), ξ). This is well-defined by
definition of the arrows t1 and t2. In the converse direction, we observe that,
given an element ((z1, z2), ξ) of U , we have k(z1) = k(z2). Indeed, since f
is monic, this condition is equivalent to f(k(z1)) = f(k(z2)); but f(k(z1)) =
q(h(z1)) = q(r1(ξ)) = q(r2(ξ)) = q(h(z2)) = f(k(z2)). We can therefore
define an arrow U → R×X′ Y which sends an element ((z1, z2), ξ) of U to the
element (ξ, k(z1)). This is well-defined since q(r1(ξ)) = q(h(z1)) = f(k(z1))
and q(r2(ξ)) = q(h(z2)) = f(k(z2)) = f(k(z1)) (as k(z1) = k(z2)). It is now
straightforward to check that the two arrows just defined are inverse to each
other and compatible with the structure arrows to Z × Z. This completes
the proof of the first part of the lemma. The fact that k is the coequalizer
of the arrows t1 and t2 follows from the fact that in a Grothendieck topos
colimits are stable under pullback. �
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Remark 6.21. The proof of the lemma shows that the general version of
it (for f not necessarily monic) reads as follows: 〈t1, t2〉 is isomorphic over
Z×Z to the composite with the canonical embedding zY : Z×Y Z →֒ Z×Z
of the pullback of 〈r1, r2〉 along (h× h) ◦ zY .

Proposition 6.22. Let C be a separating set for a Grothendieck topos E and
f : F → E a geometric morphism. Then the image of f ∗ is closed under
subobjects if and only if for any c ∈ C, every subobject of f ∗(c) is in the
image of f ∗.

Proof Let m : B  f ∗(A) be a monomorphism. Let us represent A
as a quotient q :

∐
c∈CA

c → A of a coproduct of objects coming from C.
Then, since the image of f ∗|C is closed under subobjects and coproducts are
stable under pullbacks, the pullback of m along f ∗(q) is of the form f ∗(z)
for some subobject z : Z 

∐
c∈CA

c in E . Now, if q is the coequalizer of its
kernel pair 〈r1, r2〉 in E then f ∗(q) is the coequalizer of the pair f ∗(r1), f

∗(r2).
Let 〈t1, t2〉 : T → Z be the pullback in E of 〈r1, r2〉 along z. Then, since
f ∗ preserves pullbacks, 〈f ∗(t1), f

∗(t2)〉 : f ∗(T ) → f ∗(Z) is the pullback of
〈f ∗(r1), f

∗(r2)〉 along f ∗(z).
By Lemma 6.20, it follows that m is isomorphic to the canonical arrow

U → f ∗(A) from the codomain U of the coequalizer f ∗(Z) → U of the arrows
f ∗(t1), f

∗(t2). But, since f ∗ preserves coequalizers, this arrow is the image
under f ∗ of the canonical arrow ξ : ZT → A from the codomain ZT of the
coequalizer Z → ZT of the two arrows t1, t2 to A, that is, m ∼= Im(f ∗(ξ)) ∼=
f ∗(Im(ξ)). �

Proposition 6.23. Let (C, J) be a small-generated site, E a Grothendieck
topos and F : C → E a J-continuous flat functor. Then the geometric mor-
phism f : E → Sh(C, J) induced by F is hyperconnected if and only if F is
cover-reflecting and for every subobject A  F (c) in E there exists a (J-
closed) sieve R on c such that A is the union of the images of the arrows
F (f) for f ∈ R.

Proof It is clear that if f ∗ is faithful and its image is closed under subobjects
then f ∗ is also full (see the proof of the implication (vi)⇒(i) at p. 229 of [7]).
So it follows from Propositions 6.1 and 6.22 that f is hyperconnected if and
only if F is cover-reflecting and, for every object c of C, all the subobjects of
f ∗(l(c)) are images under f ∗ of subobjects of l(c) in Sh(C, J). Now, since the
subobjects of l(c) in Sh(C, J) are all images under the associated sheaf functor
aJ : [Cop,Set] → Sh(C, J) of subobjects of the form R  HomC(−, c) (which
can be supposed J-closed without loss of generality), and this subobject is
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the union of the images of the arrows of the form yC(f) for f ∈ R (where
yC is the Yoneda embedding), we can reformulate the latter condition as the
requirement that for any object c of C and any subobject A  F (c) in E
there should exist a (J-closed) sieve R on c such that A is the union of the
images of the arrows F (f) for f ∈ R. �

Let us apply this result in the context of interpretations of geometric
theories (see section 6.1 for the notation).

Corollary 6.24. An interpretation I : CT → CS between geometric theories
T and S induces an hyperconnected geometric morphism Set[S] → Set[T]
if and only if for every sequent σ over the signature of T, if the sequent
I(σ) is provable in S then σ is provable in T, and for any sorts A1, . . . , An
of the signature of T, every geometric formula ψ over the signature of S in
the context I((xA1

1 , . . . , xAn
n )) is T-provably equivalent (in its context) to a

formula I(φ), where φ is a geometric formula over the signature of T in the
context (xA1

1 , . . . , xAn
n ).

In particular, if I is the canonical interpretation given by an expansion T′

of T (in the sense of section 7.1 of [3]) then the geometric morphism induced
by I is hyperconnected if and only if every sequent over the signature of T

which is provable in T′ is provable in T, and for any sorts A1, . . . , An of the
signature of T, every geometric formula ψ in the context (xA1

1 , . . . , xAn
n ) over

the signature of T′ is T-provably equivalent (in its context) to a geometric
formula over the signature of T.

Proof Our thesis follows immediately from Proposition 6.23 in light of
Corollary 6.2. �

Let us now apply Proposition 6.23 in the context of morphisms of sites.

Proposition 6.25. Let F : (C, J) → (D, K) be a morphism of small-
generated sites. Then the geometric morphism Sh(F ) : Sh(D, K) → Sh(C, J)
induced by F is hyperconnected if and only if F is cover-reflecting and closed-
sieve-lifting, in the sense that for every object c of C and any K-closed sieve
S on F (c) there exists a (J-closed) sieve R on c such that S coincides with
the (K-closed) sieve on F (c) generated by the arrows F (f) for f ∈ R.

Proof The thesis follows as an immediate consequence of Proposition 6.23
in light of Proposition 2.3. Indeed, the condition of Proposition 6.23 amounts
precisely to the requirement that for every subobject A l′(F (c)), where l′

is the canonical functor D → Sh(D, K), there should be a (J-closed) sieve
R on c such that A is the union of the images of the arrows l′(F (f)) for
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f ∈ R. Now, the subobjects of l′(F (c)) in Sh(D, K) are the images under
the associated sheaf functor aK : [Dop,Set] → Sh(D, K) of K-closed sieves
S on F (c), and the union of the images of the arrows l′(F (f)) for f ∈ R is
the image under aK of the union of the images of the arrows yD(F (f)) for
f ∈ R; our claim thus follows from the fact that, by Proposition 2.3, two
subobjects of a given object in [Dop,Set] have isomorphic images under aK
if and only if their K-closures coincide. �

6.5.2 Essential surjectivity

Proposition 6.26. Let (C, J) be a small-generated site, E a Grothendieck
topos and F : C → E a J-continuous flat functor inducing a geometric mor-
phism f : E → Sh(C, J). If the image of f ∗ is closed under subobjects then f ∗

is essentially surjective if and only if the objects of the form F (c) for c ∈ C
form a separating set for the topos E .

Proof If the objects of the form F (c) for c ∈ C form a separating set of ob-
jects for E then for every A ∈ E , we have an epimorphism q : f ∗(

∐
i∈I l(ci))

∼=∐
i∈I f

∗(l(ci)) ։ A. Since the image of f ∗ is closed under subobjects, the
kernel pair of q is of the form f ∗(R), where R is a relation on

∐
i∈I l(ci). Then

q is isomorphic to the image under f ∗ of the coequalizer of R; in particular,
A is isomorphic to an object in the image of f ∗, as desired.

Conversely, if f ∗ is essentially surjective then for every object A of E ,
there exists an object B of Sh(C, J) such that A ∼= f ∗(B). But B can be
covered in Sh(C, J) by objects of the form l(c) for C, whence A can be covered
in E by objects of the form F (c) for c ∈ C, as required. �

Let us apply Proposition 6.26 in the context of interpretations of theories.

Corollary 6.27. Let I : CT → CS be an interpretation of a geometric theory
T into a geometric theory S. Then the geometric morphism Set[S] → Set[T]
induced by I satisfies the property that its inverse image is essentially sur-
jective and its image is closed under subobjects if and only if for every sort
B of the signature of S, the object {xB.⊤} is JS-covered by objects in the
image of I and the image of I is closed under subobjects (that is, for any
sorts A1, . . . , An of the signature of T, every geometric formula ψ over the
signature of S in the context I((xA1

1 , . . . , xAn
n )) is T-provably equivalent (in its

context) to a formula I(φ), where φ is a geometric formula over the signature
of T in the context (xA1

1 , . . . , xAn
n )).

Proof By Propositions 6.22 and 6.26, since the geometric syntactic category
CS is closed under subobjects in the topos Sh(CS, JS), it suffices to show,
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assuming that the image of I is closed under subobjects, that the objects in
the image of I form a separating set for the topos Set[S] if and only if every
object of the form {xB.⊤} (for B a sort of the signature of S) is JS-covered by
objects in the image of I. But this follows from the fact that every object of
CS is a subobject of a finite product of objects of the form {xB.⊤}, using the
fact that I preserves finite products and its image is closed under subobjects.

�

Let us now apply Proposition 6.26 in the context of morphisms of sites.

Proposition 6.28. Let F : (C, J) → (D, K) be a morphism of small-
generated sites. Then the geometric morphism Sh(F ) : Sh(D, K) → Sh(C, J)
induced by F satisfies the property that Sh(F )∗ is essentially surjective and
its image is closed under subobjects if and only if F is closed-sieve-lifting (in
the sense of Proposition 6.25) and satisfies condition (ii) of Proposition 5.5
(equivalently, if K is subcanonical, every object of D admits a K-covering
sieve generated by arrows whose domain lies in the image of F ).

Proof The equivalence between the property of the image of Sh(F )∗ to
be closed under subobjects and the property of F to be closed-sieve-lifting
follows from the proof of Proposition 6.25, while the equivalence between the
property of Sh(F )∗ to be essentially surjective and condition (ii) of Proposi-
tion 5.5 follows from the proof of Proposition 5.5. �

6.5.3 Localic morphisms

The following proposition shows the natural behavior of the property of a
geometric morphism being localic in terms of separating sets for toposes.

Proposition 6.29. Let C (resp. D) be a separating set for a Grothendieck
topos E (resp. F) and f : F → E a geometric morphism. Then:

(i) The full subcategory G of F on the objects which are subquotients of
objects of the form f ∗(A) for A ∈ E coincides with the full subcategory
of F on the objects which can be covered by objects which are domains
of subobjects of objects of the form f ∗(A) for A in C.

(ii) f is localic if and only if every object of D can be covered by objects
which are domains of subobjects of objects of the form f ∗(A) for A in
C.
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Proof (i) Let B ∈ G. Then B is a quotient d → B of a subobject d  f ∗(A).
But A is a quotient q :

∐
i∈I ci → A of a coproduct of objects ci in C, so, by

considering the pullback

d′

��

// f ∗(
∐

i∈I ci)
∼=

∐
i∈I f

∗(ci)

q

��
d // f ∗(A)

we see that B is a quotient of d′, which is a coproduct of subobjects of
the objects f ∗(ci). Therefore B can be covered by the domains of these
subobjects, as required.

Conversely, let us suppose that B is an object of F that can be covered
by objects ui (for i ∈ I) which are domains of subobjects ui  f ∗(ci) of
objects of the form f ∗(ci) for ci in C. Then B is a quotient of the coproduct
of the ui (for i ∈ I), which is a subobject of the coproduct of the f ∗(ci); but
this coproduct is in the image of f ∗ as f ∗ preserves coproducts.

(ii) By definition of a localic morphism, f is localic if and only if G = F .
So, by point (i), if f is localic then every object of D can be covered by
objects which are domains of subobjects of objects of the form f ∗(A) for A
in C. Conversely, again by (i), we have to prove that if every object of D can
be covered by objects which are domains of subobjects of objects of the form
f ∗(A) for A in C then every object of F can be covered by objects which
are domains of subobjects of objects of the form f ∗(A) for A in C; but this
immediately follows from the fact that D is separating for F . �

Remark 6.30. We know from section A4.6 of [7] that if E and F are
Grothendieck toposes then the category G defined in point (i) of Proposi-
tion 6.29 is a Grothendieck topos; so this part of the proposition actually
asserts that the collection of objects which are subobjects of an object of the
form f ∗(A) for A ∈ C is a separating set for G.

The following result is an immediate corollary of Proposition 6.29.

Proposition 6.31. Let (C, J) be a small-generated site, E a Grothendieck
topos and F : C → E a J-continuous flat functor inducing a geometric mor-
phism f : E → Sh(C, J). Then f is localic if and only if the subobjects of
objects of the form F (c) for c ∈ C form a separating set for the topos E .

�

144



Let us now apply Proposition 6.29 in the general context of morphisms
of sites.

Proposition 6.32. Let F : (C, J) → (D, K) be a morphism of small-
generated sites. Then the geometric morphism Sh(F ) : Sh(D, K) → Sh(C, J)
induced by F is localic if and only if for any object d of D there exist a family
{Si | i ∈ I} of sieves on objects of the form F (ci) (where ci is an object of C)
and for each f ∈ Si an arrow gf : dom(f) → d such that gf◦z ≡K gf ◦z when-
ever z is composable with f , such that the family of arrows gf (for f ∈ Si
for some i) is K-covering.

Proof Let us suppose that Sh(F ) is localic. Let l′ be the canonical functor
D → Sh(D, K). By Proposition 6.29, for every d ∈ D there exist objects ci
of C (for i ∈ I), subobjects Ai  l′(F (ci)) and a jointly epimorphic family of
arrows Ai → l′(d) (for i ∈ I). Now, we can write Ai = aK(Si), where Si is a
sieve on F (ci). For each f ∈ Si, composing the arrow aK(Si) → l′(d) with the
canonical arrow l′(dom(f)) → aK(Si) thus yields an arrow l′(dom(f)) → l′(d)
which we can suppose without loss of generality of the form l′(gf) for an arrow
gf : dom(f) → d (at the cost of replacing Si, by using Proposition 2.5, which
a smaller sieve with the same image under aK); clearly, for any z composable
with f , l′(gf◦z) = l′(gf ◦ z), equivalently gf◦z ≡K gf ◦ z. The property of
our arrows Ai → l′(d) to be jointly epimorphic can thus be reformulated
as the property of the arrows gf to be sent by l′ to an epimorphic family,
equivalently to be K-covering.

Conversely, any family of arrows gf : dom(f) → d indexed by a sieve
Si such that gf◦z ≡K gf ◦ z whenever z is composable with f induces an
arrow aK(Si) → l′(d). So if we have a family of sieves Si on objects of the
form F (ci) and one such family of arrows for each sieve, the resulting arrows
aK(Si) → l′(d) will be jointly epimorphic if (and only if) the family of arrows
gf (for f ∈ Si for some i) is K-covering. �

The following result characterizes the interpretations between geometric
theories which induce a localic geometric morphism.

Proposition 6.33. Let I : CT → CS be an interpretation of a geometric
theory T into a geometric theory S. Then the geometric morphism Set[S] →
Set[T] induced by I is localic if and only if every object of CS can be JS-
covered by formulae over the signature of S in a context of the form I(~x)
which T-provably entail a formula of the form I(φ), where φ is a geometric
formula in the context ~x over the signature of T.

In particular, the canonical interpretation of T into an expansion of it
over a signature which does not contain any new sorts with respect to the
signature of T induces a localic geometric morphism.
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Proof This is an immediate consequence of Proposition 6.29, by using the
fact that the subobjects in Set[S] ≃ Sh(CS, JS) of an object of the form
I({~x.φ}) for a geometric formula-in-context φ(~x) over the signature of T can
be identified with the (S-provable equivalence classes of) geometric formulae
in the context I(~x) over the signature of S which S-provably entail I(φ). �

6.5.4 The hyperconnected-localic factorization

In this section we shall provide a site-level description of the hyperconnected-
localic factorization (in the sense of [8] - cf. also section A4.6 of [7]) of a
geometric morphism between Grothendieck toposes.

Let us refer to Corollary 2.16 for the notation. Let Cs
J be the Grothendieck

topology induced on CsJ by the canonical topology on the topos Sh(C, J).
We have a canonical functor C → CsJ sending an object c of C to the pair

(c,Mc), where Mc is the maximal sieve on c, which yields a morphism of
sites isJ : (C, J) → (CsJ , C

s
J). This morphism induces an equivalence Sh(isJ) :

Sh(CsJ , C
s
J) ≃ Sh(C, J).

Theorem 6.34. Let F : (C, J) → (D, K) be a morphism of small-generated
sites. Then the hyperconnected-localic factorization of the geometric mor-
phism Sh(F ) ◦ Sh(isK) : Sh(D

s
K , C

s
K) ≃ Sh(D, K) → Sh(C, J) induced by F

can be identified with the factorization Sh(F s) ◦Sh(isF ), where Ds
F is the full

subcategory of Ds
K on the objects of the form (F (c), S) for an object c of C

and a K-closed sieve S on F (c), Cs
K |Ds

F
is the Grothendieck topology induced

by Cs
K on Ds

F , isF : (Ds
F , C

s
K |Ds

F
) → (Ds

K , C
s
K) is the morphism of sites given

by the canonical inclusion functor Ds
F →֒ Ds

K, and Fs is the morphism of
sites (C, J) → (Ds

F , C
s
K |Ds

F
) given by the functor F .

Proof By Remark 6.30, the topos G arising in the hyperconnected-localic
factorization p′ ◦ p of the geometric morphism Sh(F ) admits as separating
set of objects the family of domains of subobjects of objects of the form
Sh(F )∗(l(c)) ∼= l′(F (c)). Now, the full subcategory of Sh(D, K) on such
objects is equivalent to Ds

F by Corollary 2.16, so we have an equivalence
ξ : G → Sh(Ds

F , C
s
K |Ds

F
). The inverse image of the geometric morphism

p : Sh(D, K) → G is precisely the inclusion functor of G into Sh(D, K),
and the morphism of sites isK : (D, K) → (Ds

K , C
s
K) yields an equivalence

Sh(Ds
K , C

s
K) ≃ Sh(D, K). So the canonical inclusion functor isF of Ds

F into
Ds
K defines a morphism of sites (Ds

F , C
s
K |Ds

F
) → (Ds

K , C
s
K), since it induces

the geometric morphism ξ ◦p◦Sh(isK). On the other hand, the inverse image
of the geometric morphism p′ : G → Sh(C, J) given by the localic part of the
hyperconnected-localic factorization of Sh(F ) is simply Sh(F )∗, regarded as
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taking values in the subcategory G of Sh(D, K). Therefore the functor Fs
is a morphism of sites (C, J) → (Ds

F , C
s
K |Ds

F
) as it induces the geometric

morphism p′ ◦ ξ−1. This completes our proof. �

Let us now apply Theorem 6.34 in the context of interpretations between
geometric theories.

Corollary 6.35. Let I : CT → CS be an interpretation of a geometric theory
T into a geometric theory S. Let TI be the expansion of T whose signature
is obtained by adding a predicate symbol Rψ of sorts I(~x) for any context ~x
over the signature of T and any geometric formula ψ in the context I(~x) over
the signature of S, and whose axioms are all the sequents whose image under
the extension of I sending each predicate symbol Rψ to the corresponding
formula {I(~x).ψ} is provable in S, and let Is be the obvious interpretation
of T into TI . Then the hyperconnected-localic factorization of the geometric
morphism Set[S] → Set[T] induced by I can be identified with the composite
Sh(I ′) ◦ Sh(Is).

Proof It is immediate to see that the factorization of I as Is followed by
I ′ can be identified with the factorization of I, regarded as a morphism of
sites (CT, JT) → (CS, JS), provided by Theorem 6.34 by using Proposition 6.1,
Corollary 6.2 and Remark 2.17. �

Remark 6.36. Corollary 6.35 generalizes the corresponding result for ex-
pansions of theories proved as Theorem 7.1.3 in [3].

6.6 Equivalence of toposes

From the above results we can obtain a criterion (alternative to Corollary
5.11) for a J-continuous flat functor to induce an equivalence of toposes:

Corollary 6.37. Let (C, J) be a small-generated site, E a Grothendieck topos
and F : C → E a J-continuous flat functor inducing a geometric morphism
f : E → Sh(C, J). Then f is an equivalence if and only if the following
conditions are satisfied:

(i) F is cover-reflecting;

(ii) for every subobject A F (c) in E there exists a (J-closed) sieve R on
c such that A is the union of the images of the arrows F (f) for f ∈ R;

(iii) the objects of the form F (c) for c ∈ C form a separating set for the
topos E .
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Proof The functor f ∗ is one half of an equivalence of categories if and only if
it is full and faithful and essentially surjective. Since faithfulness and closure
of its image under subobjects implies fullness for the functor f ∗, we conclude
that f ∗ is one half of an equivalence if and only if it is faithful, essentially
surjective and its image is closed under subobjects. Our thesis thus follows
from Propositions 6.1, 6.22 and 6.26. �

It is interesting to compare this characterization with the different, but
equivalent, criterion provided by Corollary 5.11: the difference lies in condi-
tion (ii) of Corollary 6.37 which is replaced by the “local fullness” condition
of Corollary 5.11.

This corollary can be notably applied in the context of interpretations
between geometric theories to characterize those which induce Morita equiv-
alences.

Corollary 6.38. Let I : CT → CS be an interpretation of a geometric theory
T into a geometric theory S. Then I induces a Morita-equivalence between
T and S if and only if the following conditions are satisfied:

(i) for every sequent σ over the signature of T, if the sequent I(σ) is prov-
able in S then σ is provable in T;

(ii) the image of I is closed under subobjects (that is, for any sorts A1, . . . , An
of the signature of T, every geometric formula ψ over the signature of
S in the context I((xA1

1 , . . . , xAn
n )) is T-provably equivalent (in its con-

text) to a formula of the form I(φ) for a geometric formula φ over the
signature of T in the context (xA1

1 , . . . , xAn
n ));

(iii) for every sort B of the signature of S, the object {xB.⊤} is JS-covered
by objects in the image of I.

Proof Our thesis immediately follows from Corollaries 6.2 and 6.24. �

Remark 6.39. Conditions (i) and (ii) of Corollary 6.38 can be reformulated
as the requirement that the functor I should be an equivalence onto its image.

Example 6.40. Corollary 6.38 can for instance be applied to the interpreta-
tion of the algebraic theory MV of MV-algebras into the theory Lu of lattice-
ordered abelian groups with strong unit established in [5], which, as proved in
[5], induces a Morita equivalence. Condition (iii) is satisfied since the formula
{x.⊤} is covered in CLu

by the objects in the image of I. Indeed, by the axiom
expressing the property of strong unit, the arrows {x′.0 ≤ x′ ≤ u} → {x.⊤}
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given by x = nx′ (for n ∈ Z) generate a JLu
-covering sieve. One can also

understand concretely why condition (ii) is satisfied; indeed, by using the
construction of the ℓ-group associated with an MV-algebra in terms of good
sequences of elements of the latter, one can prove that for every atomic for-
mula χ(~x) over the signature of Lu, there exists a Horn formula χMV (~x) in
the same context over the signature of MV such that the formula I(χMV (~x))
is provably equivalent in Lu (in the context ~x) to the formula χ∧(0 ≤ ~x ≤ u).

From Proposition 6.28 and Theorem 6.3(a), we deduce the following cri-
terion, alternative to Theorem 5.7, for a morphism of sites to induce an
equivalence of toposes:

Corollary 6.41. Let F : (C, J) → (D, K) be a morphism of small-generated
sites. Then the geometric morphism Sh(F ) : Sh(D, K) → Sh(C, J) induced
by F is an equivalence if and only if F is cover-reflecting, closed-sieve-lifting
and satisfies condition (ii) of Proposition 5.5 (recall that, if K is subcanoni-
cal, the latter condition is equivalent to F being K-dense).

Proof Since a geometric morphism f is an equivalence if and only if it
is hyperconnected and its inverse image is essentially surjective, the thesis
follows from Proposition 6.28 and Theorem 6.3(a). �

The following criterion, alternative to Corollary 6.17, for a geometric
morphism to be an inclusion (resp. an equivalence) follows as an immediate
consequence of Corollary 6.41.

Corollary 6.42. Let f : F → E be a geometric morphism. Then

(i) f is an inclusion if and only if f ∗ is locally surjective and its image is
closed under subobjects.

(ii) f is an equivalence if and only if f ∗ is faithful, locally surjective and its
image is closed under subobjects.

Proof As observed in the proof of Corollary 6.17, f is an inclusion if and only
if the morphism of sites f ∗ : (E , (Jcan

E )f∗) → (F , Jcan
F ) is dense (equivalently,

weakly dense). Now, this morphism is Jcan
F -dense if and only if f ∗ is locally

surjective (in the sense of Corollary 6.17(i)), while it is closed-sieve-lifting
if and only if the image of f ∗ is closed under subobjects; indeed, for any
Grothendieck topologyK on a Grothendieck topos G containing the canonical
one, any K-closed sieve is equal to the principal sieve on a subobject. This
proves the first part of the corollary; the second part follows from the first
by using that a geometric morphism is an equivalence if and only if it is both
a surjection and an inclusion. �
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6.7 An example

Given a small-generated site (C, J) and a presheaf P : Cop → Set, let us
deduce, as a consequence of Corollary 6.37, that we have an equivalence of
toposes

Sh(C, J)/aJ(P ) ≃ Sh(
∫
P, JP ),

where
∫
P is the category of elements of P and JP is the Grothendieck

topology on
∫
P whose covering sieves are the sieves which are sent by the

canonical projection πP :
∫
P → C to J-covering families. This equivalence,

which was already established in Proposition III 5.4 [1], is induced by the
(flat) JP -continuous functor FP :

∫
P → Sh(C, J)/aJ(P ) sending any object

(c, s) of
∫
P to the image under aJ of the arrow yC(c) → P induced by (c, x)

via the Yoneda lemma. First, we observe that, since we have an equivalence

[Cop,Set]/P ≃ [(
∫
P )op,Set]

(see, for instance, Proposition A1.1.7 [7]) induced (by composition with the
Yoneda embedding

∫
P → [(

∫
P )op,Set]) by the canonical functor GP :∫

P → [Cop,Set]/P (sending any object (c, x) ∈
∫
P to the object yC(c) →

P of [Cop,Set]/P given by the arrow corresponding to x via the Yoneda
Lemma), GP is flat. Now, FP is the composite of GP with the inverse image
of the geometric morphism Sh(C, J)/aJ(P ) → [Cop,Set]/P induced by the
canonical geometric inclusion Sh(C, J) →֒ [Cop,Set] as in Example 6.19, so
it is flat as GP is. Notice that the Grothendieck topology JP is precisely
the topology induced by FP (in the sense of Proposition 6.5). Let us apply
Corollary 6.37 to prove that FP induces an equivalence. First, we have to
show that the objects in the image of the functor FP define a separating set
of objects for the topos Sh(C, J)/aJ(P ). Given two distinct arrows α, β : (γ :
Q → aJ(P )) → (ξ : Q′ → aJ(P )) in Sh(C, J)/aJ(P ), we have to show that
there are an object c of C, an element x ∈ P (c), corresponding to an arrow
Px : l(c) → aJ(P ) in Sh(C, J), and an element y ∈ Q(c), corresponding to an
arrow y : l(c) → Q in Sh(C, J), such that Px = γ◦y and α◦y 6= β◦y. Consider
the pullback γ̃ : Q̃ → P of γ : Q → aJ(P ) along the unit P → aJ(P ). Since
the canonical arrow z : Q̃→ Q is sent by aJ to an isomorphism and aJ is left
adjoint to the inclusion functor, α ◦ z 6= β ◦ z. So there exists an object c of
C and an element y′ ∈ Q̃(c) such that α(z(c)(y′)) 6= β(z(c)(y′)). So, posing
x = γ̃(c)(y′) and y = z(c)(y′), we obtain that Px = γ ◦ y and α ◦ y 6= β ◦ y,
as required.

It now remains to show that condition (ii) is satisfied by FP ; but this
is clear, since, for any object (c, x) of

∫
P , any subobject A of the object

Px : l(c) → aJ(P ) in Sh(C, J)/aJ(P ) corresponds to a subobject of l(c) in
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Sh(C, J) and hence to a sieve S on c, which clearly lifts to a sieve Sπ on the
object (c, x) in

∫
P such that A is isomorphic to the union of the images of

the arrows FP (f) where f ∈ Sπ.

6.8 A characterization of quotient interpretations

Let us now apply Corollaries 5.11 and 6.37 in the context of interpretations of
geometric theories, in order to characterize the interpretations of a geometric
theory T which are isomorphic to the canonical interpretation of T into a
quotient of it.

Corollary 6.43. Let I : CT → CS be an interpretation of a geometric theory
T into a geometric theory S. Then I is isomorphic (over CT) to the canonical
interpretation IT

′

T : CT → CT′ of T into a quotient T′ of T if and only if it
satisfies the following conditions:

(i) The image of I is closed under subobjects (that is, for any sorts A1, . . . , An
of the signature of T, every geometric formula ψ over the signature of
S in the context I((xA1

1 , . . . , xAn
n )) is T-provably equivalent (in its con-

text) to a formula of the form I(φ) for a geometric formula φ over the
signature of T in the context (xA1

1 , . . . , xAn
n )).

(ii) For every sort B of the signature of S, the object {xB.⊤} is JS-covered
by objects in the image of I.

Condition (i) can be equivalently replaced by the following condition :

(i)’ For every objects {~x.φ} and {~y.ψ} of CT and any S-provably functional
formula θ(I(~x), I(~y)) from I({~x.φ}) to I({~y.ψ}) there exist a set of T-
provably functional formulae {χi(~xi, ~x)} : {~xi.φi} → {~x.φ} such that

the sequent (I(φ) ⊢I(~x) ∨
i
(∃I(~xi)I(χi(~xi, ~x))) is provable in S and T-

provably functional formulae ξi(~xi, ~y) : {~xi.φi} → {~y.ψ} (for each i)
such that [θ] ◦ I([χi]) = I([ξi]) in CS (i.e. the bi-sequent ((∃I(~x))(θ ∧
I([χi])) ⊣⊢I(~xi) I([ξi])) is provable in S).

Proof By the duality theorem between quotients and subtoposes established
in Chapter 3 of [3], we have to characterize the interpretations I which induce
a geometric inclusion to the classifying topos of T. The formulation of this
condition as the conjunction of conditions (i) and (ii) follows from Corollary
6.37 by observing that the geometric morphism induced by I is induced by
the (JT)I-continuous flat functor CT → Sh(CS, JS) given by the composite of
the Yoneda embedding CS →֒ Sh(CS, JS) with I.
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On the other hand, conditions (i)’ and (ii) are equivalent to the property
of the interpretation I to induce a dense morphism of sites (CT, (JT)I) →
(CS, JS), equivalently, by Theorem 6.3(c), a geometric inclusion from the clas-
sifying topos of S to the classifying topos of T. �

Remarks 6.44. (a) The quotient T′ of T corresponding to an interpreta-
tion I satisfying the conditions of Corollary 6.43 is axiomatized by the
sequents σ over the signature of T such that I(σ) is provable in S (cf.
6.38).

(b) It is interesting to understand why property (i)’ is true in the case of
the canonical interpretation of T into a quotient T′ of it. Given a T′-
provably functional formula θ(I(~x), I(~y)) from I({~x.φ}) to I({~y.ψ}), we
can take χ to be the formula (θ ∧ φ ∧ ψ)(~x, ~y) ∧ ~x = ~x′, which is T-
provably functional from {~x, ~y.θ∧φ∧ψ} to {~x′.φ[~x′/~x]}, and ξ to be the
formula (θ ∧ φ ∧ ψ)(~x, ~y) ∧ ~y = ~y′, which is T-provably functional from
{~x, ~y.θ ∧ φ ∧ ψ} to {~y′.ψ[~y′/~y]}.

7 Properties of morphisms induced by comor-

phisms of sites

In this section we shall investigate the conditions on a comorphism of sites
which correspond to the property of the corresponding geometric morphism
to be a surjection (resp. an inclusion, hyperconnected, localic), and also
describe the surjection-inclusion and hyperconnected-localic factorizations
at the level of comorphisms of sites.

7.1 Surjections

Proposition 7.1. The geometric morphism CF : Sh(D, K) → Sh(C, J)
induced by a comorphism of sites F : (D, K) → (C, J) is a surjection if
and only if J = KF (in the sense of Proposition 6.11), that is, if a sieve
S on an object c ∈ C satisfies the property that for every object d of D and
arrow x : F (d) → c in C, there exists a K-covering sieve T on d such that
F (T ) ⊆ x∗(S) then S is J-covering. This condition implies that F is J-dense
and is equivalent to it if F is cover-preserving.

Proof By Proposition 6.1, CF is a surjection if and only the functor AF
is cover-reflecting, that is, for any sieve S on an object c, if the family of
arrows AF (f) for f ∈ S is epimorphic then S is J-covering. Now, since
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a family of morphisms in [Dop,Set] is sent by the associated sheaf functor
aK : [Dop,Set] → Sh(D, K) to an epimorphic family if and only if it is K-
locally surjective (cf. Corollary III.6 [10]), we obtain the following criterion:
the family {AF (f) | f ∈ S} is epimorphic if and only if for every object d of
D and arrow x : F (d) → c there exists a K-covering sieve T on d such that
for every g ∈ T , x ◦ F (g) ∈ S, that is, if and only if KF ⊆ J . From this, in
light of Remark 6.12, the firt part of our thesis follows immediately.

It remains to show that the condition J = KF implies that F is J-dense
and is equivalent to it if F is cover-preserving. The fact that if J = KF

then F is J-dense follows from the fact that, for any c ∈ C, the sieve Sc on
c generated by the arrows from objects of the form F (d) (for d ∈ D) to c is
KF -covering, by definition of KF , and therefore J-covering. Conversely, let
us show that if F is cover-preserving and J-dense then KF ⊆ J (equivalently,
KF = J). Given a sieve S on an object c ∈ C satisfying the property that
for every object d of D and arrow x : F (d) → c in C, there exists a K-
covering sieve T on d such that F (T ) ⊆ x∗(S), we want to prove that S is
J-covering. Since F is cover-preserving, for any arrow x : F (d) → c in C,
x∗(S) ∈ J(dom(x)); the fact that S ∈ J(c) thus follows from the fact that F
is J-dense by the transitivity axiom for Grothendieck topologies. �

Remarks 7.2. (a) If F is K-full then the condition J = KF implies that
F is cover-preserving. Indeed, for any R ∈ K(d′), the sieve 〈F (R)〉 is
J-covering, since, by the K-fullness of F , for any arrow x : F (d) → F (d′)
in C there are a set I and arrows fi : di → d, gi : di → d′ (for i ∈ I) such
that the family {fi : di → d | i ∈ I} is K-covering and x ◦F (fi) = F (gi),
and hence the sieve T := {fi ◦ h | i ∈ I, h ∈ g∗i (R)} is K-covering and
satisfies the property F (T ) ⊆ x∗(S).

(b) If J and K are the trivial topologies then F is clearly cover-preserving
and the condition that F be J-dense is equivalent to the requirement
that every object of D should be a retract of an object in the image of
F . In fact, this was also proved with other means in Example A4.2.7(b)
[7].

7.2 Inclusions

To characterize the comorphisms of sites which give rise to a geometric in-
clusion, we shall use the criterion provided by Corollary 6.4.

The following lemma expresses certain properties of arrows in the image
of the functor AF introduced above in terms of functional relations associated
with them.
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Lemma 7.3. Let c, c′ ∈ C, ξ : AF (c) = aK(HomC(F (−), c)) → AF (c
′) =

aK(HomC(F (−), c′)) an arrow in Sh(D, K) and Rξ the functional relation
from HomC(F (−), c) to HomC(F (−), c′) associated with it as in Remark 2.11(c).
Then

(i) For any arrows f : c′′ → c and g : c′′ → c′, ξ ◦ AF (f) = AF (g) if and
only if for every x : F (e) → c′′, (f ◦ x, g ◦ x) ∈ Rξ.

(ii) There exist a family of arrows fi : ci → c in C which is sent by AF to
an epimorphic family and a family of arrows gi : ci → c′ in C such that
ξ ◦AF (fi) = AF (gi) for all i if and only if there exists a family (uj, vj)
of elements of Rξ such that the family {AF (uj)} is epimorphic and for
any arrow s : F (e) → dom(uj) = dom(vj) in C, (uj ◦ s, vj ◦ s) ∈ Rξ.

Proof (i) By Remark 2.11(c), (f ◦ x, g ◦ x) ∈ Rξ if and only if ξ ◦ ηc(f ◦
x) = ηc

′

(g ◦ x), where ηc : HomC(F (−), c) → aK(HomC(F (−), c)) and ηc
′

:
HomC(F (−), c′) → aK(HomC(F (−), c′)) are the canonical unit arrows. But
ξ ◦ ηc(f ◦ x) = (ξ ◦ AF (f) ◦ η

c′′)(x) and ηc
′

(g ◦ x) = (AF (g) ◦ η
c′′)(x), where

ηc
′′

: HomC(F (−), c′′) → aK(HomC(F (−), c′′)) is the canonical unit arrow.
(ii) Let us suppose that there exist a family of arrows fi : ci → c in C

which is sent by AF to an epimorphic family and a family of arrows gi : ci → c′

in C such that ξ ◦ AF (fi) = AF (gi) for all i. Then we may take as arrows
(uj, vj) those of the form (fi ◦ x, gi ◦ x) for x an arrow F (e) → ci for some
i ∈ I. By (i), every pair of the form (fi ◦ x, gi ◦ x) is in Rξ, so it remains to
show that the family of arrows {AF (uj)} is epimorphic (equivalently, for any
arrow u : F (e) → c there exists a K-covering sieve T on e such that u ◦F (t)
factors through some uj for every t ∈ T ). But this is clear since, the family
{AF (fi) | i ∈ I} being epimorphic, there is a K-covering sieve Tu on e such
that, for every t ∈ Tu, u◦F (t) factors through some fi, that is, is of the form
fi ◦ x for some arrow x.

Conversely, if there exists a family (uj, vj) of elements of Rξ such that
the family {AF (uj)} is epimorphic and for any arrow s : F (e) → dom(uj) =
dom(vj) in C, (uj ◦ s, vj ◦ s) ∈ Rξ then by (i) ξ ◦ AF (uj) = AF (vj) for each
j. So we may take as family of arrows (fi, gi) precisely the family of arrows
(uj, vj). �

Proposition 7.4. Let F : (D, K) → (C, J) be a comorphism of sites. Then
the flat functor AF : C → Sh(D, K) satisfies condition (ii) of Corollary
6.4 if and only if for every K-functional relation R from HomC(F (−), c)
to HomC(F (−), c′) in [Dop,Set] there exists a family (fi, gi) of arrows fi :
dom(fi) → c and gi : dom(gi) → c′ with common domain dom(fi) = dom(gi)
such that
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• for any arrow x : F (e) → c there exists a K-covering sieve T on e such
that, for every t ∈ T , x ◦ F (t) factors through some fi;

• for any arrow x : F (e) → dom(fi) = dom(gi) in C, (fi ◦ x, gi ◦ x) ∈ R.

In particular, this condition is satisfied if F is K-full.
If F is cover-preserving then the conjunction of the two conditions above

is equivalent to the requirement that for any (f, g) ∈ R and any arrow x :
F (e) → dom(f) = dom(g) in C, (f ◦ x, g ◦ x) ∈ R.

Proof Recall that condition (ii) of Corollary 6.4 states that for every c, c′ ∈ C
and any arrow ξ : AF (c) → AF (c

′) in Sh(D, K), there exist a family of arrows
fi : ci → c in C which is sent by AF to an epimorphic family and a family of
arrows gi : ci → c′ in C such that ξ ◦ AF (fi) = AF (gi) for all i.

By Theorem 2.13, the arrows

ξ : AF (c) = aK(HomC(F (−), c)) → aK(HomC(F (−), c′)) = AF (c
′)

in Sh(D, K) correspond to theK-functional relationsRξ from HomC(F (−), c)
to HomC(F (−), c′) in [Dop,Set].

The first part of the proposition thus follows immediately from Lemma
7.3 by observing that a family of arrows {AF (uj)} is epimorphic if and only
if for any arrow x : F (e) → c there exists a K-covering sieve T on e such
that, for every t ∈ T , x ◦ F (t) factors through some uj.

If F is K-full then, for any arrow ξ : AF (c) → AF (c
′), the family of

pairs of arrows in Rξ satisfies both conditions in the statement of the Propo-
sition. The first condition is satisfied since, Rξ being a K-functional rela-
tion, the family of arrows {AF (x) | x ∈ π1(Rξ)}, where π1 is the canonical
projection HomC(F (−), c) × HomC(F (−), c′) → HomC(F (−), c), is epimor-
phic in Sh(D, K), while the second holds by the following argument. Given
(f, g) ∈ Rξ and x : F (e) → dom(f) = dom(g), the K-fullness of F im-
plies that there exist a K-covering family T on e and for each t ∈ T an arrow
st : dom(t) → e such that x◦F (t) = F (st). Now, by theK-closure property of
Rξ, the condition (f◦x, g◦x) ∈ Rξ is equivalent to (f◦x◦F (t), g◦x◦F (t)) ∈ Rξ

for every t ∈ T . But (f ◦ x ◦ F (t), g ◦ x ◦ F (t)) = (f ◦ F (st), g ◦ F (st)), and
(f ◦ F (st), g ◦ F (st)) ∈ Rξ by the functoriality of Rξ.

It remains to prove the last part of the proposition, namely that, provided
that F is cover-preserving, if R satisfies the two conditions above then R is
closed under composition on the right with arbitrary arrows in C. Note that
the converse direction follows from the fact that if R satisfies this property
then, by taking the family {(fi, gi)} to consist of the pairs in R, the first
condition in the proposition is automatically satisfied by the K-functionality
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of R. So, let us suppose that (f : F (e) → c, g : F (e) → c′) ∈ R and that
x : F (a) → F (e) is an arrow in C; we want to show that (f ◦ x, g ◦ x) ∈ R.
By the first condition, there is a K-covering sieve T on e such that, for each
t ∈ T , f ◦ F (t) factors through some fit , say, f ◦ F (t) = fit ◦ u

t
i. Now,

by the functoriality of R, (f, g) ∈ R implies that (f ◦ F (t), g ◦ F (t)) ∈ R.
On the other hand, the second condition in the proposition implies that
(fit ◦ u

t
i, git ◦ u

t
i) ∈ R. So, the K-functionality of R implies that g ◦ F (t) ≡K

git ◦u
t
i. Since F is cover-preserving, the sieve 〈F (T )〉 generated by the arrows

F (t) for t ∈ T is J-covering; therefore its pullback along x is also J-covering
and hence by the covering-lifting property there is a K-covering sieve H on
a such that for each h ∈ H , x ◦ F (h) = F (th) ◦ zh for some arrow th ∈ T
and some arrow zh : F (dom(h)) → F (dom(th)). Now, by the K-closure of R,
(f ◦x, g◦x) ∈ R if and only if for every h ∈ H , (f ◦x◦F (h), g◦x◦F (h)) ∈ R.
But (f ◦ x ◦ F (h), g ◦ x ◦ F (h)) = (fith ◦ uthi ◦ zh, g ◦ F (th) ◦ zh). Now, we
have g ◦ F (th) ≡K gith ◦ uthi , whence g ◦ F (th) ◦ zh ≡K gith ◦ uthi ◦ zh. Since
R is a K-functional relation, the condition (fith ◦ u

th
i ◦ zh, g ◦ F (th) ◦ zh) ∈ R

is equivalent to (fith ◦ uthi ◦ zh, gith ◦ u
th
i ◦ zh) ∈ R (cf. Proposition 2.12), and

this is satisfied by the second condition in the proposition. �

For investigating the satisfaction of condition (i) of Corollary 6.4, we need
the following lemma. Notice that if F : (D, K) → (C, J) is a comorphism
of sites then for any d ∈ D we have an arrow χd : l′(d) → AF (F (d)) corre-
sponding, via the associated sheaf adjuntion and the Yoneda embedding, to
the element of AF (F (d))(d) given by the identity arrow on F (d).

Lemma 7.5. Let F : (D, K) → (C, J) be a comorphism of sites. Then for
any object d of D and any arrow g : d′ → d in D, the arrows ξ : AF (F (d

′)) →
l′(d) such that ξ ◦ χd′ = l′(g) can be identified with the relations R from
HomC(F (−), F (d′)) to HomD(−, d) which assign to each object e of C a col-
lection R(e) of pairs of arrows (x : F (e) → F (d′), y : e → d) in such a way
that the following properties are satisfied:

(i) for any ξ : e′ → e in D, if (x, y) ∈ R then (x ◦ F (ξ), y ◦ ξ) ∈ R;

(ii) for any e ∈ D and any (x, y) ∈ HomC(F (e), F (d
′)) × HomC(e, d), if

{ξ : e′ → e | (x ◦ F (ξ), y ◦ ξ) ∈ R(e′)} ∈ K(e) then (x, y) ∈ R(e);

(iii) for any e ∈ D, if (x, y), (x′, y′) ∈ R and x = x′ then y ≡K y′;

(iv) for any e ∈ D and any arrow x : F (e) → F (d′) in C, {t : e′ → e | ∃y :
e′ → d, (x ◦ F (t), y) ∈ R(e′)} ∈ K(e);

(v) for any arrow f : e→ d′ in D, (F (f), g ◦ f) ∈ R(e).
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In particular, if F is K-full and K-faithful then for every d ∈ D the arrow
χd′ : l

′(d) → AF (F (d)) is an isomorphism.

Proof The first part of the lemma follows from the proof of Theorem 2.13.
It thus remains to show that if F is K-full and K-faithful then there exists
a relation which verifies the conditions in the statement of the lemma and is
inverse to χd′ . We can define a relation RF on pairs of arrows (x : F (e) →
F (d), y : e→ d) by stipulating that (x, y) ∈ RF if and only if F (y) = x. If F
isK-faithful andK-full then the relationRF clearly satisfies all the conditions
of the lemma for the family of objects {ci | i ∈ I} given by the singleton
{F (d)} except for the closure condition (ii), which, by Remark 2.11(b), can
be made to hold (without affecting the satisfaction of the other conditions)
by taking its K-closure. The corresponding arrow AF (F (d)) → l′(d) (via the
bijection of Theorem 2.13) is actually inverse to the arrow χd (cf. Proposition
5.16), as required. �

Proposition 7.6. The geometric morphism CF : Sh(D, K) → Sh(C, J) in-
duced by a comorphism of sites F : (D, K) → (C, J) is an inclusion if and
only if F satisfies the condition of Proposition 7.4 and for every object d
of D there exist a K-covering family {gi : di → d | i ∈ I} and arrows
ξi : AF (F (di)) → l′(d) in Sh(D, K) such that ξi ◦ χdi = l′(gi) (equivalently,
relations Ri from HomC(F (−), F (di)) to HomD(−, d) satisfying the condi-
tions of Lemma 7.5).

In particular, if F is K-full and K-faithful then the geometric morphism
CF is an inclusion. Conversely, if F is cover-preserving and CF is an inclu-
sion then F is K-full.

If F is (K, J)-continuous (in the sense of Definition 4.7) then CF is an
inclusion if and only if F is K-full and K-faithful.

Proof By Corollary 6.4, CF is an inclusion if and only if conditions (i) and
(ii) of the Corollary are satified by the flat functor AF . Condition (ii) is
equivalent to the condition of Proposition 7.4. On the other hand, condition
(i) is satisfied by AF if and only if for each d ∈ D, there exists a set {cj} of
objects of C and an epimorphic family of arrows ξ′j : AF (cj) → l′(d). But,
by using Proposition 2.18(ii), one can easily see that this amounts to the
existence of a K-covering family {gi : di → d | i ∈ I} on d and for each i ∈ I
an arrow ui : F (di) → cji in C (for some ji) such that l′(gi) = ξ′ji◦AF (ui)◦χdi.
So the composite of the arrow ξi := ξ′ji ◦AF (ui) : AF (F (di)) → l′(d) with χdi
is equal to l′(gi).

If F is K-full and K-faithful then by Proposition 7.4 F satisfies the condi-
tion in it and by Lemma 7.5 for every d ∈ D the arrow χd′ : l

′(d) → AF (F (d))
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is an isomorphism whence we can take the trivial covering family on each d
to make the condition of the proposition satisfied.

Let us now show that if CF is an inclusion and F is cover-preserving then
F is K-full. Let f, f ′ : e → d be arrows in D such that F (f) = F (f ′). Let
{gi : di → d | i ∈ I} be a K-covering family and ξi : AF (F (di)) → l′(d)
be arrows in Sh(D, K), corresponding to K-functional relations Ri from
HomC(F (−), F (di)) to HomD(−, d), such that ξi ◦ χdi = l′(gi). Let us first
prove that, for any i ∈ I, we have χd ◦ ξi = AF (F (gi)). The K-functional
relation corresponding to this arrow is the composite R′

i of Ri with the re-
lation Rχd

associated with χd. Since (1F (di), gi) ∈ Ri (this follows from the
fact that Ri satisfies property (v) of Lemma 7.5 with respect to the arrow
gi) and (gi, F (gi) ∈ Rχd

, we have (1F (di), F (gi)) ∈ R′
i. So, by the last part of

Proposition 7.4, for any arrow x : F (e) → F (di), (x, F (gi) ◦ x) ∈ R′
i; in other

words, χd ◦ ξi = AF (F (gi)), as required.
The sieve 〈{F (gi) | i ∈ I}〉 generated by the arrows F (gi) for i ∈ I is

J-covering; so, for any arrow y : F (e) → F (d) in C, its pullback along y is
also J-covering, whence by the covering-lifting property there is a K-covering
sieve H on e such that for each h ∈ H , y ◦F (h) = F (gih) ◦ zh for some ih ∈ I
and some arrow zh : F (dom(h)) → F (dih). Now, since Ri is K-functional,
there is a K-covering sieve Th on dom(h) and for each t ∈ Th an arrow
at : dom(t) → d such that (zh ◦ F (t), at) ∈ Ri. Then, from the fact (proved
above) that χd ◦ ξi = AF (F (gi)) it follows that F (at) is K-locally equal to
F (gih)◦ zh ◦F (t), that is, there is a K-covering sieve Wt on dom(t) such that
F (at) ◦ F (w) = F (gih) ◦ zh ◦ F (t) ◦ F (w) = y ◦ F (h) ◦ F (t) ◦ F (w) for each
w ∈ Wt. Therefore the K-covering sieve U given by the multiomposite of H ,
the Th’s (for h ∈ H) and the Wt’s (for t ∈ Th) satisfies the property that for
any u ∈ U there is an arrow a′u : dom(u) → d such that y ◦F (u) = F (a′u) for
each u ∈ U (indeed, if u = h ◦ t ◦ w then we can take a′u = at ◦ w). So F is
K-full, as desired.

It remains to prove the last part of the proposition. We have already
shown that the condition on F being K-faithful and K-full is a sufficient
condition for CF to be an inclusion. We want to prove that this condition is
also necessary if F is (K, J)-continuous. But this follows from the fact that,
by Corollary 4.23, we have a commutative diagram

C F //

l′

��

D

l
��

Sh(D, K)
(CF )! // Sh(C, J)

in light of Proposition 5.20(i)-(ii) and Remark 5.15. �
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Remark 7.7. If J andK are the trivial topologies then one may deduce from
Proposition 7.6 the following criterion for the essential geometric morphism
CF : [Dop,Set] → [Cop,Set] induced by F to be an inclusion: CF is an
inclusion if and only if F is full and faithful.

Indeed, the ‘if’ direction follows immediately from the proposition, while
the converse one can be proved as follows. The fullness of F follows from the
last part of the proposition, while its faithfulness follows from the fact that
the condition in the proposition implies that, for every d ∈ D, there is an
arrow ξ : AF (F (d)) → l′(d) such that ξ ◦ χd = 1l′(d).

An alternative way of proving that if CF is an inclusion then F is full
and faithful is to observe that, the inverse image functor of the geometric
morphism CF having adjoints on both sides, the right adjoint is full and
faithful if and only if the left adjoint is; but this latter condition implies
that F is full and faithful, since F can be recovered from this functor as its
restriction to the representables.

The surjection-inclusion factorization of the geometric morphism induced
by a comorphism of sites admits a particularly simple description when the
latter is cover-preserving, as shown by the following proposition.

Proposition 7.8. Let F : (D, K) → (C, J) be a comorphism of sites which is
cover-preserving. Then the surjection-inclusion factorization of the geometric
morphism CF : Sh(D, K) → Sh(C, J) induced by F can be identified with
Ci ◦ CF ′, where F ′ is the functor F regarded as a comorphism of sites from
(D, K) to the site (C′, J ′), where C′ is the full subcategory of C on the objects
in the image of F and J ′ is the smallest Grothendieck topology on C′ making
the inclusion i of C′ into C a comorphism of sites to (C, J).

Proof Since F is cover-preserving, by definition of the Grothendieck topol-
ogy J ′, F ′ is also cover-preserving (cf. Corollary 3.6). It is also surjective on
objects, so, by Proposition 7.1, CF ′ is a surjection. On the other hand, i is
full and faithful, so, by Proposition 7.6, Ci is an inclusion. By the uniqueness
(up to equivalence) of the surjection-inclusion factorization, it follows that
Ci ◦ CF ′ is ‘the’ surjection-inclusion factorization of CF , as required. �

Remark 7.9. Proposition 7.8 generalizes the result (cf. Example A4.2.12(b)
[7]) describing the surjection-inclusion factorization of the essential geometric
morphism induced by an arbitrary functor between small categories.

7.3 Localic morphisms

We shall now characterize the comorphisms of sites which induce localic
geometric morphisms.
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Lemma 7.10. Let F : (D, K) → (C, J) be a comorphism of sites. Then
for any object d of D and any arrow g : d′ → d in D, the arrows ξ to l′(d)
whose domain is a subobject s : S  AF (F (d

′)) through which χd′ factors as
χd′ = s ◦χd′, and such that ξ ◦χd′ = l′(g), can be identified with the relations
R from HomC(F (−), F (d′)) to HomD(−, d) satisfying all the conditions of
Lemma 7.5 but condition (iv).

The functor F is K-faithful if and only if for every object d of D, the
arrow χd : l

′(d) → AF (F (d)) is a monomorphism.

Proof The first part of the lemma follows from the proof of Theorem 2.13,
so it remains to prove the second part. We notice that χd = aK(γd), where γd
is the arrow yD(d) → HomC(F (−), F (d)) corresponding to the element 1F (d)

of HomC(F (d), F (d)) via the Yoneda embedding. So by Lemma 2.1(i) χd is a
monomorphism if and only if for every x, x′ : e→ d such that F (x) = F (x′),
x ≡K x′, that is, if and only if F is K-faithful. �

Proposition 7.11. The geometric morphism CF : Sh(D, K) → Sh(C, J)
induced by a comorphism of sites F : (D, K) → (C, J) is localic if and only
if for every object d of D there exist a K-covering sieve {gi : di → d | i ∈ I}
on d and relations Ri from HomC(F (−), F (di)) to HomD(−, d) satisfying the
conditions of Lemma 7.10.

In particular, if F is K-faithful then the geometric morphism CF is localic.

Proof The proof uses Lemma 7.10 in a way analogous to that in which
Lemma 7.5 is used in the proof of Proposition 7.6. In fact, stating that, for
each d ∈ D, there is a set {cj} of objects of C and an epimorphic family of
arrows {ξj : aK(Sj) → l′(d)}, where each Sj is a K-closed sieve on cj yielding
a canonical subobject sj : aK(Sj)  AF (cj), amounts to saying that there
are a K-covering family {gi : di → d | i ∈ I} and for each i an element ji
and an arrow uji : F (di) → cji in Sji such that (uji, gi) ∈ Rji (where Rji is
the functional relation corresponding to ξji). For each i ∈ I, by considering
the pullback

aK(S
′
ji
)

s′ji //

��

AF (F (di))

AF (uji )

��
aK(Sji)

sji // AF (cji)

of each subobject sji : aK(Sji)  AF (cji) along AF (uji), we obtain a sub-
object s′ji : aK(S

′
ji
)  AF (F (di)), where S ′

ji
is K-closed sieve on F (di),

through which χdi factors (this follows from the universal property of the
above pullback, since sji ◦ ũji = AF (uji) ◦χdi , where ũji is the arrow l′(di) →
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aK(Sji) corresponding to the element uji of Sji) and for which the condition
(uji, gi) ∈ Rji can be reformulated as the condition ξji◦s

′
ji
◦χdi = l′(gi), where

χdi denotes the factorization of χdi through s′ji : aK(S
′
ji
)  AF (F (di)). �

7.4 Hyperconnected morphisms

Proposition 7.12. The geometric morphism CF : Sh(D, K) → Sh(C, J)
induced by a comorphism of sites F : (D, K) → (C, J) is hyperconnected if
and only if F satisfies the property of Proposition 7.1 and for every object c
of C and any set A of arrows of the form x : F (d) → c (for an object d of
D) which is functorial (in the sense that if x ∈ A then x ◦ F (g) ∈ A for any
arrow g : d′ → d in D) and K-closed (in the sense that for any K-covering
sieve T on d, if x ◦ F (t) ∈ A for every t ∈ T then x ∈ A) there exists a
(J-closed) sieve S on c such that

A = {x : F (d) → c | d ∈ D, {t : dom(t) → d | x ◦ F (t) ∈ S} ∈ K(d)}.

If particular, if F is K-full this latter condition is satisfied.

Proof The first part of the proposition follows immediately from Proposition
6.23 in light of Remark 2.4(a), so it remains to prove the second part. Given
a set A of arrows F (d) → c (for d ∈ D) satisfying the property in Proposition
7.12, let us define S to be the sieve on c generated by it. We want to prove
that A = {x : F (d) → c | d ∈ D and {t : dom(t) → d | x ◦ F (t) ∈ S} ∈
K(d)}. The inclusion ⊆ is clear since A ⊆ S. To prove the converse one,
since A is functorial and K-closed, it clearly suffices to show that for any
arrow x : F (d) → c, if x ∈ S then x ∈ A. If x ∈ S then, by definition of
S, there exists an arrow y : F (d′) → c in A and an arrow ξ : F (d) → F (d′)
such that x = y ◦ ξ. Now, since F is K-full, there exist a K-covering family
{h : dom(h) → d | h ∈ R} on d and for each h ∈ R an arrow sh : dom(h) → d′

such that ξ ◦ F (h) = F (sh) for each h ∈ R. Since A is K-closed, to show
that x ∈ A it suffices to show that x ◦ F (h) ∈ A for each h ∈ R. But
x ◦F (h) = y ◦ ξ ◦F (h) = y ◦F (sh), which belongs to A since A is functorial.

�

Corollary 7.13. Let f : D → C be a functor between essentially small
categories. Then the geometric morphism CF : [Dop,Set] → [Cop,Set] is
hyperconnected if and only if F is full and every object of D is a retract of
an object in the image of F .

Proof By Proposition 7.12 and Remark 7.2(b), CF is hyperconnected if and
only if every object of D is a retract of an object in the image of F and for
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every functorial set A of arrows x : F (d) → c there exists a sieve S on c such
that for any arrow x : F (d) → c in D, x ∈ A if and only if x ∈ S. Let us
prove that this latter condition is satisfied if and only if F is full. If F is
full, then we can get the condition satisfied by defining S to be the sieve on
c generated by the arrows in A. Indeed, if x ∈ A then x ∈ S since A ⊆ S.
Conversely, suppose that x : F (d) → c is in S; then we can write x = y ◦ g,
where y : F (d′) → c is in A. But by the fullness of F , g = F (ξ) for some
arrow ξ : d → d′ in D and hence x = y ◦ F (ξ) ∈ A by the functoriality of A.
Conversely, supposing that F satisfies the condition, we want to prove that
it is full. Given d ∈ D, let Ad be the collection of all the arrows of the form
F (ξ) for an arrow ξ of D with codomain d. If Ad satisfies the condition then
there is a sieve Sd on F (d) such that an arrow F (d′) → F (d) lies in Sd if
and only if it lies in Ad. It follows that the identity 1F (d) lies in Sd, so every
arrow F (d′) → F (d) in C (where d′ is an object of D) lies in Sd and hence in
Ad; that is, it is of the form F (ξ) for some ξ. �

Remark 7.14. Corollary 7.13 generalizes and strengthens Example A4.6.9
[7], where it is observed that if F is bijective on objects and full then the
geometric morphism CF is hyperconnected.

The following result describes the hyperconnected-localic factorization of
the geometric morphism induced by a cover-preserving comorphism of sites;
it generalizes the well-known result for presheaf toposes (Example A4.6.9
[7]).

Proposition 7.15. Let F : (D, K) → (C, J) be a comorphism of sites which
is cover-preserving. Then the hyperconnected-localic factorization of the geo-
metric morphism CF : Sh(D, K) → Sh(C, J) induced by F can be identified
with CF̃ ◦ Cπ, where F̃ is the functor F regarded as a comorphism of sites
from the site (E , L) whose underlying category E is the quotient of the cat-
egory D by the congruence induced by F and whose Grothendieck topology
L has as covering sieves the sieves whose inverse image under the canonical
projection functor π : D → E is K-covering.

Proof Since the functor π is cover-preserving and full on objects and arrows,
by Propositions 7.12 and 7.1, Cπ is hyperconnected. On the other hand, since
F̃ is faithful then CF̃ is localic by Proposition 7.11. Since we clearly have
F = F̃ ◦ π, our thesis follows. �

7.5 Equivalences of toposes

Finally, we can deduce from Propositions 7.11 and 7.12 a criterion for a
comorphism of sites to induce an equivalence of toposes (by observing that
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a geometric morphism is an equivalence if and only if it is both localic and
hyperconnected):

Proposition 7.16. The geometric morphism CF : Sh(D, K) → Sh(C, J)
induced by a comorphism of sites F : (D, K) → (C, J) is an equivalence if
and only if the following conditions are satisfied:

(i) for every object d of D there exist a K-covering sieve {gi : di → d |
i ∈ I} on d and relations Ri from HomC(F (−), F (di)) to HomD(−, d)
satisfying all the conditions of Lemma 7.5 but condition (iv);

(ii) J = KF , that is, if a sieve S on an object c ∈ C satisfies the property
that for every object d of D and arrow x : F (d) → c there exists a
K-covering sieve T on d such that for every g ∈ T , x ◦ F (g) ∈ S then
S is J-covering;

(iii) for every object c of C and any set A of arrows of the form x : F (d) → c
for an object d of D which is functorial (in the sense that if x ∈ A then
x◦F (g) ∈ A for any arrow g : d′ → d in D) and K-closed (in the sense
that for any K-covering sieve T on d, if x ◦ F (t) ∈ A for every t ∈ T
then x ∈ A) there exists a (J-closed) sieve S on c such that

A = {x : F (d) → c | d ∈ D, {t : dom(t) → d | x ◦ F (t) ∈ S} ∈ K(d)}.

In particular, if F is K-full and K-faithful and J-dense then CF is an equiv-
alence.

�

As shown by the following proposition, the condition on F being K-full,
K-faithful and J-dense is not only sufficient but also necessary for CF to be
an equivalence if F is (K, J)-continuous:

Proposition 7.17. Let F be a (K, J)-continuous (in the sense of Definition
4.7(b)) comorphism of sites (D, K) → (C, J). Then the geometric morphism
CF : Sh(D, K) → Sh(C, J) is an equivalence if and only if F is K-full,
K-faithful and J-dense.

Proof By Proposition 4.11(iii), every (K, J)-continuous functor is cover-
preserving.

Now, a geometric morphism is an equivalence if and only if it is both an
inclusion and a surjection. Our thesis thus follows from Propositions 7.1 and
7.6. �
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The following result provides a criterion for a functor which is both a
morphism and a comorphism of sites to induce an equivalence.

Proposition 7.18. Let F : D → C be a functor which is both a comor-
phism of sites and a morphism of sites (D, K) → (C, J), where J and K are
Grothendieck topologies respectively on C and D. Then the following condi-
tions are equivalent:

(i) The geometric morphism CF is an equivalence with quasi-inverse Sh(F ).

(ii) F is K-full and J-dense (equivalently, a dense morphism of sites (D, K) →
(C, J)).

Proof (i) ⇒ (ii) If F , as a morphism of sites (D, K) → (C, J), induces an
equivalence then, since F has the covering-lifting property, by Corollary 5.22
F is K-full and J-dense.

(ii) ⇒ (i) Since the construction of the geometric morphism induced by
a comorphism of sites is functorial, and any canonical geometric inclusion
Sh(A, Z) →֒ [Aop,Set] is induced by the identity functor on A, regarded as
comorphism of sites (A, Z) → (A, T ) where T is the trivial topology on A,
we have a commutative square

Sh(D, K)
CF //

��

Sh(C, J)

��
[Dop,Set]

E(F ) // [Cop,Set],

where E(F ) is the geometric morphism induced by F (regarded as a comor-
phism of trivial sites) and the vertical arrows are the canonical geometric
inclusions. Let Sh(F ) : Sh(C, J) → Sh(D, K) be the geometric morphism
induced by F as a morphism of sites (D, K) → (C, J). Since F is J-dense
and has the covering-lifting property, by Proposition 6.7, J = KF and hence,
by Lemma 6.13, F is cover-reflecting. So F is a dense morphism of sites (cf.
Remark 5.2) and hence Sh(F ) is an equivalence. To prove that g is a quasi-
inverse to CF , it is clearly enough to show that C∗

F ◦Sh(F )∗ ◦ lD ∼= lD. Now,
Sh(F )∗ ◦ lD ∼= lC ◦ F , so C∗

F ◦ Sh(F )∗ ◦ lD ∼= C∗
F ◦ lC ◦ F . But C∗

F ◦ lC ∼=
C∗
F ◦ aJ ◦ yC ∼= aK ◦ E(F )∗ ◦ yC, where the second isomorphism follows from

the commutativity of the above square. Now, by Proposition 5.16, since F is
K-full and K-faithful, the canonical arrow lD ∼= aK ◦yD → aK ◦E(F )∗◦yC ◦F
is an isomorphism, so C∗

F ◦ g∗ ◦ lD ∼= lD, as required. �
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Remark 7.19. For a comorhism of sites F : (D, K) → (C, J) to induce an
equivalence CF it is necessary that F be J-dense (by Proposition 7.1). So
inducing an equivalence is not a sufficient condition on a morphism of sites
F : (D, K) → (C, J) for it to be also a comorphism between the same sites
(since there are weakly dense morphisms which are not dense); in fact, this
is the case if and only if F is J-dense and K-full (cf. Corollary 5.22).

7.6 Local morphisms

Recall that a geometric morphism f : F → E is said to be local if f∗ has a
fully faithful right adjoint. For different characterizations of the property of
a geometric morphism to be local see, for instance, Theorem C3.6.1 [7].

Note that this definition makes sense more generally for a weak morphism
of toposes (in the sense of section 4.1).

Theorem 7.20. Let F : D → C be a continuous comorphism of sites (also
regarded as a weak morphism of sites) (D, K) → (C, J). Then:

(i) The geometric morphism CF : Sh(D, K) → Sh(C, J) is essential, and

(CF )! ∼= Sh(F )∗ ⊣ Sh(F )∗ ∼= (CF )
∗ = DF := (− ◦ F op) ⊣ (CF )∗

(ii) The weak morphisms Sh(F ) and CF form an adjoint pair in the 2-
category of Grothendieck toposes, weak morphisms and geometric trans-
formations between them (Sh(F ) being the right adjoint and CF the left
adjoint); indeed, Sh(F )∗ is left adjoint to (CF )

∗.

In particular, if F is a morphism of sites then the geometric mor-
phisms Sh(F ) and CF form an adjoint pair in the 2-category Btop

of Grothendieck toposes, geometric morphisms and geometric transfor-
mations.

(iii) The weak morphism Sh(F ) : Sh(C, J) → Sh(D, K) is local if and only
if CF is an inclusion, that is, if and only if F is K-faithful and K-full.

(iv) The canonical geometric transformation

1Sh(D,K) → Sh(F ) ◦ CF

(given by the unit of the adjunction between Sh(F ) and CF as in (ii)) is
an isomorphism if (and only if) F is K-faithful and K-full. In this case,
if F is moreover a morphism of sites (D, K) → (C, J), the morphisms
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CF and Sh(F ) realize the topos Sh(D, K) as a (coadjoint1) retract of
Sh(C, J) in the 2-category Btop.

Proof (i) The fact that CF is essential follows from Corollary 4.23. By
definition of (CF )∗, for any J-sheaf P on C, (CF )∗(P ) = aK(P ◦ F op). But,
since F is (K, J)-continuous, P ◦ F op is already a K-sheaf, so (CF )

∗ = (− ◦
F op), and by definition of the weak morphism of toposes Sh(F ) associated
with a weak morphism of sites F , we have Sh(F )∗ = DF := (− ◦ F op). The
other isomorphism in (i) follow from this one in light of the uniqueness (up
to isomorphism) of (right or left) adjoints to a given functor.

(ii) This follows immediately from (i).
(iii) The right adjoint (CF )∗ of Sh(F )∗ is full and faithful if and only if

CF is a geometric inclusion. But this holds, by Proposition 7.6, precisely
when F is K-faithful and K-full.

(iv) We have a canonical geometric transformation α : 1Sh(D,K) → Sh(F )◦
CF , given by the unit of the adjunction between Sh(F ) and CF . We want
to show that this transformation is an isomorphism if and only if F is K-
faithful and K-full. Let l : C → Sh(C, J) and l′ : D → Sh(D, K) be the
canonical functors. Note that α∗ : 1Sh(D,K) → (CF )

∗ ◦ Sh(F )∗ is determined
by its values at the objects of the form l′(d) (for d ∈ D), since all the functors
involved preserve arbitrary colimits. Now, for any d ∈ D, α∗(d) is the natural
transformation

l′(d) → (CF )
∗(Sh(F )∗(l′(d))) = (CF )

∗(l(F (d))) ∼= l(F (d)) ◦ F op

which corresponds to the element of (l(F (d)) ◦ F op)(d) = l(F (d))(F (d)) as-
sociated with the identity on F (d). Now, by Proposition 4.27, we have an
isomorphism

aK(yD(F (d)) ◦ F
op) ∼= l(F (d)) ◦ F op,

and it is immediate to see that the natural transformation α∗(d) corresponds
under this isomorphism to the natural transformation

l′(d) → aK(yD(F (d)) ◦ F
op)

considered in Proposition 5.16. It thus follows from that proposition that
α∗(d) is an isomorphism for every d ∈ D if and only if F is K-faithful and
K-full, as required. �

1Recall that a retract (i, r) in a 2-category (in the sense of section B1.1 of [7]), where
r ◦ i ∼= 1, is said to be coadjoint if i is left adjoint to r.
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